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Abstract 

This thesis describes attempts to develop a method for studying the dynamics of dsDNA: small 

molecule ligand association and dissociation through 2D-IR spectroscopy.  The strategy 

employed was to synthesise azide-bearing derivatives of the archetypal minor groove binding 

ligand, Hoechst 33258, with the azide acting as a reporter functional group. 

 

Chapter 1 describes both the state of the art, and also what is unknown regarding the processes 

of association and dissociation of small molecules from dsDNA, and how this project aims to 

gain a fuller understanding of the dynamics of association between dsDNA and a small 

molecule MGB.  The clinical significance of minor groove binders is also discussed. 

 

Chapter 2 describes the synthesis of two azide-bearing derivatives of H33258 through an amide 

coupling strategy, and the significant problems encountered with the purification of these 

compounds.  Future alternative pathways to these compounds are proposed.  An investigation 

into the spectroscopic properties of the azide functional groups in the free compounds is also 

presented. 

 

Chapter 3 describes the investigation of the utility of the azide functional group through a 

comparative study of the thermal dissociation of these compounds from dsDNA.  It was found 

that the utility of the azide was dependent on the position of the azide within the molecule, and 

is sensitive to the changes in solvation of the minor groove of dsDNA.  One compound in 

particular exhibited a marked change in both the shape and the intensity of the azide absorption 

band and was commensurate with the melting temperature, Tm of the complex. 
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Chapter 4 describes the investigation into the structural origins of the marked difference in the 

azide absorption band of one MGB when in complex with a dsDNA oligomer through 

structural characterization of this complex by NMR spectroscopy.  It was found that the azide 

functional group is in close proximity to the exocyclic amine of guanosine, and this specific 

interaction is proposed to give rise to the observed changes in the azide absorption band.  The 

orientation of the molecule was found to be opposite to that reported for H33258, a reason why 

this is the case is also proposed. 
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ϵ Molar Extinction Coefficient 
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kf Force constant 
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c Speed of light 
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h Planck’s constant 

De Potential minimum 
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xe Anharmonicity constant 
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Tw Waiting time 
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eq. equivalents 
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1.1. Structure and Function of DNA: 

Deoxyribonucleic acid (DNA) is found in almost every type of living cell, and acts as the 

repository of genetic information necessary to regulate every cellular process.  This information 

is firstly transcribed into a corresponding RNA template, and after several processing events, 

mature mRNA is transported out of the nucleus into the cytoplasm, where protein synthesis 

takes place, known as translation (Fig. 1.1).1  The process of gene expression resulting in the 

synthesis of proteins can be exogenously regulated by small molecules that either bind 

noncovalently or covalently with select subsets of duplex DNA sequences.2  The aim of this 

project is to study the molecular processes that govern non-covalent interactions between small 

molecules and duplex DNA.  The ability to selectively and reliably regulate gene expression 

by small molecules has shown great promise as both anticancer3 and antibacterial agents,4 and 

some compounds have found use as therapeutic agents.  One class of small molecules can 

regulate gene expression by binding double-stranded DNA (dsDNA) in the minor groove 

(referred to minor groove binders, or MGBs) and show particular promise as medical and 

biological tools.1  However, the precise dynamic mechanisms that govern the interactions 

between dsDNA and an MGB are not well understood because these interactions occur on 

picosecond timescales, too quickly to be studied by traditional biochemical and spectroscopic 

techniques.5  Ultrafast two-dimensional IR spectroscopy will be used to probe the dynamics of 

MGB-DNA interactions in real time.6  The long-term goal of this work is to achieve a fuller 

understanding of the fundamental dynamics of DNA-ligand interactions which will enable the 

rational design of more effective DNA binding therapeutics. 
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1.1.1. Structure of single-stranded DNA (ssDNA). 

The primary structure of ssDNA is a linear polymer of small heterocyclic aromatic molecules, 

referred to as nucleotides.  There are four nucleotides present in DNA; these are Adenosine, 

1.1, (A), Guanosine 1.2 (G), Thymidine 1.3 (T), and cytidine 1.5 (C) (Fig. 1.2)  Uridine, 1.4, 

is found exclusively in RNA.7  Nucleosides (Fig. 1.2) are formed when a nucleotide is 

covalently bonded to a molecule of ribose.  Nucleosides are covalently linked through 

phosphodiester bonds between the 3’-OH of one nucleoside to the 5’-OH of the next.    

 

 

 

 

 

 

Figure 1.1. The central dogma of molecular biology.   

Figure 1.2. (a) General structure of a nucleoside.155  (b) Structures of the four natural DNA 

and RNA bases.  Purine and pyrimidine numbering schemes are shown.  dR refers to the sugar 

deoxyribose (blue).155  Reprinted by permission from Macmillan Publishers Ltd.:  Nature 

Nanotechnology © 2008. 
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Biosynthesis of DNA is driven by the exergonic hydrolysis of the triphosphate bond (Fig. 1.2) 

to inorganic pyrophosphate and the nucleoside monophosphate, which is incorporated into the 

nascent ssDNA strand.8 

 

1.1.2.  Structure of double-stranded DNA (dsDNA) 

Cellular DNA exists as an antiparallel double helix, (Figs. 1.3, 1.4) a structure first proposed 

by Watson and Crick from X-ray diffraction data in 1953.9  The most dominant of the non-

covalent interactions that lead to duplex formation are Watson-Crick base pairings.  These 

hydrogen bond networks will pair adenosine to thymidine (uridine in RNA) and guanosine to 

cytidine (Fig. 1.3).  Adenosine forms two hydrogen bonds to thymidine, whereas guanosine 

forms three hydrogen bonds to cytidine.  The heteroatoms in the nucleobases act as H-bond 

donors, and the electropositive H-atoms act as acceptors (Fig. 1.3).  Formation of this 

hydrogen-bonded complex typically leads to formation of a B-type duplex. 

 

 

 

1.1.3. Structure of duplex DNA: A-type, B-type, and Z-type DNA. 

Three major helical conformations exist for duplex DNA, A, B, and Z-DNA.  B-DNA is the 

conformation of DNA predominantly observed in nature.  B-DNA is defined as a right-handed 

double-helix which has one helical turn every 10 nucleotides, for a distance of 36 Å.8    An 

Figure 1.3: Watson-Crick base-pairing between two strands of ssDNA.52 
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eleventh nucleotide, referred to as an internucleotide, also exists between each turn of the helix 

(Fig. 1.4).  The hydrophobic bases stack on top of each other, facing away from the solvent, 

whereas the hydrophilic phosphodiester backbone points out towards the solvent.7  This is an 

entropic effect, as solvation of the relatively hydrophobic bases is disfavoured with respect to 

aggregation of water and stacking of the bases.7   A further enthalpic benefit toward formation 

of dsDNA comes from π-stacking interactions between adjacent bases, giving rise to formation 

of the familiar double-helical shape.  

 

 

 

 

 

 

In aqueous solution the B-DNA conformation (Fig. 1.4) is favoured.7  Formation of B-DNA is 

strongly exergonic; helix formation is enthalpically-driven, due to phosphodiester-solvent 

Figure 1.4. Structure of idealised B-DNA.  (a) Ribbon model of a typical B-DNA duplex, indicating 

the length of a nucleotide and a helical turn.  (b) Skeletal model of dsDNA, the phosphate backbone 

is in blue and red; the DNA bases are in yellow.  (c) Space filling model of the same duplex, colour 

code is as for (b).  From: Lehninger Principles of Biochemistry 6E, by David L. Nelson, et 

al, Copyright 2013 by W.H. Freeman and Company. Used by Permission of the publisher.156 
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hydrogen bond formation, π-stacking between adjacent bases and Watson-Crick base pairing.7  

A negative entropy change is observed upon duplexation of two complementary strands of 

dsDNA, and hence, duplexation becomes disfavoured at higher temperatures.  The temperature 

at which this happens is referred to as the melting temperature (Tm) and is a property specific 

to a given sequence of dsDNA, and complexes thereof.7 

 

No global structural ordering of DNA is observed when a strand of DNA is dissolved in an 

organic solvent or when relative humidity is below 75%. When the relative humidity reaches 

approximately 75-80%, the A-form of dsDNA is observed (Fig. 1.5).  A-DNA has 11bp per 

turn and 2.9 base pairs per turn of the helix; it resembles a compressed B-DNA helix (Fig. 

1.5).10,11  Due to the lower relative humidity, less extensive base stacking is observed (Fig. 

1.5).12 

 

 

 

 

Figure 1.5: Crystal structures of the three helical forms of duplex DNA, from left: A-DNA 

(PDBID: 4IZQ)12,  B-DNA (4OCB)14, Z-DNA (4C64)157.  Grey spheres represent carbon atoms, 

red spheres represent oxygen, orange phosphorous, and blue, nitrogen.  The green sphere in (b) 

represents an Mg2+ cation. 
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Another structure of dsDNA that can be formed is Z-DNA.  This form is radically different 

from the other two structures of DNA, and is only seen in purine-pyrimidine repeats, especially 

G-C.  Z-DNA is a left-handed helix, with 12bp per turn,11 and is read antisense, i.e. in the 3′ to 

5′ direction.  Moreover, the phosphate backbone in Z-DNA proceeds in a zigzag fashion, unlike 

A and B-DNA which wind around each other in straight lines, forming the helix.   

1.1.4. The role of the solvent and metal cations in dsDNA structure. 

The polyanionic nature of the phosphodiester backbone indicates that dissolved metal cations 

should have a substantial effect on preservation of DNA structure.  Privé et al. showed that the 

presence of counterions stabilize the structure of duplex DNA.13  Mg2+ and Na+ cations 

octahedrally co-ordinate to 6 water molecules and maintain the structure of the tightly bound, 

largely hexahedral co-ordination of water molecules in the minor groove of dsDNA.   Structural 

changes in the crystal structure of B-type dsDNA are observed when water was gradually added 

to dried fibres of DNA.13  Long-range ordering of duplex DNA was not seen below 75% 

relative humidity.  A-form dsDNA was observed to predominate between 75-85% relative 

humidity and undergoes a structural transition to the more familiar B-form when relative 

humidity was increased to greater than 85%.7   

1.1.5. Structure of the grooves of B-DNA helices. 

B-DNA has two unsymmetrical grooves between the phosphodiester backbone, referred to as 

the major and minor grooves (Figs. 1.4, 1.6).  The major groove is 22 Å in width, and is more 

open to solvent, and the edges of the bases are more open to the environment.  The minor 

groove of B-DNA is narrower, 12 Å in width, and consequently is much less hydrated than 

bases in the major groove.  The difference in hydration of the grooves is also reflected in the 

pattern of hydration of the major and minor grooves.  The greater solvent accessibility of the 

major groove leads to a hydration pattern that reflects the hydrogen bonding surface of the 
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DNA duplex.  The minor groove is markedly different.  There exists a hydration shell within 

dsDNA, which exhibits an IR spectroscopic signature more similar to that of solid than of liquid 

water.7  These water molecules are intrinsic to the structure of dsDNA.13   High-resolution X-

ray diffraction studies on a B-DNA oligomer has shown that water is immobilised in a 

structured manner within the minor groove.14  There exist two classes of structured water 

molecule, defined by the local bonding environment experienced by the water molecule.  Class 

1 water molecules are tightly bound deep inside the minor groove, and are tetrahedrally bound 

(Fig 1.6).14  There are 11-12 molecules of water per nucleotide bound the minor groove of 

DNA, two to the ionic phosphates, four to the phosphodiester oxygen atoms, and a further four 

to the sugar oxygen atoms.  The other two water molecules are bound to the hydrogen bond 

donors on the bases.15  Class 2 water molecules are less tightly bound than Class 1 water 

molecules, and consist of 8-9 water molecules hydrogen-bonded to the class 1 water molecules.  

The spectroscopic properties of these water molecules are similar to those of bulk water,7 and 

are consequently less involved in defining the shape of dsDNA. 

 

 

 

Figure 1.6 (a) Schematic showing the class I bound water molecules tightly bound by dsDNA.14  (b) 

Skeletal model of class 1 (cyan) and class 2 (mauve) water molecules hydrogen bonded in the minor 

groove of duplex DNA.  One Mg2+ (green) is also present.  Adapted and reproduced with permission 

from Ref. 14.  Copyright 2013 American Chemical Society.14   
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Class 1 water molecules in the sphere of hydration directly bridge the adenine N3 and the 

thymine O2, forming a “spine of hydration” through the minor groove in A-T rich regions.16 

1.2. Molecular recognition of dsDNA 

1.2.1. The process of transcription. 

Transcription refers to the synthesis of strands of messenger RNA (mRNA), from a template 

strand of dsDNA, which is then used for the synthesis of proteins by a process known as 

translation.  As translation is an RNA-, not DNA-based process and also this process occurs in 

the ribosome not the nucleus, this process falls outside the subject of this thesis and hence will 

not be described further.7  Another fundamental cellular process is replication, by which 

dsDNA is copied during cell division.  The DNA-binding proteins used in replication are 

structurally similar to transcription factors and for brevity this process will not be described in 

this thesis.8 

Synthesis of mRNA is achieved through the interaction of DNA with three different functions 

(Fig. 1.7).  These are: 

i. Formation and maintenance of an open chromatin structure, 

ii. Assembly of the preinitiation complex, 

iii. Elongation of the nascent mRNA strand.17 

The first step of transcription is the effect of HDAC (histone deacetylase) proteins; these 

proteins acetylate the lysine residues of chromatin, hence removing the charge-charge 

interactions between the positively charged lysine residues and the polyanionic DNA 

backbone.  This allows for binding of the TATA-box binding protein (TBP) to its consensus 

binding site, the TATA box, the binding mode of which is discussed later in this chapter 

(Section 1.2.4).   



Ph.D. Thesis 

John May, Student No. 201255025  
  

10 
 

 

 

Protein-protein interactions between the TBP and a transcription factor, forming a complex 

known as the pre-initiation complex, and finally the elongation comes from interactions 

between the transcription factor, RNA polymerase II (RNAP II), and an enzyme such as pTEFb 

kinase.17  For transcription to function correctly, the three steps of the transcription process 

must be controlled in a site-specific manner.  The critical first step is recognition by 

transcription factors of its consensus binding site, typically 4 b.p. in length.  4 base pair DNA-

binding domains (DBDs) do not represent a unique binding site in a genome, which typically 

for mammals consists of billions of base pairs.  DNA binding proteins have evolved several 

strategies to confer selectivity.  Some are simple, for example dimerisation, but others are more 

nuanced, for example, shape recognition either due to inherent DNA structure or induced by 

partial intercalation.  The equilibrium structures of 1500 of these complexes have been 

Figure 1.7: Overview of the steps involved in transcription.17 
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characterized, and the strategies employed by these proteins have been explained.18  What is 

less well understood, however, are the molecular mechanisms by which association takes place; 

whether the shape changes in the DNA duplex upon binding of a protein is due to transient 

conformational changes in the structure of dsDNA, or the approaching ligand induces a change 

in the structure of dsDNA through a noncovalent interaction and the conformation of the 

dsDNA: ligand conformation is fixed through binding to other residues in the DBD. 

1.2.2: Recognition of DNA by proteins in the major groove: Zinc fingers 

Regions of proteins that form contacts with the major groove of dsDNA form two major 

groups: zinc fingers and leucine zippers.19  Zinc fingers occur widely in nature, and regions 

coding for zinc fingers have been found in 3% of human DNA.20,21  Proteolytic digestion of 

the protein shows that the active site contains repeating compact domains of 3kDa  molecular 

weight.22  One Zn2+ ion is coordinated to two cysteine and two histidine residues.  Further 

evidence for this observation comes from EXAFS data.23  The 3kDa regions are roughly 30 

amino acids in length, 25 of these residues fold around the metal centre forming a hydrophobic 

core stabilising the compact finger motif (Fig. 1.10).  These fingers are also rich in basic and 

polar residues, suggesting that this is the part of the DNA that binds to the polyanionic surface 

of the major groove of DNA.21   

Binding of proteins to the major groove of dsDNA is a dynamic process which causes the 

structure of B-DNA to deviate from the idealised shape.  The ability of dsDNA to change shape 

from idealised B-DNA is dependent on base sequence, and hence, recognition of the shape of 

a strand of dsDNA is one of two main mechanisms governing specified DNA-protein 

interactions,24 the other being a direct read-out of the H-bond profile of base-pairs, known as 

base-readout.19 
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Base readout is defined as the direct interactions between the edges of the bases of dsDNA and 

the residues of DNA-binding domains. An archetypal example is shown by the zinc finger 

protein Zif268 binding to its target sequence (Fig. 1.8 a).19  The shape of dsDNA in complex 

with Zif268 results in widening of the major groove25  which exploits both hydrogen bonding 

and hydrophobic contacts. Hydrogen bonding is the more dominant interaction between major 

groove binding proteins and DNA, and a high degree of sequence selectivity is attained when 

the hydrogen bond donor binds to two acceptors.19  Immobilised water molecules mediate the 

hydrogen bond environment in the major groove, as they reflect the positions of the H-bond 

donors and acceptors at the base edges.19  Hydrogen bonds are used more often in the 

recognition of purines, while hydrophobic contacts are seen more in the recognition of 

pyrimidines, reflected by the amino acid residues that make the contacts (Fig. 1.8a).19,25     

 

 

 

Zif268 contains three “fingers”, each of which bind to a specified sequence of duplex DNA.  

The binding as shown in Fig. 1.8 b is complementary to the shape of the major groove, which 

is similar to that in idealised B-DNA, implying that the folding of the DBD adapts to the shape 

Figure 1.8. (a) Contacts between Zif268 and a target strand of DNA.  (b) Schematic of the 

Zif268:dsDNA complex  Each of the cylinders represent the structure shown in Fig. 1.10.25 

Reprinted by permission from Macmillan Publishers Ltd.:  Nature © 1991. 
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of dsDNA and not the opposite.25  Eleven hydrogen bonds are formed between guanine residues 

and the fingers and the DNA read in an antiparallel fashion relative to the direction of protein 

synthesis (Fig. 1.8a).  In each of the three fingers, an arginine residue forms a specific bidentate 

hydrogen bond with the N7 and O4 of guanosine (Figs. 1.8 b, 1.9).  A further arginine residue 

makes a nonspecific hydrogen bond to the phosphodiester backbone, as does one of the 

histidine amino acids bound to the metal centre (Fig. 1.10).  No contacts are made with the 

cytidine base on the complementary strand.25 

 

 

The role of the Zn2+ ion is also key to the function of the protein as tetrahedral geometry caused 

by co-ordination of 2 cysteine and 2 histidine residues around the zinc centre fixes the helix-

turn-helix motif, thus presenting the contacting residues to the surface of the dsDNA.21  The 

Zn2+ ion has also been observed to mediate binding to dsDNA.21  The mode of binding of zinc 

fingers to dsDNA is a 1:1 interaction between a G nucleotide on a single strand and a single 

finger (Fig. 1.8 a).  Each finger recognises 3 base pairs (Fig. 1.8 a) by forming a bidentate 

hydrogen bond to a guanosine nucleotide.  The non-contacting base pairs stabilise the 

formation of the bound complex through vertical π-stacking interactions.  The specificity of a 

zinc finger to its target strand increases as the number of fingers is increased.21  The identity of 

the bases outside the direct binding site is also important, as they create the complementary 

binding surface between the protein and the dsDNA.   

Figure 1.9: Illustration of the bidentate H-bond between a G-C base pair and the Arg74 residue of 

Zif268.  Binding only occurs on the strand bearing the guanosine residue.158 
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One example of this is the zinc-finger type protein, TTK, isolated from Drosophila which 

requires a highly deformable ATA motif26 to bind correctly to DNA.  In contrast to Zif268,  the 

dsDNA target sequence actively changes conformation when the protein is bound to dsDNA, 

presumably due to a strain energy benefit.21  This shows that both shape- and base-specific 

interactions are influential in controlling the specificity of dsDNA recognition. 

1.2.3. Recognition of DNA by proteins in the major groove: Leucine zippers. 

Leucine zippers have the biological role of mediating cellular stress responses, more common 

in plants than animals, although it is hypothesised that the diverse cellular functions attributed 

to the action of leucine zippers on dsDNA are due to heterodimerisation. Leucine zippers have 

DBDs 60-80 residues in length with highly conserved leucine residues every seven residues, 

and a DNA-contacting basic region 16 residues in length.  The structure of the dimer is an 

Figure 1.10.  The role of Zn2+ (silver) in stabilising protein structure in Finger 2 of Zif268.  Two 

cysteine (yellow) and two histidine residues (red) act as co-ordinating ligands.  The α-helix and  the 

DNA-contacting residues  are shown in blue.159 
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amphipathic helix with 2 turns per leucine heptad.27  The basic region resembles that seen for 

zinc fingers, and forms contacts with the major groove of dsDNA in much the same way as the 

α-helices in zinc fingers do.28  The noncontacting helix has a role in recognising the minor 

groove and facilitates formation of the active binding conformer of the protein.   

The contacting helix of leucine zippers recognises the major groove of a G-C rich region of 

dsDNA, for example the sterol regulatory element, namely ATCACCCCAC (Fig. 1.11).28 

 

 

1.2.4 Interactions of DBDs in the minor groove. 

Proteins with A-T rich consensus binding sites tend to recognise the minor groove of dsDNA.  

One important example is the TATA-box binding proteins (TBP).  Unlike major groove 

binding peptides, the recognition element of the TATA-box is a β-sheet, as opposed to the α-

helices present in both zinc fingers and leucine zippers.29  Extensive deformation of the DNA 

duplex is observed upon binding of the ligand (Fig. 1.12).30  This deformation weakens the 

Figure 1.11. Crystal structure of the sterol regulatory element in complex with dsDNA.28 
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interstrand hydrogen bonds, facilitating strand separation and allowing mRNA synthesis to 

occur.29   

Furthermore, in opposition to major groove contacting proteins, the only hydrogen bonding 

contacts between the DNA and the protein are observed between the edges of the β-sheet and 

the phosphate backbone of the DNA.30  These hydrogen bonding interactions are inherently 

nonspecific, and hence, proteins recognise the minor groove of DNA by a different mechanism 

than the major groove. 

 

 

1.3. Origins of sequence specificity in the formation of protein-dsDNA complexes. 

1.3.1. Lack of a simple code in DNA-protein recognition. 

Footprinting studies (Section 1.5.1) have shown that a transcription factor will bind multiple 

short binding sites in genomic DNA, for example, two of the zinc fingers in the GATA3 protein 

will recognise multiple GATA sites, whereas the finger on the N-terminus prefers to bind a 

GATC sequence.31  This lack of a 1:1 correspondence between a DNA-binding motif and its 

consensus binding sequence of dsDNA implies that other structural factors in both DNA-

Figure 1.12. Crystal structure of a TATA-box binding protein in complex with minor groove of 

dsDNA.  Note the deformation of the DNA from B-DNA.  (PDB ID: 1VTO)30 
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binding proteins lead to increased binding specificity.18  Two means of recognition have been 

shown to exist between proteins and DNA duplexes: base and shape readout (Fig. 1.13). 

 

 

 

1.3.2: Base readout 

Protein contacts with the major groove are mediated by either hydrogen bonding, or 

hydrophobic contacts between the protein recognition element and the exposed edges of the 

bases in the major groove (Section 1.2).   Base readout is more established than shape readout, 

due to its easy identification by DNase I footprinting and X-ray crystallography.  Hydrogen 

bonding is seen frequently in major groove binding proteins due to the more exposed binding 

surface of the groove, leading to a unique binding surface defined by base sequence.19  The 

water molecules hydrogen bonded to the base edges also exhibit a pattern reflecting the edges 

of the bases; this property is also exploited by binding proteins.  One example of water-

mediated hydrogen bonding is the Trp repressor (Fig. 1.12) which in addition to a bidentate 

hydrogen bond between an Arg residue and each guanosine of the 5’-CTAG-3’ half binding 

Figure 1.13.  Summary of the factors governing protein-DNA binding.19 
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site, shows extensive water- and ion-mediated contacts between the protein and the major 

groove.32,19  

The zinc fingers of the GATA3 transcription factor also recognise the GATA binding site 

through hydrophobic contacts in the major groove (Fig. 1.14).31  In addition to the bidentate 

binding interaction between Arg276 and guanosine, there also exists a bond between the 

thymidine O4 and Arg 276.  A hydrogen bond also exists between Asn286 and the adjacent 

thymidine and adenine of the binding site.  The hydrophobic pocket formed by the interaction 

of Arg 276 and Asn 286 recognises the 5-methyl group of thymidine.  Hence, a unique motif 

for the recognition of a 5’-GATA-3’ sequence is achieved.33 

Although the binding interaction between the two amino acids and the four nucleotides is 

specific, it is not unique within the genome - a protein needs to recognise more than 12 

nucleotides for a binding site to be functionally unique.  Nature achieves this through 

dimerisation of DNA-binding proteins.  In the case of the full GATA3 protein, co-operative 

binding exists between both fingers – leading to an increased affinity for the consensus binding 

sequence of 5’-ATCWGATA-3’ (where W = A or T).  The basic region located at the C-

terminus of the protein reads an A-T rich minor groove immediately adjacent to the binding 

site, hence increasing its specificity (Fig. 1.14).33   
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1.3.3. Shape (Indirect) Readout 

As shown in Fig. 1.14, the basic C-tail of the GATA3 transcription factor reads the minor 

groove immediately adjacent to the binding site.  However, as shown in Fig. 1.6, the structure 

of the minor groove is markedly different than the major groove, and is not suited to the 

formation of specific hydrogen bonding interactions.  It has been demonstrated by the Rohs 

group that deviations in local and global DNA shape from idealised B-DNA (Fig. 1.4) can be 

“read” by incoming proteins based on their physical and chemical properties.24  Shape 

variations in DNA duplexes are both common and predictable,34,35 and are a direct result of 

base sequence.  Hence, even without direct contacts between bases and incoming proteins, 

specific interactions between DNA and a ligand are possible.19   

The most common structural variation read by proteins is a narrow minor groove exhibited by 

A-T tracts.  The narrower and deeper minor groove, as well as the neutral thymidine methyl 

group in the groove, leads to an increased negative electrostatic potential on the surface of the 

DNA duplex (Fig. 1.15), which can be read by incoming arginine residues.19  As shown in Fig. 

1.14, there is an interplay between base and shape readout in the majority of reported protein-

Figure 1.14: Crystal structure of the GATA3-DNA complex.  (PDB ID: 4HC9).33 
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DNA complexes.18  In addition to narrow minor grooves, two other local structural variations 

exist, bends and kinks.19  Both are defined as a structural variation from linear dsDNA towards 

a bent conformation, but the defining feature of a kink is a structural deviation over 1 base pair, 

whereas a bend occurs over a longer range (Fig. 1.15).   

Bent DNA is frequently seen in A-tracts, where conformationally flexible A-T base-pairs are 

found.  This is sequence-dependent; significant bending is observed for ApA and ApT steps, 

but not for TpA steps.36  Bent DNA has also been shown to be a recognition element for the 

human papillomavirus  E2 (Fig. 1.15 a).37     

 

 

 

 

 

 

DNA kinking is frequently seen at pyrimidine-purine steps, due to weaker π-stacking 

interactions between the bases.38  The weakest stacking interaction is seen between TpA steps, 

Figure 1.15 (a) An example of bent DNA shape readout – HPV-18 E2 (PDB: 1JJ4).  (b) An example 

of a DNA kink induced by intercalation of leucine residues across a CpG step – the Lac repressor 

(PDB: 2KEI).  (c) The narrow minor groove (blue) is recognised by incoming arginine residues – 

Phage 434 (PDB: 2OR1).  (d) The enhanced negative electrostatic potential of the narrow minor 

groove of the Phage 434: dsDNA complex is shown in red.24,19  
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and the presence of these steps can be recognised by intercalating side-chains, for example in 

the Lac repressor19 (Fig. 1.15 b) or in the high-mobility group protein, HMBG1 (Fig. 1.16).18,39  

Three residues were shown to intercalate across the duplex, Ile13, Phe97, and Ile116, which 

caused unwinding of the duplex, leading to the “kinked” structure shown in Fig. 1.16.  The 

narrowed minor groove shape caused by the unwinding is then recognised by the arginine 

residues on the linker region primarily by electrostatic attraction, although some nonspecific 

hydrogen bonding is also present.39  Unusually for a protein-DNA complex, HMBC1 

recognises its target sequence of dsDNA entirely by shape.  It is more common that shape and 

base factors act together for a given protein to find its unique target DNA sequence. 

 

 

1.4: Small molecules that bind dsDNA. 

1.4.1.  Intercalation. 

Intercalating small molecules are planar molecules containing fused aromatic rings, and are 

frequently charged.  Two examples of intercalating molecules are the synthetic DNA stain 

ethidium bromide and the anthracycline anticancer agent daunomycin (Fig. 1.17). 

Figure 1.16: NMR structure of the HMBG1 protein (PDBID: 2GZK).39 



Ph.D. Thesis 

John May, Student No. 201255025  
  

22 
 

 

 

As observed with intercalating proteins, intercalators insert between a pyrimidine-purine base 

step, causing both unwinding of the DNA helix and the effective length of the strand of DNA 

increases by approximately one base-pair.  Substantial conformational changes in the shape of 

DNA are observed (Fig. 1.18). The mechanism of intercalation involves attraction of the 

cationic small molecule to the polyanionic surface of DNA, followed by hydrophobic 

interactions between the heteroaromatic bases and the intercalator, leading to insertion of the 

intercalator into the DNA double helix.  This causes conformational changes in dsDNA; 

unwinding occurs and the length of the dsDNA strand increases by approximately 3.4Å (the 

width of one base-pair, or the intercalating molecule).  Many DNA intercalating molecules are 

carcinogenic in that they can inhibit normal cell function.40  X-ray crystallographic studies of 

1.7 in complex with d(GCATGC)2 shows intercalation of 1.7 preferentially across trinucleotide 

sequences 5’-GCA-3’ (Fig. 1.18).41,42  The overall structure of the complex is a distorted B-

DNA helix, unwound by 36o with the two central rings of the ligand intercalated into the 

structure  The length of the duplex increases by approximately 3.4 Å – close to the length of 

one base pair.  The class I bound water molecules remain in the minor groove.  The close 

contacts between the Na+ cation, a solvated water and the methoxy moiety lead to a ternary 

complex, important in its biological activity.   

Figure 1.17: Examples of DNA intercalating molecules.7 
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The rest of the molecules are weakly bound, suggesting the presence of the Class II hydration 

sphere.  Hence, the observed structural changes of the 1.7-dsDNA complex from idealised B-

DNA prevent the binding of transcription factors to dsDNA and hence provide the mechanism 

of daunomycin’s biological activity.41  The base pair immediately adjacent to the intercalating 

ligand is almost completely shielded from hydration by the aminosugar group.  Stronger 

hydrogen bonds are seen between the bases and the ligand compared to the phosphate 

backbone, suggesting that the mechanism of intercalation involves the intercalating molecule 

“forcing” its way into the helix and the driving force for the formation of the intercalated 

complex is hydrogen bonding between nucleotides and the ligand.41  Subsequent NMR and 

computational studies have confirmed this.42  

1.4.2: Minor groove binders. 

Minor groove binders such as the non-ribosomal peptide distamycin A 1.8 and the fluorescent 

DNA stain, Hoechst 33258 1.9 (Fig. 1.19) bind reversibly to A-T rich sequences in the minor 

groove of DNA.7  The driving force for this interaction has been ascribed to hydrophobic 

interactions between the pyrrole rings and C2 of adenosine; they can approach each other due 

to the complementary shape of 1.8 and the minor groove.  A further energetic contribution 

Figure 1.18. (a) Crystal structure of daunomycin 1.7 in complex with a dsDNA hexamer.  Two 

molecules of spermidine are also present (PDB ID: 1D11) (b) Schematic showing the intercalation 

binding mode between 1.7 (green) and the dsDNA hexamer (blue).41 
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comes from the hydrogen bond contacts between the amide protons and the hydrogen bond 

acceptors in A-T base pairs, i.e. direct base readout.7  A schematic showing the hydrogen bond 

contacts formed between 1.8 and dsDNA with 2:1 and 1:1 stoichiometry are shown in Fig. 

1.20.43 

 

 

 

Distamycin A can bind in a 2:1 antiparallel stoichiometry to A-T rich sequences of dsDNA 

(Fig. 1.20).43  Structural analysis of the complex by X-ray crystallography showed that the 

minor groove of DNA expands considerably to accommodate the two guest molecules (Fig. 

1.21 a).44  A 1:1 binding mode of distamycin A with dsDNA has also been reported to A5 tracts 

of dsDNA (Fig. 1.21 b).45  The hydrogen bonds in the case of the 1:1 complex are bifurcated, whereas 

Figure 1.20.  Schematic showing the contacts between 1.8 and duplex DNA with (a) 2:1 and (b) 1:1 

stoichiometry.160   

Figure 1.19: Structures of Distamycin A 1.8 and Hoechst 33258 1.9 
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in the 2:1 complex, hydrogen bonds are made between one molecule of 1.8 and one strand of the DNA 

duplex.44,45 

 

 

Although distamycin favours A-T tracts of dsDNA, its preferred sequence was found to be 5’-

ATAAT-3’ through a fluorescence displacement assay of 1.6.46  Subsequent studies by circular 

dichroism and isothermal titration calorimetry suggested an important role for the terminal 

adenosine and thymidine bases in the binding site in determination of the formation of a 1:1 or 

a 2:1 binding mode of the distamycin.47  Hydrogen bonds with four of the five bases in the 

binding site are observed in both of the 1:1 and 2:1 complexes, and binding occurs in a 

“slipped” conformation (i.e. the base pairs recognised by the two molecules overlap, but are 

not the same).44   Hydrogen bonds are formed between the amide protons of distamycin and 

the O2 and N3 atoms of thymidine and adenosine respectively, indicating that the selectivity 

for A-T tracts observed for distamycin is at least in part governed by base readout.  However, 

as with minor groove binding proteins, indirect readout is also present.   

Binding of 1.8 to dsDNA is a stepwise process, where the second molecule of distamycin 

recognises the distorted 1:1 complex, and the presence of the flanking regions promotes this 

Figure 1.21: (a) Crystal structure of a 2:1 complex between 1.8 and dsDNA. 44  (b) A 1:1 complex 

between 1.8 and dsDNA.45 
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unwinding process.48 Furthermore, the association constants of K1 are lower than the typical 

association constant of a transcription factor (typically 109 or greater) and will hence be 

displaced by an incoming transcription factor.  Hence, for 1.8 to exhibit its biological function 

of disruption of transcription, the formation of a 2:1 complex (in which the full binding constant 

is effectively the product of K1 and K2) is necessary to effectively inhibit transcription.  These 

observations show that “latent specificity” is present in both small molecules and proteins that 

bind dsDNA, and hence, as with proteins, both base and shape readout are present in the 

determination of a complex formed between 1.8 and dsDNA.49   

The kinetics of the distamycin-DNA interaction have also been quantitatively measured using 

a quartz crystal microbalance, which allows for measurement of molecular interactions as a 

mass change.50 The kon (rate constant) was found to be 72 ± 12 x 103 M-1s-1 and koff was found 

to be 0.047 ± 0.012 s-1, which is comparable to that of 1.7 (kon 94 ± 3.8 x 103 M-1s-1 koff was 

found to be 0.046 ± 0.002 s-1).  However, it has been shown that the kon for 1.7 is 

uncharacteristically fast for an intercalator, an observation explained by a fast interaction of 

the aminosugar side-chain in 1.7.  Generally, groove binders form complexes faster than 

intercalators due to the time-consuming unwinding steps that lead to the formation of the 

complex.51   

This data also shows that the rate-limiting step in the formation of DNA-ligand complexes is 

the conformational change in DNA observed between binding of the first incoming molecule 

of 1.8, and the formation of the distorted 1:1 complex recognised by the second molecule of 

1.8.50  Studying the dynamics of association of a ligand to its consensus DNA binding site will 

furnish further information on both the conformational change observed in dsDNA and the 

importance of flanking groups (and hence, the flexibility of the binding site) in determining the 

binding of a ligand, allowing for the design of more selective and better binding therapeutics. 
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1.4.3. Minor groove binders comprising linked heterocycles. 

A second class of MGB has been studied extensively, the benzimidazole class, an exemplar of 

which is Hoechst 33258 1.9.  Structurally, they are characterised as lined aromatic units with a 

concave structure complementary to that of the minor groove of B-DNA.  Positively charged 

functional groups on one, or both ends of the molecule are also necessary for three reasons. 

Firstly, they recognise the enhanced negative electrostatic potential exhibited by the narrow 

minor grooves of A-T tracts.  Secondly, they form a water-mediated hydrogen bond with the 

N3 of adenosine, and thirdly, they confer water solubility to a quite hydrophobic core of the 

molecule.  One further compound, structurally related compound to 1.9 is the synthetic ligand 

DB1963 1.10 (Fig. 1.22).14 

 

 

Inspection of the structure of 1.10: dsDNA complex shows that unlike 1.8 and 1.9, there exists 

no specific hydrogen bonding pattern for recognition by dsDNA. Moreover, crystallographic 

studies of 1.10 in complex with dsDNA have shown that any hydrogen bonding interactions 

are mediated by a conserved water cluster, which resembles the class I bound water molecules 

in free DNA (Fig. 1.23).14  As described in section 1.1.5, the hydrogen bonding pattern of 

bound water molecules in the minor groove of dsDNA do not reflect the edges of the bases 

themselves,52 and hence, the origins of specificity in binding must be different than that 

observed for 1.9.  It is thought that non-polyamide MGBs recognise their consensus sequences 

of dsDNA through shape readout, and the structural feature recognised by dsDNA are the 

significantly more narrow minor groove characteristic to A-T rich dsDNA.24,35 

Figure 1.22: Structure of the MGB DB1963. 
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1.4.4. Thermodynamics of dsDNA-MGB association.  

The formation and stability of complexes of both small molecules and proteins with dsDNA is 

governed by the free energy of binding, described by equations (Eq. 1.1) and (Eq. 1.2). 

∆G° =  ∆H° − T∆S°              (Eq. 1.1) 

∆G° =  −RTlnK                 (Eq. 1.2) 

A negative value of ΔG° shows that formation of the complex is spontaneous, while the 

magnitude of ΔG° directly influences the binding constant, K, and hence the degree of 

stabilisation of a given complex, relative to the free duplex.  The most common method used 

for directly studying the thermodynamics of formation of a DNA: ligand complex is isothermal 

titration calorimetry (ITC) which measures heat given to or taken from the surroundings, thus 

directly measuring ΔH°.  The process can be repeated at different temperatures to obtain a 

figure for ΔS°, through solving a set of simultaneous equations.  K can then be calculated from 

Figure 1.23: Crystal structure of an A-T tract of free dsDNA, and with one molecule of 1.10 bound.  The 

conserved class I water cluster is shown in maroon, whereas the displaced water molecules are shown in 

cyan. Reproduced with permission from Reference 14.  Copyright American Chemical Society.14   
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this data by solving equation 1.2.  Binding can be both an enthalpically-driven i.e. the formation 

of a hydrogen-bonded complex – implying the origins of formation of the complex is driven 

by base readout or entropically driven i.e. driven by the positive entropy change from extrusion 

of water from the complex and Van der Waals’ interactions between the DNA and the ligand. 

Unsurprisingly, given the difference in their binding modes, compound 1.8 has a markedly 

different thermodynamic profile for binding of both 1.9 and 1.10 to dsDNA which are 

somewhat similar to each other.53  As expected by the formation of a hydrogen-bonded 

complex, the enthalpy change is strongly negative: -12.3 kcal.mol-1 for the first molecule, and 

-18.8 kcal.mol-1 for the second.54  This overrides the negative entropy change observed upon 

binding of both distamycin molecules (-7.5 cal. K-1 and -34.47 cal. K-1) leading to a free energy 

change of -10.1 and -8.7 kcal. mol-1 for binding of the first and second equivalent of 1.8 

respectively.54  Van der Waals interactions between the 1:1 1.8: DNA complex and the second 

incoming equivalent of 1.8 cause the increased negative observed enthalpy change, offsetting 

the more negative entropy change caused by immobilisation of water molecules.54   

The main contribution of 1.10 binding to A-T rich regions of dsDNA to the ΔG° value comes 

from the large positive entropy change (29.3 cal.mol-1K-1) observed upon binding.  The 

enthalpy change, while negative (-1.7 kcal.mol-1. K-1), is not large enough to explain the sub-

micromolar dissociation constant observed for 1.10.  When multiplied by the temperature (293 

K), the TΔS° contribution to ΔG°  becomes -8.7 kcal.mol-1K-1, 80% of the total free energy 

contribution to the observed Ka of 1.10 to dsDNA.14  Major contributions to the positive entropy 

change include solvent reorganisation (i.e. returning of the cyan water molecules in Fig. 1.23 

to the bulk solvent), as well as conformational changes in dsDNA.19    Understanding the 

conformational changes in dsDNA upon binding of a ligand by studying the dynamics of a 
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dsDNA-ligand mixture will allow for a deeper understanding of the physical phenomena 

underlying the thermodynamics of formation of these complexes.  

1.4.5. Clinical Significance of MGBs  

MGBs present a family of DNA-binding compounds that have considerable therapeutic 

potential as members of this class of compounds exhibit both anticancer55 and anti-infective 

properties.56  Exemplars of clinically relevant MGBs 1.11-1.14 are shown in Fig. 1.24.  

However, despite the considerable therapeutic potential of MGBs as anticancer and anti-

infective agents, comparatively few of these compounds have progressed to clinical use.   

Exceptions do exist, 1.1257 is currently being used as a treatment for leishmaniosis and 1.13 

(Fig. 1.24) is currently being employed  as a as a treatment for malaria.58  Efforts towards the 

rational design of MGBs as therapeutic agents have been hampered by, among other reasons, 

a poor understanding of the molecular processes by which a given MGB interacts with 

dsDNA.59 
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Figure 1.24: Examples of clinically relevant MGBs, showing their structural diversity.56 
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1.5: Techniques used to study dsDNA: MGB complexes 

1.5.1. DNase I footprinting 

Biochemical methods have been used by research groups studying MGBs in order to establish 

their binding affinity and sequence selectvity.2  One such method is DNase I footprinting, in 

which a DNA-ligand complex is digested using the nonspecific endonuclease DNase I.60  The 

MGB masks the DNA from the endonuclease, leaving a gap, referred to as a “footprint” after 

gel electrophoresis.  This directly and unambiguously gives the binding site for a given binding 

ligand (Fig. 1.25).  Such a technique is useful for both minor and major groove binders and the 

technique is effective for any length of targeted DNA.  The DNA sequence under investigation 

can be radiolabelled with 32P, and the positions of all the fractions on the electrophoresis plate 

can be shown quickly and easily.  Moreover the binding constant can be estimated from the 

concentration of masked DNA.7  The main disadvantage of this technique is that in the case of 

high-affinity binders i.e. less than 1 nM dissociation constant, higher concentrations of DNA 

are required in order to attain enough unbound DNA for meaningful analysis.  This leads to a 

greater dilution error and effects of the higher concentrations, for example aggregation, become 

significant.  

A related technique is to induce chemical cleavage of DNA by making a derivative of the ligand 

with a moiety that will cleave duplex DNA at either end of the strand, one used by Dervan and 

co-workers is an iron (II) EDTA complex.61  This works similarly to a restriction nuclease 

enzyme in that it cleaves DNA selectively via recognition of the target sequence of DNA.  

Oxidative cleavage of dsDNA, in the presence of atmospheric oxygen and dithiothreitol occurs 

selectively at the binding site of the ligand. 
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The digested duplex DNA strand is then analysed through gel electrophoresis, and the resultant 

strands are sequenced chemically.  From the difference in lengths of DNA strand it is possible 

to deduce the binding site from the sites cleaved by Fe (II).  The MGB “guides” the Fe (II) to 

the ends of the DNA, where cleavage occurs, an example of this system is compound 1.15 (Fig. 

1.26 a).  The information gained from this experiment is the identification of the binding site, 

as well as any mismatched sites as less common fragments.  Qualitative judgments can be made 

to the specificity of a given ligand for a given sequence of dsDNA from the approximate ratio 

of the “target” and “mismatch” binding sites.  These techniques however, are unsuited to the 

aim of this project, as they give no information on studying the dynamics of the DNA-ligand 

complex.  

Figure 1.25: Schematic of a DNase I footprinting experiment.156  
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This works opposite to footprinting in that the electrophoresis assay shows the binding site 

from cleaved DNA, not uncleaved DNA, as per DNase I fingerprinting.  Binding constants can 

also be derived by titrating concentrations of ligand with respect to the target strand of DNA.1  

The equilibrium constant estimated can then be linked to the free energy change of the binding 

process shown in Eq. 1.2.62 

1.5.2. Isothermal titration calorimetry. 

The titration technique is commonly twinned with isothermal microcalorimetry, to determine 

the heat dissipated to the surroundings upon binding.  Given that ligand-DNA interactions are 

reversible and involve noncovalent interactions, the enthalpy change for the reaction is small 

and hence, sensitive equipment is required for this technique.  The temperature change of the 

surroundings is directly related to the enthalpy change of the reaction shown in equation 1.3.   

Cp defines the heat capacity of the surroundings.                                             

∆H= Cp ∆T                                                     

Figure 1.26: a) MGB derivatised with an Fe(II).EDTA complex, (b)  Schematic representation 

cleavage patterns exhibited by complexation of 1.15 with dsDNA.161  Reprinted by permission from 

Macmillan Publishers Ltd.:  Nature © 1986. 

(Eq. 1.3) 
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The entropy change of the reaction can now be calculated from equation 1.1.  The 

thermodynamic parameters of DNA-MGB association are now known and conclusions can be 

drawn from the numbers of the three parameters, ΔG°, ΔH°, and ΔS°.  If ΔG° is negative, the 

reaction is spontaneous and will occur at the temperature quoted, and vice versa.  This, 

however, gives no indication of the kinetics of the reaction.  For example, iron oxidation is 

thermodynamically favourable but reaction proceeds only slowly.63  If ΔH° is negative, the 

reaction is exothermic and heat is lost to the surroundings.  If it is positive, the reaction is 

endothermic and heat is taken in from the surroundings.  Enthalpy alone does not determine 

the spontaneity of the reaction, as a high enough positive entropy change will drive the reaction 

at high temperatures.  ΔS° is defined as a measure of the order of molecules in a system.  Even 

if ΔH° is positive, chemical reactions can still be spontaneous, provided the entropy change is 

positive and the temperature is high enough i.e. TΔS > ΔH. (Eq. 1.1).  Conversely, processes 

where ΔS > 0 can be still spontaneous provided they are sufficiently exothermic, and the 

temperature is low enough. 

Biochemical methods are very useful for determining the specificity (if any) of a given ligand 

for the protein as well as derivation of thermodynamic data of ligand-DNA association.  

However, these techniques give no indication of the dynamics of the process, nor does it show 

how the ligand binds to DNA, nor any changes that occur in the structure of the DNA-ligand 

complex upon binding.  X-ray crystallography provides high-resolution structural information 

on a ligand-DNA complex.   

1.5.3. X-ray crystallography 

Since the first report of the double-helical structure of DNA in 1953,9 X-ray crystallography 

has been the technique of choice for studying the behaviour of duplex DNA when the system 

is perturbed, for example upon the binding of a ligand and dehydration.7  This technique has 
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been used to elucidate the binding site of 1.8 to a DNA oligomer, a  5’-AATT-3’ site in the 

minor groove, with 2:1 stoichiometry (Fig. 1.21 b).64 

X-ray crystallography gives a direct, visual representation of every atom in a macromolecule 

or a hydrogen-bonded complex.  Although hydrogen atoms cannot be observed, inferences can 

be made about which atoms form hydrogen bonds by comparing the distances between the 

donor and acceptor, and inserting the hydrogen atom in the idealised position.  If they are closer 

than expected, then it can be assumed a hydrogen bond is formed.   

There also exist disadvantages with the use of crystallography as a technique.  Firstly, because 

a crystal of DNA in the solid state does not necessarily reflect the nature of DNA in solution, 

and consequently care must be taken in the crystallisation process to ensure a solid-state 

structure representative of the solution-phase structure is obtained.7  Moreover, X-ray 

crystallography gives no information on the dynamics of DNA-ligand binding; crystal 

structures only show the equilibrium structure of the complex.  Since DNA is a dynamic 

structure, crystallography gives incomplete information on the molecular processes of and 

MGB: dsDNA complex, nor does it yield information as to how an MGB finds its sequence 

and hence is not a useful technique for studying these processes although it gives useful, 

complementary structural information to the more suited spectroscopic techniques discussed 

in the next section. 

1.5.4. Ultraviolet Spectroscopy  

DNA absorbs ultraviolet light at a maximum wavelength of 260 nm, due to the aromatic nature 

of the nucleobases.  The absorption of UV light is accompanied by the promotion of an electron 

from the HOMO to the LUMO of the irradiated π-system.  This method can be used to measure 

the concentration of DNA in a stock solution of such a low concentration that weighing the 

solid prior to dissolution becomes impractical.  The concentration varies directly with the 
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absorbance and are related by the extinction coefficient (Eq. 1.4).62  The extinction coefficient 

of a single-stranded DNA oligomer is dependent on the length of the strand and its composition, 

and one method for  approximation of this parameter is addition of extinction coefficients of 

the component dinucleotides in a given sequence of DNA, and subtracting the sum of the 

extinction coefficients of the nucleotides.7  

                                                         A = εlc                                                      

                                                     A= log10
I

I0
                                                    

One frequently used application of UV spectroscopy is to study the thermal dissociation of 

dsDNA, referred to as melting.  The reason why a melting curve is obtained (Fig. 1.27) comes 

from the hypochromicity exhibited by dsDNA compared to ssDNA.  Hypochromicity is 

defined as the decrease in absorption of electromagnetic radiation of a particular species.  When 

dsDNA is irradiated with UV radiation, the transition dipole moment caused by excitation of 

an electron induces a smaller transition dipole moment in the opposite strand, hence causing 

the hypochromicity.  Upon melting of the duplex the transition dipole moment induced across 

a base pair is no longer present, and hypochromicity is no longer observed.  .7  When the double 

helix structure is denatured by heating referred to as “melting”, the hydrogen-bonded double-

helical structure breaks down and due to thermal motion the bases move away from each other.  

Consequently, because fewer strands of DNA are Watson-Crick base paired, less 

hypochromicity is observed, and this can be followed by UV spectroscopy.  This gives rise to 

a characteristic sigmoid curve (Fig. 1.27).  The temperature at which half of the DNA has 

melted, Tm, is characteristic of the duplex, and is sequence dependent.7 

(Eq. 1.4 b) 

(Eq. 1.4 b) 
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Given that the mechanism of melting of dsDNA comes from breaking  the intermolecular H-

bonds in a DNA duplex, the exact temperature at which a given length of dsDNA “melts” is 

dependent on the G-C content of DNA as these two bases form a stronger base pair with 3 

hydrogen bonds (Fig. 1.3).8  The absorbance/temperature plot for a given strand of duplex DNA 

is sigmoidal in shape.  The initial increase in absorbance is due to the greater thermal motion 

of duplex DNA without dissociation of the two strands, and the consequent loss of 

hypochromicity.7  As the strands begin to pull apart the gradient of the curve increases and 

reaches a maximum when half of the strands are dissociated.  The curve then becomes flat 

when both the strands are fully dissociated.  The melting temperature, Tm, is defined as the 

temperature where exactly half of the DNA has melted.  Melting curves can be used to 

qualitatively investigate the stabilising effect of a particular ligand on duplex DNA.  Because 

the structure of duplex DNA is maintained by the ligand, melting does not occur until the ligand 

is fully dissociated from the DNA, and consequently the graph is shifted to the right, i.e. Tm 

increases.  UV spectroscopy only identifies Tm, it gives no indication of how a given duplex 

melts i.e. which base pairs dissociate first, when a given ligand dissociates, or over which 

timescales a DNA duplex melts.  A time-resolved spectroscopic method is required for 

Figure 1.27: A typical melting curve, with graphical representations of dsDNA and melted DNA. 
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studying these complexes; the techniques most suited for these experiments are NMR and IR 

spectroscopy. 

1.5.5: Nuclear Magnetic Resonance Spectroscopy (NMR): 

UV spectroscopic techniques show the temperature range over which the DNA melts, as well 

as the stabilising effect the ligand has on the duplex.  However, UV-Vis spectroscopy gives no 

information on the dynamics of the process of association, or dissociation of a ligand, nor does 

it provide any information as to the structure of the complex.  To probe the dynamics of a 

chemical process, a different spectroscopic process is required.  Two processes are used for 

biomolecular applications: NMR, which is used routinely, and less often, IR spectroscopy.  A 

prerequisite of studying the dynamics of a biomolecule in an NMR experiment is knowledge 

of the structure of both the DNA and the ligand, typically obtained via X-ray crystallography 

or a separate NMR experiment.  Two-dimensional techniques, as well as a high-field 

spectrometer are also required as the overlapping peaks of the bases can be difficult to resolve 

on a lower-field instrument.  The main nuclei studied in analyses of DNA dynamics are 1H and 

31P because of their high natural abundance, and their different positions in a given nucleotide.7  

Pulsed 2D-NMR techniques are frequently used to elucidate the structure of a small molecule 

in complex with a dsDNA oligodeoxyribonucleotide, the three techniques routinely used are 

COSY, TOCSY and NOESY. 

 

COSY and TOCSY are often used to analyse nuclear spins from the same residue through 

correlation.  The pulse sequence for a COSY experiment is shown in Fig. 1.28, a TOCSY 

experiment uses a similar pulse sequence, but repeated 90° pulses are used in order to create 

isotopic mixing, leading to longer range correlations.7 For dsDNA applications, the C1′ H-atom 

(Fig. 1.2) of any nucleoside has a characteristic chemical shift (5.0–6.3 ppm)65 and hence the 
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positions of the sugar protons can be derived from the correlations, although this technique is 

only useful for small oligonucleotides (< 12 b.p.), due to signal degeneracy.7   

 

 

The COSY effect comes from the lengthening of the spin-spin relaxation time (t2) (the time 

required for magnetised spins to return to equilibrium following a 90o pulse) spins separated 

by few chemical bonds compared to spins further away.  COSY can also be used for elucidation 

of base sequence as the sugar protons are connected to the next base by the phosphodiester.7  

In addition, the design of a TOCSY experiment, essentially a COSY experiment with more 90° 

pulses between t1 and t2 removes the effects of chemical shifts and allows for correlation of all 

spins in an oligonucleotide, with a positive relationship between the strength of a correlation 

and the distance between two nuclei. 

In the case of NOESY experiments, the pulse sequence is shown in Figure 1.29.  The pulse 

sequence is similar to COSY and TOCSY, but an extra RF pulse, polarised perpendicular to 

both the initial pulse and the magnetic field vector is used to induce the NOESY effect. 

 

NOESY spectroscopy makes use of the nuclear Overhauser effect (nOe), in which two spins  

Figure 1.28. Schematic of the COSY pulse sequence – Pulse 2 is repeated over a period of time 

(usually 70 ms)  for a TOCSY experiment.162 

Figure 1.29.  Schematic of the NOESY experiment.  The perpendicular pulse is highlighted blue.162 
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NOESY spectroscopy makes use of the nuclear Overhauser effect in which two spins close 

together in space can transfer energy as a means of decay.62  A cross-peak is seen only if the 

spins are less than 5Å away, as the effect varies inversely with the sixth power of the distance 

of the two peaks.   nOe effects are also dependent on the size of the solute, and the viscosity 

and temperature of the solution.65,7  NOESY experiments are good for investigating the 

conformation of DNA, especially through the sugar pucker.  Changes in DNA structure will 

allow an NMR experiment to determine whether a DNA-binding small molecule intercalates, 

or binds the minor groove.  Furthermore, for a C2’-endo sugar (B-DNA), in which the C3′ of 

ribose is in the same plane as the other carbon atoms (Fig. 1.30), a nOe correlation exists 

between H1′ and both H2′/H2′′ (Fig. 1.2) and correlation between H1′/H3′ is not seen, and vice 

versa for a C3′-endo pucker (A-DNA).  Hence, changes in the hydration sphere of a DNA 

duplex can be followed by the nOe.      

 

  

Furthermore, in B-DNA there exists a nOe correlation between H1′ and H8 (Fig. 1.1) of purine 

bases (A,G), and H6 of the pyrimidines (C,U,T), and hence, lengths of B-DNA can be 

sequenced from an nOe experiment (Section 4.1).65  This allows conformational changes in 

DNA due to ligand binding to be identified.  A-form DNA can be positively identified from 

the NOESY data from the glycosidic bond angle (between the base and the sugar), and defined 

as either anti- or syn- to H1′.7  If the sugar pucker has been well-defined from a previous 

Figure 1.30: (a), C2’-endo and (b), C3’-endo sugar puckers.163   
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experiment the intensities of the nOe will show the sugar pucker.  Repeated nOe data shows 

B-DNA, and similar nOe correlations can be seen for A-DNA. 

Much structural information can be obtained through carrying out NMR experiments but the 

main advantage NMR has over the other techniques is the ability to investigate dynamics in 

solution.   Over millisecond timescales, NMR can identify interactions between ligands and 

DNA as well as conformational changes, shown by changes in chemical shifts.  For slow rates 

of proton exchange, saturation transfer can be used.7  This detects protons in different chemical 

environments, and the intensity is inversely related to  the spin-lattice relaxation time, T1.7  

Several transitions can be seen and this method has been used to probe the activity of minor 

groove binding ligands, such as distamycin A 1.8.66  By this method, the 1:1 and 2:1 

overlapping binding modes of distamycin to dsDNA were established, as well as the opening 

of the minor groove to accommodate the second equivalent of distamycin (Fig. 1.21 a).  For 

slightly faster exchange rates, (104-108 s-1) a method involving the exchange of imino protons 

has been developed.  The imino protons are used as a probe, because they resonate in a silent 

area of the spectrum (12-14 ppm), and are not solvent accessible in B-DNA.7  They act as an 

indirect measure of fluctuations in the chemical environment brought on by ligand binding due 

to “opening” of the DNA structure due to local fluctuations in the structure.  The imino proton 

is then free to exchange with the solvent, and the rate at which this happens can be measured 

by NMR, by measuring the integral of the imino peak, as exchange occurs with D2O the 

intensity drops.67  For more rapid exchange processes, the effect of T1, defined as the time 

taken for perturbed system to return to equilibrium must be observed.7 

The limitations of NMR are that the timescales are confined to the spectrometer frequency and 

the nucleus being studied.  For 1H NMR a shift of 1 ppm over the course of an experiment 

using a 500 MHz spectrometer can resolve events only the timescale of 2 ms.7  For processes 
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that exhibit faster kinetics, such as probing hydrogen bond formation and dissociation 

processes in ligand-DNA association, a faster timescale is required.59  Time-based IR 

spectroscopic measurements have been shown to work on femtosecond timescales, and hence 

is the dominant technique used in the course of this project.  

 

1.5.6. Infrared Spectroscopy. 

Vibrational spectroscopy involves changes in the vibrational state of a molecule upon 

absorption of a photon of a particular frequency.  This leads to a slight increase in bond length 

of the excited functional group, and increased molecular motion. The behaviour of a diatomic 

molecule upon absorption of low energy radiation and hence a small perturbation of the system 

can be approximated to that of a parabola, whose function is expressed in Eq. 1.5, and gives 

the separation between two vibrational energy levels.     

V= 
1

2
kfx

2 

The energy required to excite a particular bond is given in equation 6, and is related to Hooke’s 

Law.62 

V =
ଵ

ଶୡ
ට

୩

ஜ
 

The force constant, kf, is related to the curvature of the potential energy of the bond close to 

equilibrium bond length, the steeper the curve, the stronger the bond.  The global selection rule 

for infrared absorption is dependent on a change in the overall electric dipole.  The actual 

selection rule is ΔV = ±1, and thus every molecule with a heteroatom bond will contain at least 

one infrared active bond, homonuclear diatomic stretching vibrations do not change the overall 

dipole moment and hence do not generate or absorb radiation.  These vibrations are referred to 

as infrared inactive.62  The dominant transition in a molecule is from v = 0 to v =1, and this is 

referred to as the fundamental vibration.  This comes from the width of the Boltzmann 

(Eq. 1.6) 

(Eq. 1.5) 
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distribution of vibrational energy being approximately 200cm-1 at room temperature,62 and as 

the energy required to obtain higher vibrational states is generally far higher than this, the 

ground-state (i.e. v = 0) is almost exclusively populated.   

The harmonic approximation implies that bond strength does not weaken upon absorption of 

higher energy photons, and consequently that bonds will not dissociate.  Hence, a correction 

term must be introduced to correct for the convergence of energy levels as v increases and 

hence the equations for V and G change, (Eq. 1.7 and 1.8).  This is the expression that describes 

the familiar Morse potential energy surface. 

V = hcDe {1-e-a(x)}
2
                    

a = (meffω2

2hcDe
)                                   

Consequently, the vibrational spectroscopic term for an anharmonic oscillator also changes and 

is shown in equation 1.8b.   

            

                                G෩(v)=൫v+1
2
 ൯v –൫v+1

2
൯

2
xev                            

                                             xe= a2ℏ
2meffω

 = 
v

4Dෙe
                                 

Hence, because of the convergence of the energy levels and the inclusion of a dissociation 

energy term, there are only a finite number of values that v can take (0,1,2...vmax).  The 

deviations from the harmonic oscillator model for a chemical bond are referred to as 

anharmonicity.62 Anharmonicity also allows for the presence of overtones (transition from v = 

0 to {v + >1}), despite the transition being forbidden.  This is due to the selection rule being 

derived from the harmonic oscillator model, and therefore the selection rule is not rigorously 

true for  anharmonicsystems.62 

 

(Eq. 1.8 a) 

(Eq. 1.7 b) 

(Eq. 1.7 a) 

(Eq. 1.8 b) 
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1.6: Two-dimensional IR spectroscopy and biomolecular dynamics 

1.6.1. Theory and experimental method 

2D-IR spectroscopy can be broadly thought of as analogous to 2D-NMR spectroscopy, in that 

pulses of IR, instead of a magnetic field and RF radiation, are used to induce a coherence and 

then probe the structural characteristics of a sample.68,69  A typical time-domain experiment 

involves two narrowband “pump” pulses separated by the coherence time, τ (Fig. 1.31).70  This 

pulse sequence generates firstly a vibrational coherence, and the second pulse creates a 

population of excited vibrational states.70  A third pulse, referred to as the “probe” pulse is then 

applied after the waiting time (Tw, Fig. 1.31), which gives rise to an oscillating dipole.  The 

oscillating dipole relaxes through radiation of an infrared photon, which after heterodyning to 

a reference pulse to recover phase information, gives rise to the raw data, a time-domain 

interferogram.  

 

Fourier transform of this interferogram with reference to the frequencies of the first pump-

pulse and the probe pulse gives the 2D-IR spectrum as a contour plot, similar to 2D-NMR 

experiments (Section 1.5.4).  The off-diagonal cross-peaks in the contour plot from an 

experiment such as in Fig. 1.31 come from vibrational transition dipole moments (i.e. excited 

functional groups) close together in space, which can transfer energy between each other, 

broadly similar to a NOESY experiment.70,71,72

 Figure 1.31: Schematic of a 2D-IR experimental setup.164 
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The waiting time, Tw, (analogous to T2 in 2D-NMR) must be shorter than the experimentally-

derived relaxation time of the functional group in question, and are therefore generally limited 

to a few picoseconds.59,69  However, it has been previously shown that key biomolecular 

processes do occur on the picoseconds timescale, and hence 2D- IR is uniquely suited to 

probing biomolecular processes, for example the association of a ligand to dsDNA.73   

 

1.6.2. 2D-IR investigations of the dynamics of dsDNA. 

In recent years, 2D-IR has proven its value in investigation of the nonequilibrium dynamics of 

base monophosphates,74 the solvation dynamics of water at the surface of dsDNA,75 and the 

nonequilibrium dynamics of dsDNA oligomers containing both G-C72 and A-T base pairs.71  

These studies have shown that 2D-IR is a useful tool for studying the dynamics of dsDNA, and 

the key role of water molecules governing the binding of both proteins and small molecules to 

dsDNA.  At the time of writing, no such experiment has been reported on a complex of a 

dsDNA oligomer with a small molecule.  The work presented in this thesis describes efforts 

undertaken towards understanding the dynamics, both of dsDNA and of the associated water 

molecules in determination of the process of association and dissociation of MGBs to dsDNA.  

To aid in the interpretation of the spectra, the MGBs will have to be outfitted with a reporter 

functional group with a fundamental IR absorption band removed from the absorption 

frequencies of dsDNA, akin to using a fluorophore for single-molecule fluorescence 

experiments. 

Section 1.6.3: Use of vibrational probes  

The most studied groups for suitability as use as infrared probes include nitriles76, azides77,78 

and carbonyls, specifically the amide I band for protein IR spectroscopy (Fig. 1.34).79  Ideally, 

an infrared probe will have the following properties:78   
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i. A fundamental absorption frequency distinct from those present in the underivatised 

molecule. 

ii. A narrow and intense absorption band.  This simplifies interpretation of the 

spectrum, and minimises the concentration of sample required for procurement of 

good data.  

iii. Small size to minimise perturbation of structure from the natural substrate, a 

problem with the use of fluorophores. 

iv. Sensitivity to changes in local environment, allowing investigation of the local 

environment via IR spectroscopy. 

v. Chemical stability and ease of synthesis.  Ideally, this should be achieved in one 

step from the molecule under study, or an immediate precursor, so no new and 

difficult synthetic routes will have to be sought to obtain a derivatised molecule. 

 

 

Ultrafast spectroscopy has previously been used to study the dynamics of noncovalent 

interactions between proteins,80  and also with proteins and small moleucles.81  The probes used 

to date have been intrinsic to the protein or small molecule being studied due to synthetic 

tractability and strong absorption profile.  The interactions of heme proteins at equilibrium 

have been studied,6 as well as the inhibition of catalase by nitric oxide,82 giving new and 

powerful insights into how these compounds behave in solution, and the implications for their 

Figure 1.34: An analogue of 2’-deoxyuridine containing both azide and nitrile functional groups e.g. 

1.16,165 and (L)-para-cyano phenylalanine 1.17.  
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biological action.  These investigations have shown that biomolecules in solution behave 

differently to that of the crystal structure and that small structural changes are crucial for 

understanding the activity of these proteins The conformations of smaller biomolecules such 

as NAD have also recently been studied.81 The dynamics of dsDNA have not extensively been 

studied to date, either of a native duplex, or of dsDNA in complex with a ligand.  Studying the 

dynamics of DNA will yield insights into how MGBs associate with dsDNA, and given that 

many MGBs are small molecules, the incorporation of azide probes into these compounds 

should be synthetically tractable.  Similar insights into how these compounds interact with 

dsDNA will allow for the design of programmable MGBs with anticancer or antibacterial 

properties.  

1.6.4. Previous attempts to study dsDNA: MGB dynamics by other techniques. 

To date, the only fruitful investigations of dsDNA:MGB dynamics have involved nanosecond-

scale simulations, and lacked structural resolution.5  Because of the fast association and very 

slow dissociation kinetics of formation of the complex, the microsecond timescale resolution 

typically available to NMR experiments cannot show the subtle conformational changes in 

DNA structure, and time-averaged and broadened signals are observed.83  However, time-

averaged signals do suggest that dynamic structural changes in dsDNA do exist, and are 

essential for accommodation of the MGB.  Furthermore, the inherent flexibility and the narrow 

minor groove of A-T tracts of dsDNA have also shown that these sequences are “preformed” 

for ligand recognition, indicating that small molecule ligands find their target sequence by 

shape readout.84 

 

The overall objective of this project is to acquire a deeper understanding of the molecular 

processes that govern the formation of dsDNA: MGB complexes.  It is envisioned that the 

knowledge obtained from this work will inform better simulations of the motions of dsDNA in 
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the presence of an incoming MGB, and hence, the design of better DNA binding therapeutic 

agents. 

 

1.7: Hypothesis 

The hypothesis that will be tested over the course of this work is the shape-selective mechanism 

of binding of an MGB (e.g. 1.9) will predominantly determine of the recognition of target 

dsDNA sequence.  As observed with the rate-determining step for binding of 1.848 and the 

lower ΔG° value observed for 1.983 in complex with a suboptimal binding sequence, the 

conformational changes that occur in a representative DNA duplex to accommodate the ligand 

is the key determinant favouring complex formation. 

Due to the entropic thermodynamic driving force of binding of 1.9 to dsDNA, the mechanism 

of melting of a given MGB: dsDNA complex is hypothesised to occur through dissociation of 

the ligand, followed by rapid melting of the duplex (Fig 1.35).19  Hence, if the equilibrium 

binding constant, K, is governed by the enthalpy change, ΔH° (Eqs. 1.1 and 1.2) upon binding 

of an MGB to a dsDNA oligomer i.e. base readout, the energy required to thermally break the 

hydrogen-bonded complex will be lower than that required to break the hydrogen bonds at the 

end of the DNA oligomer, which due to co-operativity effects, will be weaker than the 

hydrogen bonds formed at the middle of the duplex.7  Consequently, the DNA oligomer will 

melt at the ends first by a “peeling” mechanism (Fig. 1.35) leading to complete dissociation of 

the complex.   
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This can be related to the Gibbs free energy equations (1.1) and (1.2) (Section 1.4).  However, 

if the thermodynamics of MGB: dsDNA ligand formation is governed by the positive entropy 

change generated upon formation of the complex i.e. shape-readout, as the temperature 

increases ΔG° increases until upon a temperature at which the free energy change of complex 

formation becomes positive, and the ligand dissociates.  As the temperature of the complex is 

now above the melting temperature of the free duplex, rapid melting of the dsDNA oligomer 

occurs.  This can either occur by a “peeling” or inside-strand separation (bubbling) mechanism 

(Fig. 1.38), dependent on base sequence.  As enthalpy values are usually much higher than 

entropy values, it follows that a base readout mechanism (enthalpy-driven) is less sensitive to 

temperature than a shape readout mechanism (entropy-driven) (Section 1.4.4).  Hence, an 

MGB: dsDNA complex which associates by a direct readout mechanism will stabilise the 

complex to such a degree that the DNA duplex will start to peel and the melting DNA duplex 

causes the ligand to dissociate.  If, however, the thermodynamics of dsDNA: MGB association 

Figure 1.35. Mechanisms by which a dsDNA: MGB complex can melt.  DNA shown in 

black, ligand in red.143 
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are governed by indirect readout, ligand dissociation should occur first, followed by rapid 

melting of dsDNA.  2D-IR spectroscopy can discriminate between these two mechanisms 

through correlation of the vibrational spectra of dsDNA, melted DNA, and the DNA:MGB 

complex.59  2D-IR spectroscopy will be used to probe the dissociation of a complex of dsDNA 

and an MGB with a reporter functional group.  Consequently, using derivatives of 1.9 outfitted 

with azide functional groups will allow for direct observation of a melting dsDNA: MGB 

complex by 2D-IR. 

 

1.8. Objectives. 

The objective of this project is to interrogate the binding mode of an infrared-labelled MGB: 

dsDNA complex by 2D-IR.  The specific aims are threefold: 

i. To synthesise azide-bearing MGB analogues of 1.9, 1.18 – 1.21 (Fig. 1.36) 

ii. Interrogation of the binding mode of MGB: dsDNA complexes by a combination of 

electronic and vibrational spectroscopy. 

iii. Structural characterisation of the binding mode of MGBs by NMR spectroscopy.  

 

 

 

  

Figure 1.36.  The target molecules to be synthesised over the course of this project. 
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2.  Synthesis of azide-labelled derivatives of Hoechst 33258. 
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2.1. The binding mode of Hoechst 33258 to dsDNA 

Hoechst 33258, (1.9, Fig. 2.1), is the archetypal minor groove binding ligand. It consists of 

three linked aromatic moieties: two benzimidazoles and a phenyl ring.  Upon binding to A-T 

rich regions of dsDNA, its fluorescence quantum yield increases sixty-fold (from 0.01 to 0.6)85. 

Due to this property, compound 1.9 is used extensively as a chromosomal stain for fluorescence 

microscopy.86  Other derivatives of 1.9 are known, for example Hoechst 33342 2.1, the ethoxy 

derivative of 1.9, which has been previously shown to be more cell-permeable than 1.9.87  

Hoechst 33258 and its derivatives due to their easy availability have served as model 

compounds for studying complexes of small molecules with dsDNA.   

  

 

Compound 1.9 and derivatives thereof have the following structural features shared by small 

molecule MGBs (Sections 1.4.2-1.4.3).  The concave structure of 1.9 is complementary to the 

curvature of the minor groove of dsDNA. 1.9 is also a planar molecule, which also aids in the 

recognition of the target sequence of dsDNA.88  The cationic piperazinium moiety confers 

water solubility to 1.9 and crystallographic evidence exists for an electrostatic interaction 

between the piperazinium group and the anionic phosphate backbone.64   

Compound 1.9 binds in a 1:1 stoichiometry to A-tract dsDNA, although it does not differentiate 

significantly between the exact sequence of the tract, 1.9 will bind to any sequence of four to 

six consecutive A-T base pairs with high affinity (Table 2.1).89  A distinct preference for ApT 

over TpA base steps has also been described;90 this is due to the large positive roll angle 

observed for TpA steps, leading to a wider minor groove, and hence a lower free energy of 

binding for 1.9.  Conversely, ApT steps exhibit a similar negative roll angle, causing narrowing 

Fig. 2.1: Hoechst 33258, 1.9, and Hoechst 33342, 2.1 
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of the minor groove.91 A co-operative 2:1 stoichiometry binding mode similar to distamycin A 

(Fig. 1.21) has not been observed to exist, although a non-cooperative consecutive binding 

mode for 2 equivalents of 1.9 with A4T4 tracts of dsDNA has been observed.92 

 

 

Sequence Kd (M) 

5’-AAATTT-3’ (3.5 ± 1.5) x 108 

5’-ATATAT-3’ (5.0 ± 2.0) x107 

  

 

Other binding modes have been observed by both mass spectrometry and ITC, these include 

nonspecific partial intercalation of 1.9 across a base pair,53 “laddering” of 1.9, templated by 

ssDNA,93 and electrostatic interactions between the phosphate backbone of dsDNA and the 

positively charged piperazino group of 1.9.94  However, these binding modes do not compete 

with the binding mode shown in Fig. 2.2, and are only observed under nonphysiological 

conditions, or when the molar ratio of 1.9 greatly exceeds the number of equivalents of binding 

sites in the dsDNA strand. 

 

Table 2.1: Dissociation constants of an A-tract and an AT repeat of dsDNA with 1.9.166,49 

Figure 2.2: Crystal structure of dsDNA with one molecule of 1.9 bound.  (PDB ID: 264D)64 
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2.1.1. Thermodynamics of formation of complexes of H33258 with DNA. 

The large Kd values shown in Table 2.1 indicate a strongly negative free energy change upon 

duplexation of -11.3 kcal.mol-1.95  Isothermal titration calorimetry studies have also shown that 

formation of complexes between 1.9 and dsDNA is entropically driven (consistent with shape 

readout) rather than enthalpy (base readout) (Section 1.3).19  There exists some debate on 

whether the association between 1.9 and dsDNA is an exothermic5,96 or an endothermic97,53 

process, although the absolute consensus value of the enthalpy change is in the range ±10 

kcal.mol-1.  This indicates that the formation of a hydrogen-bonded complex (an enthalpic 

process) is not the main driving force for the formation of the complex, rather a positive entropy 

change coming firstly from removal of the class II bound water molecules to the bulk solvent.14  

Hydrophobic burial of 1.9 into the nonpolar minor groove was also observed, as evidenced by 

a negative ΔCp (-256 ± 10 cal.K-1mol-1).96  The heat capacity change is consistent with returning 

of bound water to the bulk solvent. Conformational changes of either the ligand or the duplex 

DNA couple could explain the change in heat capacity, but no significant conformational 

changes are exhibited by the complex compared to free dsDNA (Fig. 2.2).96  Addition of 

osmolytes to a solution of the complex of 1.9 with dsDNA have also shown that despite the 

dehydration observed by calorimetry, more water molecules are associated with the 1.9 

complex compared to a free duplex.  It is likely that these water molecules are located outside 

of the complex, and consequently have more rotational and translational degrees of freedom 

compared to bound water free dsDNA – and hence a positive entropy change is observed.  

Despite the negative enthalpy change associated with formation of a hydrogen bonded complex 

between the dsDNA and incoming 1.9, this is offset by the positive enthalpy change associated 

with the removal of the 60 ± 13 class II structural water molecules associated with the duplex 

to the bulk solvent (Fig 1.24).96  The debate within the literature is not that the formation of a 
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MGB: dsDNA complex is driven by entropy or enthalpy, the debate is that whether the 

endothermic removal of the class II water molecules is completely offset by the formation of 

hydrogen bonds between 1.9 and the edges of the DNA bases. 

Structural investigations of complexes of 1.9 with dsDNA have shown that 1.9 does not directly 

recognise the hydrogen bonding pattern of the minor groove;  it selects its target sequence of 

dsDNA by shape readout, namely the narrow minor grooves exhibited by A-tracts.35  NMR 

and X-ray crystallographic studies of the 1.9: dsDNA complex have shown that all hydrogen 

bond contacts between 1.9 and DNA are either with the phosphate backbone, water mediated 

or a bifurcated hydrogen bond across an A-T base pair.98,99  As presented in Section 1.1.5, the 

bound water molecules making up the spine of hydration do not represent the edges of the bases 

in the DNA sequence,52 and hence, these hydrogen bond contacts are, by definition, 

nonspecific.  Less well-understood however, are the dynamics of association between 1.9 and 

dsDNA, namely the supramolecular interactions between dsDNA and an approaching ligand 

leading to formation of a complex.  The work carried out over the course of this project will 

contribute to a fuller understanding of the mechanism of action of MGBs in complex with 

dsDNA, thus hopefully leading to the design of better DNA-binding therapeutics.   

 

2.2. Previous Syntheses of Hoechst 33258 derivatives  

The synthesis of Hoechst 33258 was first described by Löwe et al. in 1974,100 and the key 

synthetic steps were reported as two consecutive Pinner-type cyclisations to furnish both 

benzimidazole rings (Scheme 2.1).  The nitrile 2.2 is protonated by the HCl gas, and undergoes 

nucleophilic attack by ethanol to form the iminium salt 2.3.  The salt 2.3 can then undergo 

condensation with diamine 2.4 to furnish the 2,6-disubstituted benzimidazole 2.5.  The Hoechst 

core is generally built from right to left as shown in scheme 2.1, with sequential Pinner 

reactions forming the two benzimidazole rings.   
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This synthetic route has proven modular, leading to easy derivatisation of the Hoechst core – 

and hence, derivatives of 1.9 and 2.1 have been prepared with either radioactive or DNA 

alkylating moieties for investigation of derivatives of 1.9 and 2.1 as possible anticancer agents. 

 

2.2.1. Radiolabelled derivatives of H33258. 

Given the combination of favourable properties of 1.9 as a potential drug candidate,101 its water 

solubility, ease of large-scale synthesis and selective, highly exergonic binding mode to A-T 

tracts of dsDNA, Hoechst 33258 has been investigated as a possible anticancer agent.  It was 

found that although 1.9 and 2.1 have shown some activity against both helminths and cancer 

cell lines, they have proven only poorly cytotoxic.102,87  While this leads to its important uses 

in molecular biology, the poor toxicity observed for Hoechst dyes renders it as a poor drug 

candidate, although the modular synthetic route to 1.9 allows for easy derivatisation to 

analogues bearing radioisotopes, for example 125I. 

One such example, a derivative of 1.9 was achieved by the Kassis group and reported in 

1996.103  A derivative of 1.9 was synthesized in a manner like that described by Löwe, and is 

described in Scheme 2.2.103   The dimethylaminopiperazinyl compound 2.6 was cyclised with 

the Pinner salt 2.7 in acetic anhydride and after a Pd/C catalysed hydrogenation to furnish 2.8. 

Finally, a Traube reaction with the aldehyde 2.9 in nitrobenzene/toluene furnished 2.10. 

Compound 2.11 could be efficiently prepared from 2.10 using radioactive NaI, lactoperoxidase 

and small amounts of H2O2.103  The presence of the bulky iodine atom had a slight negative 

effect on the binding constant of association of radiolabelled H33258 (Ka = 2.7 ± 0.1 × 107 M-

Scheme 2.1: Pinner-type cyclisation forming a 2,6-disubstituted benzimidazoles.  Yields typically 

65-70%, dependent on substituents.100,103 
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1) and showed some toxicity against two tumour cell lines.  More importantly, the drug did not 

cross the blood-brain barrier, and no deiodination was observed.103  This indicates that 

localisation of any possible chemotherapy agent is theoretically possible, and a fuller 

understanding of the mechanism of binding of these compounds will allow for the design of 

cytotoxic derivatives of 1.9 with optimised binding and cytotoxic profiles. 

 

 

 

 

 

2.3.  Aims of Chapter 2. 

The derivative of 1.9 selected for derivatisation is the previously described Boc-protected 

amino acid derivative 2.12 (Figure 2.3).104   
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Figure 2.3. The Boc-protected Hoechst amino acid 2.12 

Scheme 2.2: Synthesis of radiolabelled 1.9, 2.11 highlighting the benzimidazole forming steps.  Conditions 

and reagents: (i) 2.6, 2.7 (both 1.0 eq.), Ac2O, 55 oC 12 h, (ii) Pd/C 10 wt%, EtOH, 1.25 h, (iii) 2.8, 2.9 

(both 1.0 eq.) PhNO2/PhMe (4:1) 100 oC, 24-36 h.  (iv) Na125I (2 mCi) in 0.1 M NaOH, 1 μL lactoperoxidase 

(4 mg. mL-1), 10 μL H2O2 (0.06 vol), pH 4.9 buffer, 5 min, radiochemical yield 80%. 
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Compound 2.12 previously been incorporated into peptides (Scheme 2.4), and its binding mode 

to A-T tracts of dsDNA has previously been described (Section 4.1).94  Provided that this 

compound can be synthesised on a sufficiently large scale, easy derivatisation to the target 

compounds 1.18-1.21 (Figure 2.4) should be possible.  Hence, dynamic data on both sides of 

the Hoechst core can be obtained.  Furthermore, the nitrile in 1.18 is reduced to the amine 

through the synthesis of 2.12,104 so this should allow for the facile synthesis of a nitrile-bearing 

derivative of 1.9 and hence comparison of azides and nitriles as IR probes can be carried out.   

 

 

The aims of chapter 2 are twofold: 

i. To synthesise the four IR-probe bearing compounds 1.18-1.21 from 2.12. 

ii. To evaluate the IR signal in the azide/nitrile region in the aforementioned compounds 

for use in 2D-IR experiments. 

 

2.4. Synthesis of the Hoechst Amino Acid Core (2.12). 

The synthetic route taken towards compound 2.12 is shown in Scheme 2.3, in a manner first 

reported by Behrens et al. and was synthesized in our hands on a 5.5 g scale in 31% overall 

yield.104  A Traube reaction between 2.13 and 2.14 in nitrobenzene/DMF afforded the cyano 

acid 2.15 in 70 % isolated yield.  A HATU- mediated amide coupling of 2.15 with methyl-3,4-

diaminobenzoate afforded the ortho-amino amide 2.17 in 81% yield.  An acid-catalysed 

Figure 2.4.  The target compounds 1.18-1.21. 
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Pinner-type ring closing reaction then furnished the Hoechst-type cyano-ester 2.18 in 75% 

yield. 
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The original preparation as outlined by Behrens et al. towards 2.18 indicated the use of 2 

equivalents of concentrated sulfuric acid.  Under these conditions ring-closing did occur, but 

this was accompanied by a second side-reaction in which the nitrile of 2.18 was observed to 

efficiently hydrolyse to the carboxylic acid 2.20.  The side-reaction was confirmed through 

precipitation of the crude carboxylic acid from the recrystallisation mixture and derivatisation 

by synthesis of the methyl ester 2.21 (Scheme 2.4).  Compound 2.21 was purified by 

rerystallisation from DMF/water and was recovered in 82% yield.  It was found that reducing 

the number of equivalents of H2SO4 to a catalytic amount resulted in minimal hydrolysis, 

furnishing the desired product 2.18 in 75% yield with no noticeable decline in the rate of ring 

closure.  Although the use of acid was necessary to effect ring-closure, it was found that better 

yields of 2.18 were obtained when a smaller volume of H2SO4 was used. 

Scheme 2.3: Synthesis of compound 2.12. Conditions and reagents: (i) PhNO2 150oC, 24hrs, 70%. (ii), 

HATU (1.0 eq.), DIEA (2.5 eq.) then methyl-3,4-diaminobenzoate (1.0 eq.) 81%. (iii) PhNO2, c.H2SO4 

cat. 75%.  (iv) NaBH4 (7.0eq.), Boc2O (2.0eq.), NiCl2.6H2O (0.1eq) 75%.  (v) LiOH (aq. 1.0M, 

5eq.)/MeOH 1:1 v/v 50oC, 3hrs 96%.  
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Reduction of 2.18 to furnish 2.19, originally reported by Behrens et al. to proceed by a one-pot 

Pd-catalysed hydrogenation and Boc- protection was found to proceed only slowly, with only 

trace amounts of product detected after 48 h under 40 atm pressure of H2 by mass spectrometry.  

An alternative nickel boride mediated reduction first reported by Caddick et al.105 was found 

to work although yields were variable due to the need to fastidiously dry the solvent (methanol) 

prior to use.  When freshly dried solvent is used, the Boc-protected amine 2.19 was obtained 

in 75% isolated yield.  When the methanol contained trace amounts of water however, a 

competing hydrolysis reaction, forming significant amounts of the formamide 2.22 (Fig. 2.5), 

was observed by 1H NMR and mass spectrometry.  Compound 2.22 was not isolated however, 

as the two compounds 2.19 and 2.22 shared the same Rf (0.4, 9:1 DCM: MeOH) could not be 

separated by column chromatography, or by recrystallisation.  However, a derivative of 2.22, 

2.24 was prepared and fully characterized (Section 2.4).  2.22 could be hydrolysed to the 

carboxylic acid using hot aqueous acid, which could be efficiently separated by extraction from 

alkaline aqueous solution to furnish pure 2.22.  Once the pure amino-ester 2.19 had been 

synthesized on scale, a facile LiOH-mediated alkaline hydrolysis procedure furnished the Boc-

protected amino acid 2.17 in 96% isolated yield.   

 

Scheme 2.4: Synthesis of the diester 2.21.  Conditions and reagents: (i) SOCl2 (1.5 eq.), MeOH 

(solvent), reflux, 3 h 82%. 

Figure 2.5: Structure of the side-reaction product 2.22. 
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2.5. Attempts towards the synthesis of IR-labelled compounds 1.18 and 1.19. 

Once the synthesis of 2.12 had been achieved the first two target compounds were identified, 

the nitrile 1.18 and the azide 1.19 (Figure 2.5), both derivatives of the previously described 

diamine 2.24 (Scheme 2.6).104   

 

 

Compound 2.24 was prepared from 2.12 through saponification and then a HATU-mediated 

amide coupling with 3,3-dimethylaminopropylamine (DMAPA) (Scheme 2.6).  Again, it was 

found that under our LiOH-mediated saponification conditions, base-mediated hydrolysis of 

the nitrile group in 2.18 to the corresponding formamide 2.22 (Scheme 2.5) was observed, and 

again, the two compounds could not be efficiently separated from each other.  However, it was 

found that when the mixture was coupled to DMAPA furnishing the two compounds 1.18 and 

2.23, the two compounds were isolated by RP-HPLC (Appendix 7.8).  It may have been 

possible, by utilising milder saponification conditions, for example KOH, to obtain the cyano-

acid 2.21 in greater purity, but parallel FT-IR and pump-probe experiments on the model 

compound benzonitrile have shown that nitriles are quite poor 2D-IR probes (Section 2.8), and 

Scheme 2.5: Observed side-reaction forming the undesired formamide 2.22.  Conditions and 

reagents: (i) NaBH4 (7.0 eq.), reagent grade methanol, 0oC – r.t. 16h, 75% (HPLC).  2.22 not isolated, 

detected by MS.  

Figure 2.6: The first two target labelled compounds, 1.18 and 1.19 
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consequently and further attempts to synthesise 1.18 were abandoned in favour of synthesis of 

the azide 1.19. 

 

 

Toward the synthesis of the azide 1.19, a Cu(II) catalysed diazotransfer protocol using 

imidazole-1-sulfonyl azide hydrochloride was chosen (Scheme 2.6).106  Boc-protected amino 

acid 2.12 was firstly coupled to DMAPA via a HATU-mediated amide coupling reaction, 

followed by acid deprotection, furnishing the diamine product 2.24 in 62 % yield.104   

 

 

 

 

 

The product 2.24 was then subjected to the diazotransfer conditions but no azide formation was 

detected by either FT-IR or mass spectrometry. 

It was hypothesised that poor solubility of 2.24 in methanol may have caused this lack of 

reaction, and to prove this hypothesis, the reaction was carried out on freshly-deprotected 2.19 

which was soluble in methanol.  As before, no reaction was observed.  It is believed that given 

the diazotransfer protocol has been successful on benzylamines, furnishing benzyl azide,106 

Figure 2.7: Structure of the formamide 2.23 

Scheme 2.6: Attempted synthesis of the azide-bearing Hoechst 1.19.  Conditions and reagents: (i) 

HATU (1.0 eq.), DIEA (6.0 eq.), DMAPA (8.0 eq.), DMF, r.t. 2 hr, not isolated.  (ii) HCl (4 M in 

dioxane), r.t. 30 minutes, 62% (relative to 2.18).  (iii) Im-SO2N3.HCl (1.2 eq.), K2CO3 (4 eq.), CuSO4 

(0.1 eq.) MeOH, r.t. 16 h, no reaction. 
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that the origin of the lack of observed reaction between Im-SO2N3 and 2.24 is similar to that 

observed when hydrogenation of 2.18 to 2.19 was observed – namely that some kind of catalyst 

poisoning by the benzimidazoles had occurred.  This disappointing result led to alternative 

target compounds being sought. 

 

2.6. Synthesis of the Hoechst azide 1.20 

After the failure of the diazotransfer reaction, it was hypothesized that the acid 2.12 could be 

efficiently coupled to 3-azidopropylamine by a HATU-mediated amide coupling reaction, 

followed by Boc- deprotection to furnish the target compound 1.20 (Fig. 2.8). 

 

 

The short-chain azide was prepared from the analogous bromide and sodium azide by an SN2 

reaction in quantitative yield.  To protect the azide from potential acid-mediated 

decomposition,107 the Fmoc-derivative of 2.12, 2.25 was prepared by acid-deprotection of the 

Boc- group present in the free carboxylic acid followed by Fmoc protection using conditions 

first described by Carpino in 59% overall yield and in good purity after a recrystallisation from 

EtOH/H2O (Scheme 2.7).108   

 

 

 

Figure 2.8:  Structure of the target compound 1.20. 

Scheme 2.7: Synthesis of compound 2.25.  Conditions and reagents: (i): HCl (4 M in dioxane) x.s. 

r.t. 30 min.  (ii) Fmoc-Cl (1.5 eq.), NaHCO3 (sat, aq.), dioxane, r.t. 16 hrs, 59% (over 2 steps).  
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With 2.25 in hand, the azide 1.20 was prepared from 2.25 by a HATU mediated amide coupling 

to 3-azidopropionic acid in the same manner as for the synthesis of 2.24 (Scheme 2.9).  After 

deprotection by piperidine, the desired product 1.20 was detected by MS.  The purity of crude 

1.20 was 72% according to analytical RP-HPLC, with the major impurities were shown by 

mass spectrometry to come from the Fmoc- protecting group (Appendix 7.9).   

 

 

 

However, it was found that upon attempted purification by RP-HPLC, the product peak was 

observed to broaden significantly into multiple peaks, confirmed by successive runs of the 

fractions mixed with each other (Appendix 7.9).  This was thought to be due to aggregation of 

1.20 in solution, a finding which has some precedent in the literature for 1.9.109  Despite 

changing the HPLC conditions (changing the pH, the column temperature or using a C8 HPLC 

column) similar results were observed upon purification of the compound.  To protect the 

sensitive azide group from decomposition upon lyophilisation of the fractions, the acidic TFA 

buffer mixture –which gave the best results from the HPLC- was neutralised with 

triethylamine.  Although triethylammonium trifluoroacetate is non-volatile under these 

conditions, it was thought that buffer exchange through a short plug of C18 RP-silica would 

efficiently remove the triethylammonium trifluoroacetate salts from purified 1.20.  

Unfortunately, 1.20 was observed to streak down the reversed-phase column, and multiple 

rounds of chromatographic purification were required to remove the trifluoroacetate salts.  As 

a consequence of this difficult and inefficient purification procedure, the yield obtained of the 

purified product was 2%.  Moreover, a strong peak in the FT-IR at 1675cm-1 associated with 

the presence of trifluoroacetate counterions associated with the primary amine in 1.20 (Fig. 

Scheme 2.8. Synthesis of compound 1.20.  Conditions and reagents: (i) HATU (1.0 eq), DIPEA (6.0 

eq.) DMF r.t. 0.25 h, then 3-azdopropylamine (8.0 eq.) DMF, r.t. 2 h.  (ii) piperidine (20 % v/v in water) 

xs r.t. 30 min, 2 %. 
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2.9) led to the abandonment of this method as a means to obtain pure 1.20, as this would 

interfere with the ability to interpret the FT-IR spectrum of 1.20 in complex with dsDNA 

(Section 3.4).  Hence, alternative purification conditions without the use of chromatography 

were sought. 

 

 

 

Because of the failures of HPLC as a means to purify 1.20, recrystallisation as a purification 

method was investigated.  Unfortunately, it proved impossible to separate pure 1.20 from the 

by-products from the Fmoc-deprotection step.  From this result, it was decided to return to the 

Boc- protected amino acid 2.12, of which the deprotection by-products are all volatile 

compounds.  To ascertain whether the azide group, as previously thought, was prone to 

decomposition in the presence of strong acids, crude 1.20 was stirred in 4 M solution of HCl 

in dioxane overnight (Scheme 2.9).   The azide IR signal showed no signs of decomposition 

over this period (Fig. 2.10), and this allowed for the purification of 1.20 by both selective 

precipitation and recrystallisation of the hydrochloride salt (Scheme 2.9).  Using the Boc-

deprotection method, 1.34 g of Hoechst azide 1.20 was prepared in 93% yield directly from 

2.12, and could be efficiently purified by recrystallisation from methanol. 

Figure 2.9.  FT-IR spectrum of HPLC-purified 1.20 at 20mM in DMSO.  The peak at 1675cm-1 is the 

stretching vibration of the carbonyl of TFA. 
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2.7.  Synthesis of the IR-labelled derivative of Hoechst 33258, 1.21. 

2.7.1. HATU-mediated amide coupling of 2.24 to 1.21 

With 2.24 in hand, attention turned to synthesis of the Hoechst azide 1.21 (Scheme 2.10).  The 

synthetic approach firstly taken was, similarly to that pursued for 1.20, a HATU-mediated 

coupling between the diamine 2.24 and 3-azidopropionic acid (Scheme 2.11) 

 

Figure 2.10. ATR FT-IR spectrum (atmospheric water subtracted) of crude 1.20 before (black) and after 

(red) 16 h of stirring in 4M HCl dioxane solution.   

Scheme 2.9. Synthesis of compound 1.20.  Conditions and reagents: (i) HATU (1.0 eq.) DIPEA (6.0 eq.) 

DMF, 0.25 h, r.t. then 3-azidopropylamine (8.0 eq.), DMF, r.t. 2 h.  (ii) HCl (4 M in dioxane), r.t. 0.5 h, 

93% (over 2 steps) 
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Similar problems of aggregation of 1.21 during HPLC purification led to poor product recovery 

leading to an isolated yield again of 2%, despite the crude purity of 1.21 being 79% and 

quantitative conversion of 2.24 was observed (Appendix 7.10).  Because of the inherent 

problems of HPLC purification of 1.21, a different method of purification of the hydrochloride 

salt of 1.21, similarly to 1.20 was sought.  Given that the reaction depicted in Scheme 2.10 

went to completion, the reaction was repeated, and then recrystallisation conditions were 

sought, without success.  The problem seemed to be an inability to remove the tetramethylurea 

by-product from the reaction mixture according to elemental analysis and 1H NMR (Appendix 

7.12).  The similar solubility of tetramethyluronium chloride to 1.21 in a wide range of solvents 

frustrated any efforts to isolate 1.21 by recrystallisation. 

To attempt to solve this problem, 3-azidopropionic chloride 2.28 (Scheme 2.11) was prepared, 

and then reacted with 2.24 in dry THF in the presence of triethylamine to act as an acid 

scavenger.110  This reaction also went to completion by crude 1H-NMR (Appendix 7.11), and 

a short column of C18 RP silica was used to separate the triethylammonium hydrochloride salt 

from 1.21.  However, as with 1.20 extensive streaking through the silica was observed, with 

some 1.21 eluting with the Et3N.HCl with the solvent front, some 1.21 eluting as expected, and 

some not eluting at all, even when pure acetonitrile was used as the elution buffer.  Changing 

the base from triethylamine to pyridine was tried as the hydrochloride salt of pyridine was 

soluble in ethanol, whereas the hydrochloride salt of 1.21 is only poorly soluble.  Hence, if 1.21 

could be synthesized using pyridine as a base, crude 1.21 could be purified by recrystallisation 

Scheme 2.10: Synthesis of the Hoechst azide 1.21.  Conditions and reagents: (i) 3-azidopropionic 

acid (3.0 eq.), HATU (2.5 eq.), DIEA (6.0 eq.) DMF r.t. 0.5 h, then 2.24 (1.0 eq.), DIPEA (6.0 eq.) 

DMF, r.t. 16 h, 2 % overall. 
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from ethanol.  However, very poor conversion of 2.24 to 1.21 was observed by mass 

spectrometry.  This is due to the differing pKb values of pyridine (5.25)111 compared to 

benzylamine (4.66),112 the parent structure of 2.24.  Consequently, the HCl generated by the 

reaction protonated the primary amine forming the hydrochloride salt, and hence pyridine was 

not found to be suitable as an acid scavenger for the synthesis of 1.21.  Because of these 

disappointing results, attempts towards the synthesis of 1.21 via an acid chloride method were 

abandoned in favour of another method. 

 

 

 

 

Amide bonds can, in addition to activated triazole esters and acid chlorides, also be prepared 

from amines and acid anhydrides.  It was found that the anhydride of 2.27, compound 2.29 

(Scheme 2.12) could be efficiently prepared using DCC in dry DCM.113  

 

 

 

  

Scheme 2.11. Synthesis of 1.21 from 3-azidopropionyl chloride.  Conditions and reagents: (i) NaN3 

(1.5 eq.) H2O, reflux, 16 h, quant.  (ii) Oxalyl Chloride (1.2 eq.), THF, r.t. 4 h, not isolated.  (iii) 2.31 

(1.0 eq.), 2.28 (0.51 M in THF, 10.0 eq.) THF, Et3N, r.t. 16 h, 12%. 

Scheme 2.12.  Attempted preparation of 1.21 from 2.24.  Conditions and reagents: (i) 2.27 (1.0 

eq.), DCC (0.45 eq.) DCM, r.t. 4 h, 2.34 not isolated.  (ii) 2.29 (0.5 M in DCM, 10.0 eq.) 2.24 (1.0 

eq.), full conversion observed by HPLC, MS, 5 % overall yield upon purification. 
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To prevent the presence of free DCC in the reaction mixture, thus leading to the guanidinylation 

of 2.24, DCC was kept as the limiting reagent.  Although this reaction worked, LC-MS analysis 

of the crude mixture indicated the presence of DCU in the mixture, despite the precipitated 

DCU being filtered prior to addition of the crude anhydride to a solution of 2.24.  As such, due 

to the aforementioned problems with chromatographic purification of 1.21, again only a 5 % 

yield was observed. 

A final route tried towards 1.21 was to use a catalytic amount of boric acid as an amide coupling 

reagent, a reaction first reported by Tang in 2005.114  However, it was found that the starting 

material 2.24 was insoluble in the solvent (toluene), and consequently no reaction was observed 

after 16 h under Dean-Stark conditions, and the starting material was recovered quantitatively.  

Consequently, to date, no satisfactory synthetic pathway to 1.21 has been developed, although 

small amounts have been prepared, and the behaviour of 1.21 in complex with dsDNA is 

reported in Chapter 3. 

 

2.8. IR Characterisation of the azide band of compounds 1.20 and 1.21. 

The majority of the infrared spectroscopic experiments discussed hereafter in this section form 

part of a collaborative effort that links the work in this thesis with the PhD work of Lennart 

Ramakers of the Department of Physics at the University of Strathclyde.  Where the data 

presented is a result of this collaboration it is clearly referenced. 

The azide region of the IR spectrum of free 1.20 and 1.21 at 20 mM in ethanol (1.20) and 

phosphate buffer (1.21) was investigated in order to understand the differences between the 

azide signals of the short-chain azide-bearing precursors and the full compounds (Fig. 2.11).  

The positions of the two azide peaks were very similar to the short-chain precursors – indicating 

that the presence of the Hoechst backbone has little effect on the position of the azide.  



Ph.D. Thesis 

John May, Student No. 201255025  
  

70 
 

Interestingly, the two azide peak shapes were noticeably different; the peak of 1.20 exhibited 

a simple Gaussian shape, whereas the peak of 1.21 exhibited a more complex trapezoid shape.  

Very similar peak shapes were observed for both 1.20 and 1.21 and the azide-bearing 

precursors 3-azidopropylamine and 2.27.  This is further evidence that the azide functional 

group is sufficiently remote from the other functional groups in the molecule such that the 

presence of the Hoechst backbone does not significantly affect the azide signal.  The reason for 

the change in peak shape is currently unclear; there is presumably some interaction between 

the azide and the carbonyl of the carboxylic acid/amide.  Interestingly, 1.20, despite possessing 

a carbonyl group, shows no analogous interaction.  Future experiments will investigate the 

origin of the change in the shape of the azide peaks in 3-azidopropionic acid and 3-

azidopropylamine. 

No distinct shoulder peaks were observed.  This lack of shoulder peaks, which were observed 

in benzyl azide (Fig. 2.11), indicated a lack of Fermi resonances in the azide IR spectrum,115 

significantly simplifying analysis of the complexes.  Furthermore, changes in the shape of the 

complex should come entirely from the azide interacting with the dsDNA.   

 

 

Figure 2.11.  (a) The azide region of the IR of 1.20, compared to 3-azidopropylamine (b) The azide 

region of 1.21 compared to 2.27.118 
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  When the azide absorption bands for compounds 1.20 and 1.21 were compared to benzyl azide 

(a model compound for the original target 1.19, which contains a pronounced shoulder on the 

blue side of the peak (Fig. 2.12).  This peak was identified as the first overtone of the in-plane 

aromatic C-H bending vibration, which due to quantum mechanical mixing with the azide 

stretching vibration (a Fermi resonance) its absorbance is enhanced.115,116  The presence of this 

additional shoulder peak firstly complicates interpretation of the spectrum, as two vibrations 

contribute to this peak, and secondly, the observed extinction coefficient is diminished by the 

presence of the Fermi resonance.  These observations, as well as the synthetic intractability of 

1.19 have vindicated the choice to pursue 1.20 and 1.21 as the compounds for this study.   

 

 

Nonetheless, the extinction coefficient for benzyl azide was found to be 1044 M-1cm-1and 

hence, data shows that azides are visible in protic solvents at a concentration of 10-15 mM, and 

these concentrations are required to obtain a sufficiently strong azide IR spectrum to carry out 

the DNA melting experiments. 

2.8.1: Comparison of the azide and nitrile peaks in analogues of 1. 9.. 

Although a satisfactory synthetic route to 1.18 has to date not been found, nitrile IR vibration 

of the model compound benzonitrile was compared to the short-chain precursor azides, 3-

Figure 2.12. IR spectrum of the azide stretching vibration of benzyl azide at concentrations from 1 M to 

0.015 M in IPA.   
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azidopropylamine and 3-azidopropanoic acid.  The short-chain azides serve as useful 

approximations of the azide signals of the 1.20 and 1.21, and hence studying the azide signals 

of these two compounds should help to understand the behaviour of the peak in complex with 

dsDNA.  Secondly, a comparison of the azide and nitrile peaks will serve to understand the 

different responses of the azide and nitrile to changing solvent conditions.  Thirdly, the model 

compounds are soluble in a greater number of solvents than either 1.20 or 1.21, leading to a 

fuller understanding of the azide response in a variety of solvent environments.  

A comparison of the azide peaks of 50 mM 3-azidopropylamine and 3-azidopropionic acid in 

isopropyl alcohol with benzonitrile (Fig. 2.13) showed that molar extinction coefficients of the 

azide peak (1050 M-1cm-1) was five times larger than the nitrile (200 M-1cm-1).  The nitrile peak 

reaches a maximum at 2250 cm-1, a difference of 150 cm-1 from the azides which come at 2098 

for 1.20 and 2104 cm-1
 for 1.21 respectively.   Hence, azides are better suited as vibrational 

probes than nitriles.  Furthermore, no prominent Fermi resonances are visible in the two short-

chain azides when compared to benzyl azide, the peak broadening is thought to be an 

interaction between the azide and the solvent, or the amide group.   

. 

 

Figure 2.13.  Comparison of the azide and nitrile signals of benzonitrile, 3-azidopropionic acid and 3-

azidopropylamine at 50 mM in isopropyl alcohol. 
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The five-fold drop in sensitivity between the azide and nitrile response explains the reason why 

pursuit of the synthesis of 1.18 was abandoned in favour of 1.20 and 1.21, as the concentration 

of complex required to observe a satisfactory signal-to-noise ratio for the nitrile response is 

prohibitively high. The azide responses of two short-chain azide compounds were also 

measured in a variety of solvents in order to investigate the changes in the azide region of the 

spectrum (Fig. 2.14).  Protic solvents were chosen, as although the minor groove of dsDNA is 

less polar than bulk water, the presence of the spine of hydration means that the overall solvent 

environment of the minor groove is polar and protic.   

 

 

The peak position changed to higher frequency with increasing solvent polarity, indicating that 

azides are sensitive to changes in solvent polarity.  This observation indicates that merely a 

change in solvent polarity would be experienced by the azide, leading to a detectable change 

in the signal.  Furthermore, as the azide functional group is capable of hydrogen bonding, if a 

specific hydrogen bond between the edge of a base and the azide of 1.20 or 1.21 is formed, this 

should be detectable in its IR response.   

Figure 2.14.  (a) FT-IR spectrum of 3-azidopropylamine in various solvents.  (b) FT-IR spectrum of 3-

azidopropionic acid in various protic solvents.  Water has been deliberately omitted.118 
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The origins of the changes in the spectrum were also investigated by plotting the azide peak 

position against the various Hansen solubility parameters.117  It was found that the origin of the 

change in the azide peak is due to the change in the hydrogen bonding parameter (Fig. 2.15).  

A good shallow exponential fit for the change in the hydrogen bonding parameter with peak 

position was found   When progressively more water was added to a methanolic solution of 3-

azidopropionic acid, the shape of the azide IR absorption band changed from a Gaussian peak 

resembling the azide IR absorption band of 3-azidopropylamine to resemble the trapezoid 

shape observed for 1.21 (Fig. 2.16).   

 

 

 

 

Figure 2.15. (a)  Change in the azide spectrum of 3-azidopropylamine with the Hansen hydrogen 

bonding parameter.  R2 = 0.997.  (b) Change in the peak position observed for 3-azidopropionic acid.  

R2 = 0.998. 

Figure 2.16.  FT-IR spectra of 3-azidopropionic acid in blends of methanol/water.118  The trapezoid shape 

is visible in a 4:1 volumetric ratio of water/methanol. 
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The trapezoid peak shape observed for 1.21 is present at the 4:1 volumetric ratio (red line, Fig. 

2.16).  In pure water, an “inversion” of the peak shape observed in Fig. 2.11 (b) is observed, 

and is speculatively due to an interaction between water and the azide that is not present with 

organic solvent.  The reasons for this are currently unclear.118     

2.8.2: Pump-probe IR spectrum of 1.20. 

Finally, to find the vibrational excitation lifetime of 1.20 in solution, pump-probe spectra of a 

20 mM solution of 1.20 in a 4:1 volumetric mixture of DMSO and water were carried out (Fig. 

2.17).118  Diagonal peaks corresponding to the azide of 1.20 in an excited state were found after 

a waiting time of 1 ps.  This showed that azides can be used as vibrational probes with sub-

picosecond time resolution.  Hence, 1.20 is suitable for use as a probe for our investigations of 

the dynamics of dissociation of this compound from dsDNA on a picosecond timescale. 

 

 

 

 

Figure 2.17.  (a) Pump-probe spectrum of 1.20 in 4:1 (v/v) DMSO: water with 250 fs waiting time.  

(b) Pump-probe spectrum of the same sample with a waiting time of 1000 fs.118 
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2.9. Conclusions and Future work. 

Two azide labelled derivatives of 1.9, have been synthesised, compounds 1.20 and 1.21 

Compound 1.20 could be synthesised directly from 2.12 on a 1.5 g scale in 93% yield, and in 

sufficient purity for spectroscopic experiments with no recourse to chromatography necessary.  

No analogous procedure was found for 1.21, and hence, the yields of 1.21 obtained were much 

lower (12%). 

The IR spectrum of the azide signals of 1.20 and 1.21 were evaluated and compared to the 

precursors, 3-azidopropionic acid and 3-azidopropylamine.  No significant change in either 

absorbance or peak shape was observed between the precursors and full 1.20 and 1.21 – hence 

any changes in the azide IR spectrum seen for 1.20 and 1.21 are due to interaction of the ligand 

with dsDNA, and not due to vibrational coupling with the ligand.  Hydrogen bonding is 

responsible for changes in the azide signal in response to changes in the solvent properties, and 

hence azides are suitable functional groups as IR probes.  2D-IR experiments on compound 

1.20 have shown that the azide has a vibrational lifetime of approximately 2 ps, and hence sub-

picosecond time resolution through 2D-IR is possible.  

Future work will focus on developing a robust synthesis of the MGB 1.21.  From the methods 

employed through the course of this project, a HATU-mediated coupling appeared to work 

more reliably compared to the other methods used, and the main impurity observed was the 

tetramethyluronium by-product.  If recrystallisation conditions could be found such that the 

free amine of 1.21 could be efficiently separated from the by-product, washing and then 

protonation should allow access to gram-scale synthesis of 1.21, similarly to 1.20.  Also, further 

investigations into the unusual peak shape exhibited by 1.21 are necessary to understand the 

origins of the peak shape.  Further investigation of derivatives of 3-azidopropionic acid will be 

necessary.  
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Alternatively, synthesis of 1.19 and 1.21 could possibly be achieved by either Pinner 

cyclisation using the iminium salts 2.30 and 2.37 or direct condensation of aldehydes 2.31 and 

2.33 with the diamine 2.34 akin to the methods described in Section 2.1.103,119 

 

This method for preparation of 1.21 was not investigated through the course of this project as 

firstly it was thought that the high temperatures, or acidic conditions necessary to affect these 

transformations would cause either thermal120 or acid decomposition121 of the sensitive azide 

group, and secondly although the purification of 1.21 proved difficult and inefficient, the 

compounds could be efficiently prepared.  However, these methods have the distinct advantage 

of being two component mixtures of which one (2.30 – 2.34) is inherently hydrophobic (the 

Pinner salts upon hydrolysis, forming an ester) thus greatly simplifying purification, provided 

full conversion of 2.34 occurs.  Moreover, by this proposed method, 2.18 can, in theory be 

efficiently prepared through condensation of 2.14 with 2.34, allowing for the direct comparison 

of the azide and nitrile signals of IR-labelled small molecules in complex with a dsDNA 

oligomer. 

Scheme 2.13.  Proposed future routes to 1.19 and 1.21.  Reagents and conditions: (i) 2.30 or 2.32, 

2.34 Ac2O, 55°C 16 h,103 or  (ii) 2.31, or 2.33 and 2.39, PhNO2 150 °C, 16 h.119 
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2.10. Experimental 

2.10.1. General experimental techniques and procedures. 

All reagents and solvents were purchased from commercial sources and, unless stated, were 

used without any further purification.  Where indicated, dry solvents were prepared through 

distillation over 3 Å molecular sieves, or dried through a column of basic alumina. 

2.10.1.1. NMR spectroscopy   

NMR spectra recorded in deuterated solvents at 400, 500 or 600 MHz for 1H NMR and 100, 

125 and 150 MHz for 13C NMR on Bruker AV3 spectrometers.  Spectra were analysed using 

the Bruker TOPSPIN with chemical shifts quoted in ppm relative to the residual solvent signal 

as indicated in the text.  Where necessary, full assignment of the one-dimensional spectra was 

carried out using COSY, HMBC, HSQC and NOESY experiments on the aforementioned 

spectrometers. 

2.10.1.2. Mass spectrometry 

Electrospray ionisation (ESI) mass spectra were acquired on a Finnigan LCQ-DUO mass 

spectrometer.  Matrix-assisted laser desorption ionisation - Time of flight (MALDI-TOF) were 

acquired on a Shimadzu KRATOS mass spectrometer 

2.10.1.3. Infrared Spectroscopy 

Attenuated total reflection (ATR) FT-IR spectra were collected on a Shimadzu FT-IR 

spectrophotometer outfitted with an ATR attachment and processed using Shimadzu 

IRSolution software.  Only peaks exhibiting strong absorbance, or relevant to particular 

functional groups are reported. 

Solution-phase FT-IR spectra were recorded on a Bruker Vertex 80 spectrometer using Bruker 

OPUS 6.0 software and analysed using the OriginPro 2015 software.  50 μL of given sample 

was encased between two CaF2 plates fitted a 50 μm polyethylene spacer. 
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2.10.1.4. UV-Vis spectroscopy 

UV-Vis spectra were collected on either a Shimadzu UV-1800 spectrophotometer or a Thermo 

Scientific Nanodrop spectrophotometer, Spectra were processed using OriginPro 2015 

software. 

2.10.1.5. TLC experiments 

Reported Rf values were obtained using aluminium-backed Merck Millipore 60G F254 silica 

gel of layer thickness 200 μm.  Identification of the spots was identified by UV irradiation at 

either 254 or 350 nm wavelength, and stained with an appropriate staining mixture. 

2.10.1.6. HPLC experiments 

Analytical HPLC experiments were performed on a Dionex UltiMATE 3000 system using a 

C18 Phenomenex Aeris 3.6 μm wide pore column with a length of 250 mm and internal 

diameter of 4.6 mm.  Either water (Buffer A) /acetonitrile (Buffer B) or 0.1% v/v water (Buffer 

C)/ 0.1% TFA v/v acetonitrile (Buffer D) were used as buffer systems, are detailed within the 

characterisation data.  All retention times are reported using a solvent gradient of 5 - 90% buffer 

B in buffer A or buffer D in buffer C, over a run time of 18 minutes. 

Semipreparative HPLC was performed on a Dionex UltiMATE 3000 system using either a 

Dionex Kinetex 5 μm C18 column of length 150 mm and internal diameter 21.2 mm (flow rate 

9.0 mL/min) or an ACE 5 μm column of length 250 mm with internal diameter 10 mm (flow 

rate 4.0 mL/min).  Elution buffers used were identical to those described for the analytical 

HPLC experiments. 

2.10.1.7. Melting point determination 

Melting points for all samples were collected using a Griffin melting point apparatus and are 

reported without correction.  Melting points for compounds containing azides were not 

collected due to risk of explosion. 
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2.10.1.8: Elemental Analysis 

Elemental analysis was carried out by the University of Strathclyde Microanalysis service, 

using a PerkinElmer elemental analyser. 

 

2.10.2. Synthetic procedures 

2-(4-cyanophenyl)-1H-benzo[d]imidazole-6-carboxylic acid (2.15) 104 

 

To a stirred solution of 2.13 (4.50 g, 39 mmol, 1.0 eq.) in nitrobenzene (120 mL) was added 

2.14 (5.21 g, 39 mmol, 1.0 eq.), and the mixture was heated to 150 °C.  After 1 h, upon 

observation of a turbid solution, 25 mL of DMF was added to redissolve the precipitate.  The 

mixture was then stirred at 150 °C for a further 6 hours until the reaction was complete, as 

observed by TLC.  The crude reaction mixture was then allowed to cool to room temperature 

and then added to 500 mL cold diethyl ether, at which point an off-white precipitate was 

observed.  The precipitate was collected by suction filtration, and the filter cake washed five 

times with 100 mL of hexane, until a fine off-white powder was obtained and no yellow colour 

was observed in the filtrate.  The crude product thus obtained was then recrystallised from 

ethanol/water to afford 2.15 (7.18 g, 27.3 mmol, 70%) as an off-white solid. 

1H NMR (400 MHz, DMSO, δ= 2.50 ppm): 13.46 (1H, bs), 12.83 (1H, bs) 8.35 (2H, d, J = 7.2 

Hz)), 8.22 (1H, d, J = 7.2 Hz), 8.05 (1H, d, J = 8.0 Hz), 7.87 (1H, d, J = 8.4 Hz), 7.70 (1H, d, 

J = 8.4 Hz).   

13C NMR (100 MHz, DMSO, δ = 40.0 ppm): 168.2, 135.7, 134.2, 133.5, 130.4, 127.8, 123.8, 

119.0, 113.0. 

FT-IR (ATR): 2980, 2228, 1670, 1608, 1425, 1325, 1303 cm-1 
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ESI-MS[M+H] +: 264 m/z.  

Melting point: > 300 °C.   

Rf: 0.3 (7:2:1 DCM:MeOH:Et3N) 

Elemental Analysis: Calc.: 68.44% H 3.45% N 15.96%.  Found. C 68.10% H 3.50% N 15.75%  

Methyl 3-amino-4-(2-(4-cyanophenyl)-1H-benzo[d]imidazole-6-carboxamido)benzoate 

(2.17)104 

 

To a stirred solution of compound 2.15 (7.0 g, 27 mmol, 1.0 eq.) in peptide grade DMF (120 

mL) was added HATU (10.26 g, 27 mmol, 1.0 eq.) and DIEA (10.0 mL, 8.66 g, 67.5 mmol, 

2.5 eq.).  The reaction mixture was stirred at r.t. for 10 minutes before 2.16 (4.9 g, 27 mmol, 

1.0 eq.) was added.  The mixture was then stirred at r.t for 24 h.  The reaction mixture was then 

added to 500 mL of cold water precipitating the crude product as a brown solid.  The precipitate 

was collected by suction filtration and washed five times with 100 mL of water until no yellow 

colour was observed in the filtrate.  The wet brown solid thus obtained was then suspended in 

25 mL water and lyophilised to dryness to afford 2.17 (9.2 g, 22.3 mmol, 81%) as finely divided 

light brown solid.  A mixture of two regioisomers was obtained, however, no attempts were 

undertaken to isolate the regioisomers.    

 1H NMR (500MHz, DMSO, δ=2.50 ppm): 13.49 (1H, bs), 9.75 (1H, bs) 8.38 (2H, d, J = 8.2 

Hz), 8.06 (d, 2H,  J = 8.0 Hz), 8.01 (1H, s), 7.91 (1H, d, J = 8.4 Hz), 7.84 (1H, s), 7.78 (1H, d, 

J = 8.0 Hz),  7.58 (d, 1H, J = 7.6 Hz), 6.80 (1H, d, J = 7.6 Hz), 5.86 (2H, s), 3.83 (3H,s).   

13C NMR (125MHz, DMSO δ = 40.0ppm): 166.5, 148.9, 141.0, 136.3, 134.3, 133.5, 133.3, 

133.2, 130.3, 129.4, 128.7, 127.7, 127.5, 122.5, 119.3, 118.9, 116.8, 115.1, 113.2, 112.8, 111.8, 

52.0.     
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FT-IR (ATR): 3399, 2226, 1768, 1716, 1433 cm-1. 

ESI-MS [M+H]+ :412 m/z. 

Melting Point: 215 – 218 °C.  

Rf: 0.4 (9:1 DCM: MeOH) 

Elemental Analysis: Calc.: C 67.15%, H 4.17% N 17.02%.  Found: C 66.60% H 4.29% N 

16.55%. 

Methyl 2'-(4-cyanophenyl)-1H,3'H-[2,5'-bibenzo[d]imidazole]-6-carboxylate (2.18)104 

 

To a stirred suspension of compound 2.17 (9.0 g 22 mmol, 1.0 eq.) in 125 mL nitrobenzene 

was added 2 drops of concentrated H2SO4 and then heated to 190 °C for 6 h at which point TLC 

analysis (Rf = 0.45, 9:1 DCM/MeOH) showed complete conversion of 2.17.  The crude product 

was then separated from the bulk solvent through addition of petroleum ether, furnishing an 

oily brown crude product.  Further triturations of petroleum ether precipitated crude 2.18 as a 

fine brown powder, which was then collected by vacuum filtration.  The filter cake was then 

washed 5 times with 100 mL of hexane upon which no yellow colour was observed in the 

filtrate.  Crude 2.18 was then purified by recrystallisation from a mixture of hot DMF (125 

mL), saturated Na2CO3 (50 mL), and water (150 mL).  The precipitate which formed upon 

cooling of the mixture was then collected by suction filtration, and the filter cake washed three 

times with water.  The wet solid obtained was then suspended in 25 mL water and then 

lyophilised to afford pure 2.18 (6.50g, 77%) as a finely divided brown powder.   

1H NMR (500MHz, DMSO δ = 2.50 ppm): 8.44 (1H, s), 8.38 (2H, d, J = 8.0 Hz), 8.17 (1H, s), 

8.13 (1H, d, J = 8.2 Hz), 8.02 (2H, d, J = 8.0 Hz), 7.82 (1H, d, J = 8.1 Hz), 7.79 (1H, d, 8.2 

Hz) 7.66 (1H, s, J = 8.2 Hz), 3.88 (3H, s)    
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13C NMR (125MHz, DMSO δ = 40.0 ppm): 166.2, 153.2, 153.0, 132.8, 132.3, 130.0, 129.9, 

128.2, 127.0, 126.8, 126.1, 124.3, 122.3, 116.0, 114.2, 51.8. 

FT-IR (ATR): 2226, 1697, 1541, 1431, 1302 cm-1 

ESI-MS [M+H]: 394 m/z 

Melting Point: 250 – 255 °C  

Elemental Analysis: Calc.:  C 70.22% H 3.84% N 17.80%.  Found: C 70.55% H 3.90% N 

17.99% 

Rf: 0.45 (9:1 DCM: MeOH) 

Methyl 2'-(4-(((tert-butoxycarbonyl)amino)methyl)phenyl)-1H,3'H-[2,5'-

bibenzo[d]imidazole]-6-carboxylate (2.19)105 

 

To a stirred suspension of compound 2.18 (6.25 g, 16.5 mmol, 1.0 eq.) in 250 mL dry methanol 

under a stream of argon was added NiCl2.6H2O (0.41 g, 1.65 mmol, 0.1 eq), and ditert-butyl 

pyrocarbonate (7.65 mL,7.24 g, 33 mmol, 2.0 eq.), and the mixture was cooled to 0 °C.  Solid 

NaBH4 (4.14 g, 7.0 eq.) was added to the mixture in portions.  The reaction was both 

exothermic and evolved copious amounts of hydrogen.   Upon addition of the final portion of 

NaBH4, the mixture was then allowed to slowly warm to room temperature.   After 6 h at room 

temperature, TLC analysis (Rf = 0.4, 9:1 DCM: MeOH) showed complete conversion to the 

product, which gave a positive ninhydrin test.  Diethylenetriamine (1.80 mL, 1.70 g, 16.5 

mmol, 1.0 eq.)  was then added to the reaction mixture and allowed to stir for a further 0.5 h.  

The crude mixture was then diluted with 200 mL ethanol and directly filtered through a pad of 

Celite.  The mixture was then concentrated in vacuo and the residue redissolved in 100mL n-

butanol.  The mixture was then washed twice with saturated aqueous NaHCO3 (2 × 100 mL), 
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once with 100 mL brine and 3 × 100 mL water, dried over Na2SO4 and concentrated in vacuo.  

The residue was purified via recrystallisation from ethanol/water to afford 2.19 (6.10 g, 12.2 

mmol, 74%) as an off-white solid.   

1H NMR (400MHz, DMSO δ= 2.50 ppm): 8.46 (1H, s), 8.41 (1H, s), 8.39 (1H, d, J = 8.2 Hz), 

8.19 (2H, s), 8.16 (1H, s), 8.11 (1H, d, J = 8.2 Hz), 8.02 (1H, d, J = 7.4 Hz), 7.83 (1H, d, J = 

7.4 Hz), 7.78 (1H, d, J = 7.4 Hz), 7.76 (1H, d, J = 8.2 Hz), 7.43 (2H, d, J = 7.8 Hz), 4.22 (2H, 

d, J = 4.6 Hz), 3.88 (3H, s), 1.41 (9H, s). 

 13C NMR (100MHz, DMSO δ= 40.0 ppm): 167.9, 167.2, 156.6, 155.5, 153.7, 135.1, 133.4, 

129.4, 128.7, 128.0, 127.7, 127.1, 124.7, 124.1, 123.6, 121.8, 119.1, 78.5, 52.7, 28.8 

FT-IR (ATR): 1747, 1713, 1455, 1300, 1222, 1190 cm-1. 

ESI-MS [M+H]: 498 m/z. 

Melting Point: 195 – 200 °C (decomposes) 

Rf = 0.4 (9:1 DCM: MeOH) 

Elemental Analysis: Calc.: C 67.59% H 5.47% N 14.08%.  Found: C 67.31% H 5.52% N 

14.00% 

2'-(4-(((tert-butoxycarbonyl)amino)methyl)phenyl)-1H,3'H-[2,5'-bibenzo[d]imidazole]-6-

carboxylic acid (2.12)104 

 

To a solution of compound 2.19 (5.9 g, 11.8 mmol) in 60 mL methanol was added 60 mL of a 

1M aqueous LiOH solution (1.44 g LiOH, 5 eq.) and then heated to reflux for 2 h.  The resultant 

clear solution was then cooled to room temperature and the MeOH removed in vacuo.  The 

resultant aqueous solution was then acidified to pH 3 by dropwise addition of 1M aqueous HCl.  

The resultant pale brown precipitate was isolated by centrifugation, and the supernatant was 
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decanted.  The pellet thus obtained was then washed three times with pH 3 water, with 

centrifugation and decantation of the supernatant. The brown pellet obtained was then taken up 

in a 50 °C, 5% v/v ethanol/water mixture and subsequently lyophilised to afford pure 2.12 (5.50 

g, 11.4 mmol, 96%) as a pale brown powder.   

1H NMR (500 MHz, DMSO, δ=2.50 ppm): 8.80 (1H, s), 8.66 (1H, br s), 8.41 (2H, d, J = 7.2 

Hz), 8.35 (1H, d, J = 7.2 Hz), 8.31 (1H, s), 8.02 (1H, d, J = 6.4 Hz), 7.95 (1H, d, J = 6.7 Hz), 

7.84 (1H, d, J = 7.0 Hz), 7.74 (1H, d, J = 6.4 Hz), 7.49 (2H, d, J = 7.1 Hz), 4.23 (2H, s), 1.41 

(9H, s).  

13C NMR (125 MHz, DMSO, δ=40.0 ppm): 167.5, 156.4, 152.4, 136.6, 133.5, 128.8, 128.1, 

127.7, 126.0, 124.1, 78.4, 43.9, 28.8.  (Not all signals reported due to degeneracy and poor 

signal strength) 

FT-IR: (ATR): 2768, 1692, 1620, 1573, 1390, 1231 cm-1. 

ESI-MS [M+H]+: 484 m/z. 

Melting Point: > 300 °C  

Elemental Analysis: Calc.: 67.07%, 5.21%, 14.48%.  Found: C 67.0%, H 5.35%, N 14.4 % 

Rf: 0.25 (7:2:1 DCM: MeOH: Et3N). 

 

Methyl 2'-(4-(methoxycarbonyl)phenyl)-1H,3'H-[2,5'-bibenzo[d]imidazole]-6-carboxylate 

(2.25) 

 

To a suspension of hydrolysed 2.18 (3.30 g, 7.9 mmol) (recovered through acidification of the 

aqueous fraction of the recrystallisation mixture) in 150 mL dry methanol was added SOCl2 

(0.86 mL, 1.41 g, 11.85 mmol), and the mixture heated to reflux for 3 h until a clear solution 
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was observed, and full conversion was observed by TLC.  The solvent and excess SOCl2 were 

removed in vacuo and the dark solid residue was recrystallised from DMF/water to afford pure 

2.21 (2.65 g, 6.47 mmol 82%) as a dark brown crystalline solid. 

1H NMR (500 MHz DMSO δ = 2.50 ppm): 8.28 (2H, d, J = 7.6 Hz), 8.15 (1H, s), 8.11 (2H, d, 

J = 8.8 Hz), 7.86 (2H, d, J = 8.8 Hz), 7.70 (1H, d, J = 8.4 Hz), 3.87 (3H, s), 3.86 (3H, s) 

13C NMR (500 MHz DMSO δ = 40.0 ppm): 167.0 166.2, 152.8, 133.3, 130.3, 127.6, 124.7, 

124.5, 117.7, 115.4, 52.8, 52.6. 

FT-IR (ATR): 1720, 1612, 1433, 1240, 1295 cm-1. 

ESI-MS [M - 2OAc + 3H]+: 311 m/z. 

Rf = 0.5 (9:1 DCM: MeOH). 

 

Characterisation data of methyl 2'-(4-carbamoylphenyl)-1H,3'H-[2,5'-bibenzo[d]imidazole]-

6-carboxylate (2.23) 

 

1H NMR (600 MHz, DMSO δ = 2.50 ppm): 9.62 (1H, br s), 9.22 (1H, br s), 8.52 (1H, s), 8.32 

(2H, d, J = 8.0 Hz), 8.21 (1H, s), 8.16 (1H, dd, J = 8.3, 1.6 Hz), 8.13 (1H, br s), 8.09 (2H, d, J 

= 8.5 Hz), 7.88 (2H, d, J = 9.0 Hz), 7.76 (1H, d, J = 9.0 Hz), 7.51 (1H, br s), 3.39 (2H, q, J = 

7.2 Hz), 3.13-3.16 (2H, m), 2.82 (3H, s), 2.81 (3H, s), 1.94 (2H, quin, J = 7.2 Hz). 

13C NMR (150 MHz, DMSO, δ = 40.0 ppm): 167.8, 167.3, 159.2, 159.0, 158.7, 153.8, 153.2, 

145.8, 142.2, 141.1, 136.3, 132.1, 130.0, 128.7, 127.6, 127.2, 125.6, 123.1, 122.7, 120.3, 117.9, 

116.0, 58.4, 46.3, 42.8, 37.0, 25.3. 

FT-IR (ATR): 3165.2, 1666.5, 1587.4, 1548.8, 1311.5 cm-1. 

ESI-MS [M+H]: 482 m/z 
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RP-HPLC: (5 – 90% buffer D in buffer C) tr: 16.8 min. 

Elemental Analysis: Calc. C 47.77% H 5.47% N 11.82%.  Found: C 47.80%, H 5.75%, N 

11.65% (consistent with ditrifluoroacetate salt, pentahydrate) 

UV-Vis: λmax = 340 nm (DMSO) 

Molar extinction coefficient = 24000 M-1cm-1 (DMSO) 

 

2'-(4-(aminomethyl)phenyl)-N-(3-(dimethylamino)propyl)-1H,3'H-[2,5'-

bibenzo[d]imidazole]-6-carboxamide (2.24)104 

 

To a stirred solution of 2.12 (2.50 g, 5.17 mmol) in 10 mL peptide grade DMF, was added 

HATU (1.96 g 5.17 mmol, 1.0 eq.) and DIPEA (2.50 ml, 2.00 g, 15 mmol, 3.0 eq.) and the 

mixture was stirred at r.t. for 30 minutes.  DMAPA (2.50 ml, 3.13 g, 30.6 mmol, 5.9 eq.) was 

then added to the mixture and stirred at r.t for 2 h until full conversion of the starting material 

was confirmed by TLC (negative bromocresol green test, loss of spot at Rf = 0.25, 7:2:1 DCM: 

MeOH: Et3N).  The mixture was concentrated in vacuo.  The dark, viscous residue was then 

taken up in 40 mL of saturated aqueous NaHCO3 solution, and the pH was adjusted to 11 with 

10 mL of 1M aqueous NaOH solution.  The aqueous layer was then extracted three times with 

50 mL of n-butanol and the combined organic layers, was filtered.  The resultant clear yellow 

solution was then dried over Na2SO4, filtered, and concentrated to dryness in vacuo.  The 

residue was then taken up in 50 mL of aqueous 2M HCl and then heated to reflux for 90 minutes 

until a clear solution was observed.  The solution was then concentrated in vacuo and the crude 

product obtained was purified by recrystallisation from hot ethanol to afford pure 2.24 (1.50 g, 
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3.2 mmol, 62%) as an off-white solid.  Purer samples for spectroscopic experiments were 

obtained by preparative RP-HPLC. 

1H NMR (400 MHz, DMSO δ = 2.50 ppm): 10.92 (1H, br s), 9.12 (1H, d, J = 5.4 Hz) 8.96 (1H, 

d, J = 6.2 Hz), 8.86 (1H, br s), 8.57-8.48 (3H, m), 8.37 (1H, s), 8.14 (1H, d, J = 9.5 Hz), 8.08 

(1H, dt, J = 7.8, 2.3 Hz), 7.98 (1H, d, J = 5.5 Hz), 7.96 (1H, d, J = 5.3 Hz),  7.87 (1H, dd, J = 

8.5, 3.0 Hz), 7.79 (1H, d, J = 8.5 Hz) 4.12 (2H, d, J = 6.0 Hz), 3.38 (2H, q, J = 6.2 Hz), 3.12 

(2H, q , J = 4.3 Hz), 2.74 (3H, s), 2.73 (3H, s), 2.00 (2H, quin, J = 6.6 Hz).  

13C NMR (100 MHz, DMSO δ = 40.0 ppm): 166.2, 153.1, 151.2, 132.0, 130.3, 128.7, 128.0, 

124.5, 122.3, 116.6, 116.1, 116.0, 114.0, 113.9, 112.0, 54.9, 42.4, 37.1, 24.6.  (Only strong 

well resolved peaks are reported, signal degeneracy also observed). 

FT-IR (ATR):  2969, 2638, 1701, 1625, 1468, 1219 cm-1  

ESI-MS [M+H]+ : 468  

RP-HPLC (5 – 90% buffer D in buffer C) tr: 10.4 min.  

Elemental analysis: Calc. 51.43% H 6.55%, N 15.55%.  Found: C 51.40%, H 6.35%, N 15.1% 

(Consistent with the dihydrochloride pentahydrate) 

UV-Vis: λmax = 332 nm 

Molar Extinction Coefficient: 33000 M-1cm-1 (water) 

HPLC: tr (5-90% MeCN/water, 0.1% TFA over 18 minutes): 10.7 min. 

 

2'-(4-(((((9H-fluoren-9-yl)methoxy)carbonyl)amino)methyl)phenyl)-1H,3'H-[2,5'-

bibenzo[d]imidazole]-6-carboxylic acid (2.25)108 
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5ml neat TFA was added to compound 2.12 (1.00 g, 2.06 mmol), and the resultant solution was 

stirred for 90 minutes until no trace of starting material was observed by TLC (Rf = 0.0, 7:2:1 

DCM: MeOH: Et3N).  The TFA was removed in vacuo, and the residue taken up in 50 mL 

water.  The solution was raised to approximately 8 though the addition of 2 mL saturated 

aqueous NaHCO3.  A solution of Fmoc-Cl (0.80 g, 3.1 mmol, 1.50 eq.) in 50 mL of 1,4-dioxane 

was then added.  The mixture was then stirred at room temperature for 16 hours.  The dioxane 

was then removed in vacuo and the resulting mixture adjusted to pH 3 by dropwise addition of 

1M HCl.  The resultant precipitate was then collected by filtration, and the filtrate extracted 

twice with 50 mL n-butanol.  The filter cake was redissolved in n-butanol, dried over Na2SO4 

and then evaporated in vacuo.  The residue was then recrystallised from ethanol/water to afford 

pure 2.25 (0.73 g, 59%) as an off-white to pale brown solid. 

1H NMR (500 MHz DMSO δ = 2.50ppm): 13.24 (1H, br s), 8.49 (1H, s), 8.44 (1H, d, J = 10.4 

Hz), 8.41 (2H, d, J = 6.8 Hz), 8.18 (1H, d, J = 7.8 Hz), 7.92-7.80 (8H, m), 7.72 (2H, d, J = 8.5 

Hz), 7.42 (2H, d, J = 8.4 Hz), 7.35 (2H, d, J = 8.0 Hz), 4.39 (2H, d, J = 7.4 Hz), 4.29 (2H, d, J 

= 7.7 Hz), 4.26 (1H, d, J = 6.8Hz). 

13C NMR (500 MHz DMSO δ = 40.0ppm): 167.7, 154.0, 153.8, 153.5, 153.1, 145.7, 144.3, 

133.6, 125.7, 125.2, 125.1, 127.9, 127.6, 127.5, 127.3, 126.2, 126.1, 125.7, 125.6, 125.3, 125.1, 

125.0, 122.9, 122.8, 120.6, 120.3, 119.5, 116.7, 114.8, 113.0, 65.9, 64.3, 50.6, 47.3, 44.1. 

ESI-MS [M+H]+ : 606 m/z 

Rf : 0.4 (7:2:1 DCM:MeOH:Et3N). 

Elemental Analysis: Calc.: C 73.32% H 4.46% N 11.56% C 73.32%, H 4.46%, N 11.50% 

3-azidopropylamine122 

 

To a stirred solution of 3-bromopropylamine hydrobromide (10.0 g, 46 mmol, 1.0 eq.) in 100 

mL water was added sodium azide (4.50 g, 69 mmol, 1.5 eq.) and the mixture heated to reflux 



Ph.D. Thesis 

John May, Student No. 201255025  
  

90 
 

for 12 h.  The mixture was then cooled to 0 °C.  Solid sodium hydroxide pellets were added to 

a final concentration of 1M, and the previously clear solution became cloudy.   The mixture 

was then extracted with diethyl ether (3 × 100 mL).  The combined organic layer was then 

dried over Na2SO4, filtered and then concentrated in vacuo.  The pure product was obtained as 

yellow oil in quantitative yield. 

1H-NMR (CDCl3, δ = 7.26 ppm): 2.59 (2H, t, J = 6.5 Hz), 1.90 (2H, s), 1.77 (2H, t, J = 6.5 

Hz), 1.59 (2H, quin, J = 7.5 Hz)   

13C-NMR (CDCl3, δ = 77.0 ppm): 49.0, 39.2, 32.6 

FT-IR (ATR): 2091, 1662, 1258cm-1.  

ESI-MS [M+H]+:  101 m/z 

2'-(4-(aminomethyl)phenyl)-N-(3-azidopropyl)-1H,3'H-[2,5'-bibenzo[d]imidazole]-6-

carboxamide (1.20):104 

Method A (from 2.25):  

 

To a stirred solution of compound 2.25 (350 mg, 0.58 mmol) in 5 mL peptide grade DMF was 

added HATU (220 mg, 0.58 mmol, 1.0 eq.) and DIPEA (0.6 mL, 0.45 g, 3.48 mmol, 6.0 eq.), 

and the compound stirred at room temperature for 30 minutes.  3-azidopropylamine (580 mg, 

5.80 mmol, 10 eq) was then added and the mixture was then stirred at room temperature for 16 

hours.  50 mL of a 20% v/v aqueous solution of piperidine was then added and the mixture was 

stirred at room temperature for 15 minutes.  The crude reaction mixture was then extracted 

three times with n-butanol (3 × 50 mL).  The combined organic phases were then dried over 

Na2SO4, and then concentrated in vacuo to furnish crude 1.20, which was then purified by RP-

HPLC (mobile phase: 5 – 90% buffer D in buffer C).  The fractions containing 1.20 were then 
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neutralised using triethylamine, and then lyophilised.  The residual oil was then desalted 

through a short column of C18 RP silica to furnish pure 1.20 (4.7 mg, 10.1 μmol 1.74%) as a 

pale yellow solid. 

1H NMR (400MHz CD3OD δ = 4.87, 3.34 ppm): 8.40 (1H, s), 8.16 (1H, s), 8.14 (1H, s), 8.07 

(1H, dd, J = 7.0, 2.0 Hz), 7.78 (2H, dd, J = 7.5, 1.5 Hz), 3.96 (2H, br s), 3.54 (2H, t, J = 6.5 

Hz), 3.48 (2H, t, J = 6.5 Hz), 1.96 (1H, quin, J = 6.5 Hz). 

FT-IR (ATR): 2098.6, 1672.3, 1201.7, 1175.6, 1127.6cm-1 

Retention time (5 – 90% buffer D in buffer C): 12.1 minutes 

ESI-MS [M+H]+: 466 

Method B (from 2.12):  

 

To a stirred solution of 2.12 (1.50 g, 3.1 mmol) in 10 ml peptide grade DMF was added HATU 

(1.18 g, 3.1 mmol, 1.0 eq.), and DIPEA (2.0 ml, 1.5 g, 4.0 eq.) and the mixture stirred at room 

temperature for 30 minutes.  3-azidopropylamine (2.50 g, 8.0 eq.) was added to the mixture 

and then the mixture was stirred overnight at room temperature.  Once the reaction was 

complete according to bromocresol green test, the mixture was concentrated in vacuo as far as 

possible, and the oily dark residue taken up in a pH 3 solution of HCl in water.  The brown 

precipitate that formed was then collected by centrifugation, the supernatant decanted and the 

pellet was then thoroughly washed four times with pH 3 water, with centrifugation and 

decanting of the supernatant for each wash.  The pellet was then taken up in 5 mL of a 4 M 

solution of HCl in 1,4, -dioxane, and stirred at r.t. for 30 minutes.  The mixture was then 

precipitated through addition of 50 mL diethyl ether and crude 1.20 was collected by 

centrifugation.  The mixture was washed twice more with diethyl ether with centrifugation and 
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decanting of the supernatant for each wash.  Pure 1.20 (1.34 g, 2.88 mmol, 93%) was obtained 

by recrystallisation from methanol. 

1H NMR (400 MHz, DMSO δ = 2.50 ppm): 8.89 (2H, s), 8.66 (3H, s), 8.45 (2H, d, J = 7.6 Hz), 

8.45 (1H, d, J = 7.6 Hz), 8.31 (1H, s), 8.03 (1H, d, J = 8.1 Hz), 8.01 (1H, d, J = 7.6 Hz), 7.87 

(1H, d, J = 7.6 Hz), 7.78 (2H, d, J = 8.5 Hz), 4.14 (2H, q, J = 5.2 Hz), 3.45 (2H, q, J = 6.5 Hz), 

3.38 (2H, t, J = 7.5 Hz), 1.83 (2H, quin, J = 7.5 Hz) (one benzimidazole resonance missing). 

13C NMR (100 MHz, DMSO δ = 40.0 ppm): 166.0, 153.0, 151.1, 138.6, 134.8, 132.9, 132.3, 

130.1, 128.6, 128.4, 125.2, 124.5, 116.1, 114.0, 113.8, 49.1, 42.3, 37.4, 28.8 (some resonances 

missing due to degeneracy and weak signals of quaternary atoms). 

FT-IR (ATR): 2924, 2100, 1614, 1442, 1139, 1109 cm-1 

MALDI-MS [M+H]+: 465 

ESI-MS [M+H]+: 465 

HPLC: tr (5 – 90% buffer D in buffer C): 12.1 minutes 

Elemental Analysis: Calc.: C 50.72% H 5.79% N 21.29%.  Found: C 51.99%, H 6.04% N 

19.58% (consistent with the hydrochloride pentahydrate, some decomposition of the azide 

observed).   

UV-Vis: λmax = 334 nm 

Molar Extinction coefficient: 24500 M-1cm-1 (DMSO) 

3-azidopropionic acid (2.27)110 

 

To a stirred solution of 10 g 3-bromopropionic acid (10.0 g, 65 mmol) in 100ml water was 

added sodium azide (6.37g 98 mmol, 1.5 eq.) and the mixture was heated to reflux for 12 hours.  

The mixture was then acidified to pH 1 with 4 M aqueous HCl, accompanied by a colour change 

from orange to pale yellow, upon which the mixture extracted with diethyl ether (5 x 100 mL).  
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The combined fractions were then dried over Na2SO4, filtered, and then concentrated in vacuo.  

The residue, which contained traces of Et2O by 1H NMR, was then dried in vacuo overnight, 

and the yellow oil obtained (7.4 g, quantitative yield) was observed to be pure 2.27. 

1H NMR (500MHz, CDCl3, δ = 7.26 ppm): 3.59 (2H, t, J = 6.5 Hz), 2.64 (2H, t, J = 6.5 Hz) 

13C NMR (125MHz, CDCl3, δ = 77.0 ppm): 176.8, 46.4, 33.8. 

FT-IR (ATR): 2098, 1712, 1240, 1176 cm-1. 

ESI-MS [M+H+]:  116 

3-azidopropionyl chloride (2.37)123. 

 

To a stirred solution of 3-azidopropionic acid (1.00g, 8.7mmol) in 17 mL dichloromethane was 

added oxalyl chloride (0.9 ml, 1.32 g, 10.7 mol, 1.2 eq), and the mixture stirred at room 

temperature for 6 hours.  The resultant solution thus obtained was then used in the next step 

without any purification as a solution of the product with an assumed concentration of 0.51 M. 

3-azidopropionic anhydride (2.29) 

 

To a stirred solution of DCC (1.00 g, 4.85 mmol, 0.45 eq.) in dry DCM (11.0 mL) was added 3-

azidopropionic acid (1.25 g 10.6 mmol, 1.0 eq.) and the mixture stirred at room temperature for 4 hours.  

Upon completion, the now cloudy mixture was filtered through a pad of Celite to remove the white 

precipitate that formed.  The resultant pale yellow solution was dried by blowing argon through the 

solution for 30 minutes and stored under argon without any further purification. 
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2'-(4-((3-azidopropanamido)methyl)phenyl)-N-(3-(dimethylamino)propyl)-1H,3'H-[2,5'-

bibenzo[d]imidazole]-6-carboxamide (1.21): 

 

Method A (from 2.24 by HATU-mediated coupling):  

To a stirred solution of 2.24 (200 mg, 1.65 mmol, 3.0 eq.) in 2ml dry DMF, was added HATU 

(420 mg, 1.1 mmol, 2.0 eq.) and DIPEA (0.5 mL, 0.625 g, 4.8 mmol, 8 eq.).  The mixture was 

then stirred vigorously at room temperature for 30 minutes upon which 2.24 (250 mg, 0.55 

mmol, 1.0 eq.) was added.  The mixture was stirred at room temperature until full conversion 

of 2.24 was observed by Kaiser test.  Once complete, the residue was then concentrated in 

vacuo as far as possible.  The residue was then taken up in 50 mL of saturated aqueous 

NaHCO3, adjusted to pH 11 with 1 M aqueous NaOH, and the mixture extracted three times 

with 50 mL n-butanol.  The collected organic layer was then dried over Na2SO4 and filtered.  

The resultant orange solution was then concentrated in vacuo and the residue taken up in a 1:1 

v/v mixture of water and acetonitrile.  Crude 1.21 was then purified by RP-HPLC using a TFA 

peptide buffer system (5-90% MeCN over 30 minutes).  Fractions confirmed to contain 1.21 

by ESI-MS were then buffered by addition of triethylamine, lyophilised to dryness, and the 

oily residue desalted through a short C18 RP silica plug to furnish 1.21 (3.60 mg, 6.37 μmol, 

1.2%) as a hygroscopic orange solid. 

Characterisation as per Method C. 

Method B (from 2.24 and 2.28):  

To a flame-dried three-necked flask equipped with a stirrer bar containing a stirred suspension 

of 2.24 (100 mg, 0.21 mmol) in 10 mL dry THF was added dry triethylamine (400 mg, 4.2 

mmol, 20.0 eq.) and a solution of 2.28 (0.51 M, 4.2 mL, 10.0 eq.) and the mixture stirred at 
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room temperature until reaction was complete (negative Kaiser test).  Upon completion, any 

remaining acid chloride was quenched through addition of ethanol, and the mixture 

concentrated to dryness in vacuo.  The crude solid thus obtained was taken up in 10 mL 

saturated aqueous NaHCO3 and adjusted to pH 11 through addition of 1M aqueous NaOH, and 

then extracted 3 times with 10 mL n-butanol.  The collected organic layer was then filtered, 

dried over Na2SO4 and concentrated to dryness in vacuo.  The residue was then taken up in 10 

mL ethanol, and precipitated as a solid through dropwise addition of 4 M HCl in dioxane.  The 

precipitate thus obtained was then isolated by centrifugation, and washed twice with DCM, 

with centrifugation and decanting of the supernatant.  The pellet thus obtained was then 

dissolved in 5 mL water and then lyophilised to dryness to obtain crude 1.21, which was 

observed by 1H NMR to contain approximately 3 eq. of triethylamine hydrochloride.  This 

crude mixture was then purified by repeated desalting procedures through a short column of 

C18 RP-silica to furnish pure 1.21 (15.0 mg, 25.2 μmol, 12%) as an orange solid. 

Method C (from 2.24 and 2.29): 

To a stirred solution of deprotonated 2.24 (200 mg, 0.43 mmol, 1.0 eq.) in 10 ml dry DMF was 

added a solution of 2.29 in DCM (0.5 M, 9 mL, 4.3 mmol 10.0 eq.) and the mixture stirred at 

room temperature for 16 h.  Once confirmed complete by negative ninhydrin test, the mixture 

was then concentrated in vacuo.  The residue was taken up in saturated aqueous NaHCO3 (25 

mL) and then 5 mL 1 M NaOH was added.  The aqueous layer was then extracted twice with 

25 mL n-butanol.  The separated aqueous layer was then dried over Na2SO4 and concentrated 

in vacuo.  The residue, which contained dicyclohexylurea and other impurities was then 

purified as per method A to furnish 1.21 (11.5 mg, 20 μmol, 4.7 %) as a hygroscopic orange 

solid. 
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1H NMR (500 MHz, DMSO δ = 2.50 ppm): 10.97 (1H, s), 9.11 (1H, br s), 8.97 (1H, br s), 8.86 

(1H, t, J = 6.0 Hz) 8.61 (1H, d, J = 8.4 Hz) 8.56 (1H, d, J = 8.4 Hz) 8.52 (1H, d, J = 8.0 Hz), 

8.46 (1H, d, J = 7.8 Hz), 8.37 (1H, s), 8.08-8.13 (1H, m), 8.00 (1H, d, J = 8.2 Hz), 7.86 (1H, 

d, J = 8.4 Hz), 7.66 (1H, d, J = 8.4 Hz) 7.54 (1H, d, J = 8.0 Hz), 4.66 (1H, br s) 4.40 (1H, q, J 

= 5.5 Hz), 3.57 (2H, t, J = 6.3 Hz), 3.39 (2H, q, J = 6.3 Hz), 3.11 (2H, t, J = 5.5 Hz), 2.74 (3H, 

s), 2.73 (3H, s), 2.52 (2H, t, J = 6.6 Hz), 2.00 (2H, quin, J = 7.0 Hz). 

FT-IR (ATR): 2924, 2100, 1614, 1442, 1139, 1109 cm-1. 

Retention time (Buffer D in buffer C): 13.1 minutes 

ESI-MS = 565 [M+H]+. 

UV-Vis: λmax = 334 nm 

Extinction coefficient: 30500 M-1cm-1 (water) 

Retention time (0.1 % TFA in H2O/MeCN, 5-90 % MeCN 18 min gradient): 13.2 min. 

Elemental Analysis: Calc.: C 50.64% H 5.79% N 17.89%.  Found: C: 50.39%, H 5.35%, N 

16.69% (consistent with the trifluoroacetate salt pentahydrate). 
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3. Analysis of thermal melting of an A3T3 dsDNA tract in 

complex with compounds 1.9, 1.20 and 1.21. 
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3.1 Introduction 

3.1.1: Current state-of-the-art in the analysis of the dynamics of H33258: dsDNA complexes. 

Although the thermodynamics of formation of complexes of Hoechst 33258 1.9 (Fig. 3.1) with 

A-T tracts of dsDNA are well understood, i.e. the main driving force is a large positive entropy 

change,53,124 the molecular processes by which the complex forms is much less well-

understood.   

 

 

One of the main reasons why this is the case is that the standard spectroscopic techniques used 

to study the dynamics of biomolecular processes lack the time resolution (in the case of NMR), 

or structural resolution (in the case of fluorescence) necessary to investigate the dynamics of 

this process (Section 1.5.3).7  The kinetics of complex formation between 1.9 and an A30T30 

tract of dsDNA has been shown to be extremely fast, with a kon of 220 ± 65 x 103 s-1.50  As 

such, studies of the dynamics of biomolecular processes have largely been limited to MD 

simulations and calculations.  The infrared spectroscopy work described in part in this thesis 

represents the first direct observation of the mechanism of thermal dissociation of a 

bisbenzimidazole: dsDNA complex, with a view to looking at the association dynamics of this 

process. 

3.1.2. Aims. 

The aims of this chapter are: 

i.       To study the melting of dsDNA into ssDNA by both UV-Vis and IR spectroscopy. 

Figure 3.1: Structure of Hoechst 33258, 1.9 



Ph.D. Thesis 

John May, Student No. 201255025  
  

99 
 

ii.      The UV and IR melting behaviour of 1.9 in complex with dsDNA will be studied by 

UV-Vis and IR spectroscopy.  This data will serve as a comparison to ensure that 

the data obtained for 1.20 and 1.21 is similar enough to that obtained for 1.9. 

iii.       To study the melting behaviour of 1.20 and 1.21 in complex with dsDNA by UV-

Vis and IR spectroscopy in both the 1575 – 1700 cm-1 and azide regions in order to 

ascertain whether the azide functional group serves as a useful probe for IR studies 

on ligand-dsDNA complexes. 

 

3.1.3. Fluorescence studies of the 1.9: dsDNA complex. 

Fluorescence studies of free dsDNA have shown evidence of an intermediate state between 

melted and duplex DNA; that there exists a transient state in which the DNA no longer exists 

in a duplex, nor is it fully melted, rather it is characterised by transient duplexation and 

mispairing as the bases attempt to form Watson-Crick base pairs with each other.  Hence, DNA 

melting is not a simple two-state model, as would be expected by inspection of a simple UV-

Vis melting curve.125  Further computational studies have shown that in high-salt concentration 

solutions, an intermediate state exists between base paired and melted DNA upon heating of 

the sample.  The characteristic feature of this state is weak and nonspecific base pairing 

between the two strands.  Full melting is observed when the mixture is heated further – i.e. to 

the top of the sigmoid curve (Fig 1.27).126 

 

The fluorescence of Hoechst 33258 increases sixtyfold in complex with dsDNA compared to 

free solution, and hence fluorescence spectroscopy has been used to study the kinetics of 

association and dissociation of the ligand to dsDNA.127  Unlike the hypothesised linear two-

state model in which association of 1.9 with dsDNA causes a change in the conformation of 

DNA (Fig 3.2), a more nuanced picture of binding was observed.90  The rate constant k1 
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represents the rate of formation of a complex of dsDNA and an incoming ligand, and k2 

represents a rearrangement step in which the dsDNA changes conformation to accommodate 

the ligand in its optimal binding site.  In the case of 1.9, this conformational change comes 

from “slipping” of the ligand from the AATT binding site to accommodate the bulky piperazino 

moiety – consistent with the different binding sites observed from X-ray structures.64,128  This 

appears to be related to the shape of the dsDNA, if a TpG or TpC base step is present, the 

piperazino moiety sits across the GC base pair, leading to an apparent 5’-AATTG-3’ binding 

site. 

 

 

 

If a TpA base step is present, the wide minor groove exhibited by this base step accommodates 

the piperazino group, and the apparent binding site becomes 5’-AATTA-3’.90 

 

Although evidence exists for this mechanism, observed fluorescence spectra also showed 

evidence for a parallel single-step association mechanism between 1.9 and dsDNA (Fig. 3.2).90  

The optimised complex and suboptimal complexes are mutually exclusive, and the mechanism 

of complex formation can be thought of as the ligand “seeking” its optimal binding site, and 

weak association and dissociation occurs until the optimal binding site is found.90  Elements 

from both of these proposed reactions were observed from the fluorescence spectra of the 1.9: 

dsDNA complex, and neither of these models proved sufficient to explain the binding 

behaviour of 1.9.90 

Figure 3.2.  (a) The classical two-state model governing formation of 1.9: dsDNA complexes.90  (b) 

The overall association constant for the process. 
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Although fluorescence has some utility in understanding the binding behaviour of 1.9 to A-T 

tracts of dsDNA, it involves electronic excitation of the whole molecule, and hence although it 

has the temporal resolution necessary to probe the dynamics of 1.9: dsDNA formation, it lacks 

the structural resolution necessary for probing the changes in dsDNA structure, and hence to 

what extent conformational changes in dsDNA are as a determinant of the binding behaviour 

of 1.9 and its analogues.  With the 2D-IR approach taken by this project, it will prove possible, 

by understanding the changes in the IR spectrum of dsDNA, understand the conformational 

changes of dsDNA upon binding of a small molecule ligand.  Moreover, circular dichroism 

and fluorescence studies on both duplex and hairpin DNA have shown that A-T tracts are 

unique in that a premelting complex occurs where the oligomer is not fully melted, nor is it 

recognisably dsDNA.129,130  it has been hypothesised that these “premelted complexes” present 

unique binding sites for either proteins or small molecules.  The greater structural resolution of 

2D-IR spectroscopy should allow for some structural characterisation of this “premelted 

complex”.  

 

3.1.4. Molecular Dynamics simulations of the H33258: dsDNA complex. 

 The dynamics of the hydration of complexes of 1.9 and dsDNA is key to understanding the 

dynamics of complex formation and have been previously studied by calculation and time 

resolved fluorescence spectroscopy.  In addition to the observation that the thermodynamic 

Figure 3.3: (a) The single step model of ligand: dsDNA association.  (b)  The relationship of this 

model to the overall binding constant.90 
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driving force governing binding of 1.9 to dsDNA is dependent on the extrusion of water from 

the groove to the bulk solvent, it has been shown that the fluorescence lifetime of both bound 

and free 1.9 is dependent on the solvation of the chromophore.131  It was shown that, although 

there is an increase in fluorescence lifetime consistent with the change in solvent environment 

from water to the minor groove, the magnitude of the change  would suggest that the ligand is 

still heavily hydrated by weakly bound water molecules. Another longer contribution to the 

fluorescence lifetime comes from conformational reorganisation of the DNA duplex to 

accommodate 1.9.131  These observations serve as evidence for a rigid binding mode of a 

heavily hydrated complex with water-mediated hydrogen bonding between 1.9 and dsDNA.  

Molecular dynamics simulations based on this finding have shown that the solvation of 1.9 is 

not markedly different from that in free solution, and the enhanced fluorescence lifetime can 

be wholly attributed to interactions between the duplex and the ligand.132 

Molecular dynamics simulations have also been used to model the behaviour of an A-tract of 

DNA upon binding of 1.9.84  The simulation showed that the energy minimum is the formation 

of narrow B-type DNA tracts such as that shown in Figure 2.2.  The preference of 1.9 for A-T 

tracts as opposed to A-T repeats, T-A tracts, or especially, T-A repeats was explained by the 

characteristically high twist angle of TpA steps leading into widening of the minor groove, 

greater hydration of the groove, and hence dramatically reduced binding affinity.84  Conversely, 

A-T tracts exhibit narrow minor grooves at equilibrium,35 and can be considered to be a “pre-

arranged” binding site for the incoming ligand.5  A-T repeats however, although they exhibit a 

minor groove of a similar width to idealised B-DNA at equilibrium,35 are made up of the most 

conformationally flexible of any two base-pair steps19 and as such, can arrange into 

conformations that mirror both that of an A-tract and consecutive ApT steps.5  

Consequently, there is evidence for both a prearranged “lock-and-key” for A-T tracts, and an 

“induced-fit”, in which dehydration of the groove causes narrowing for A-T repeats, model for 
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the binding of 1.9 to dsDNA for an A-tract, or A-T repeats, respectively.  The 2D-IR approach 

taken in the course of this project will serve to give a fuller picture of the binding mechanism 

of compounds similar to 1.9 – allowing for the design of new DNA binding therapeutics.  This 

approach will - like fluorescence anisotropy - indicate the binding state and local solvation 

dynamics through labelling of 1.9 with an infrared active probe, and secondly through 

correlation of the vibrations associated with the DNA duplex, direct observation of the time-

resolved picture of the association and dissociation mechanisms of 1.9 from dsDNA can be 

obtained. 

 

3.1.5. IR studies of dsDNA. 

Two studies on the IR signatures of DNA bases have served as models for interpreting the IR 

spectra of complexes of 1.20 and 1.21 (Fig. 3.4)  in complex with dsDNA: a review of 

experimental studies reported by Gräslund et al.,133 and a thorough computational study by 

Cho et al..134,135,136,137  

 

The review published by Gräslund133 served as a library for initial assignment of the one-

dimensional IR spectra through recording and assignment of the IR spectra of DNA oligomers 

containing exclusively G-C or A-T base pairs in D2O.  Works by Cho et al., calculated the 

effects of base pairing,134 solvent deuteration,135 simulation of the dynamics of dsDNA systems 

and the 2D-IR spectra of dsDNA, and the IR signatures of A-, B-, and Z-form dsDNA.137  The 

vibrational modes related to the bases (Fig. 3.5) are coupled to each other through the base 

Figure 3.4.  Structures of azides 1.20 and 1.21. 
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pairs, and hence, changes in the IR spectrum of dsDNA, and by extension complexes with 

small molecules, are indicative of transition to a melted state.138 

 

 

Vibration (GC 

pair) 

Frequency (cm-1) Vibration (AT 

pair) 

Frequency (cm-1) 

Gs 1694.7 T2s 1699.3 

Cs 1646.1 T4s 1650.0 

Cr 1624.4 Ar1 1627.0 

Gr 1576.6 Ar2 1554.4 

  Tr 1627.0 

 

Figure 3.5.  The eight basis vibrational modes of DNA bases.  The nomenclature of the vibrations 

are indicated below, and the bonds comprising the vibrations  are shown with red arrows.135 

Table 3.1. Calculated frequencies of deuterated base pairs associated with 5 D2O molecules.135 
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Wavenumbers 

 (cm-1) 

Assignment Fig 3.5 Assignment Comments 

1688-1691 T ss/ds  Ar1T2s (dsDNA) 

T2s (ssDNA) 

C2=O2 stretch of 

thymidine.  Increases 

in intensity upon 

duplexation.  

1689-1678 G ds GsCs (dsDNA) C6=O6 stretch of 

Guanosine paired to 

Cytosine carbonyl 

1673-1660 G ss/  Gs (ssDNA) C6=O6 stretch of G 

1671-1655 T ss / T4s (ssDNA) C4=O4 of T ss.  Less 

intense in dsDNA. 

1655-1679 C ss/ds GsCs (+) 

 

C carbonyl 

Increases in intensity 

upon duplexation 

1645-1641 T dsC ds  Tr, GsCr In plane ring 

vibration 

1632-1622 A ss/ds 

 

Ar1Tr (dsDNA) 

Ar1 (ssDNA) 

Decreases in 

intensity upon 

duplexation.  



Ph.D. Thesis 

John May, Student No. 201255025  
  

106 
 

Contribution from 

cytosine here too. 

1590-1575 G ss/ds,  GrCs (dsDNA) 

Gr (ssDNA) 

C=N ring vibrations 

Decreases in 

intensity upon 

duplexation 

 

 

The basis vibrational modes of the vibrations shown in Fig. 3.5 are shown in Table 3.1.  The 

frequencies of the vibrational modes shown in Tables 3.1 and 3.2 serve as a guide for 

assignment of the IR spectra of complexes of 1.20 and 1.21 with dsDNA.   Mapping the changes 

in the IR spectrum of these complexes will firstly indicate the melting behaviour of the duplex, 

and secondly correlation of the changes in the azide region of the IR spectrum with the changes 

observed in the DNA region will prove the efficacy of the use of the azide as a reporter 

functional group.  In the case of the Gräslund study, the melting behaviour of the free dsDNA 

was recorded in order to study the different behaviour of the vibrational modes of dsDNA and 

ssDNA – i.e. the behaviour of DNA as it melts.  The results are summarised in Table 3.2.  The 

data in Table 3.2 provides a useful means for interpreting the changes in the IR spectrum upon 

melting of dsDNA.  Some differences exist between the Cho and Gräslund studies; these are 

likely due to discrepancies between calculation and assignment of the experimental data.  

Where possible, the Cho assignments are also shown in Table 3.2.   

 

Table 3.2. Experimental observations of the melting behaviour of the 1550-1700 cm-1 region of 

DNA.133 
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3.2 DNase I footprinting analysis. 

To find the consensus binding sequence of 1.20 and 1.21, and to compare to that of 1.9, a 

DNase I footprinting experiment was carried out on 1.20 and 2.24 by Professor K. R. Fox at 

the University of Southampton.139   

For each sequence of dsDNA tested (in which all possible dsDNA hexamers were represented) 

the gaps in the digestion patters pointed to a clear preference for 5’-AAATTT-3’ sequences 

over all others, notably 5’-ATATAT-3’ was observed (Figs. 3.6-3.8).139  As such, the DNA 

oligomers chosen over the course of this project all contained the consensus sequence 5’-

AAATTT-3’.  The footprinting results showed that 1.20 and 2.24 have an almost identical 

consensus binding sequence to 1.9 (5’-AATT-3’)89, although the presence of the amide 

functional groups increase the length of the consensus binding site by two base pairs.  Gaps in 

the digestion pattern corresponding to other A-T tracts of four and six base pairs are also 

evident from the digestion patterns.  As expected, T-A tracts are absent. 

 

 
Figure 3.6.  DNase I footprinting results of the HexA dsDNA fragment (sequences shown.)139 
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3.3. Analysis of the melting behaviour of dodecamer and decamer dsDNA. 

The majority of the infrared spectroscopic experiments discussed hereafter in this chapter form 

part of a collaborative effort that links the work in this thesis with the PhD work of Lennart 

Ramakers of the Department of Physics at the University of Strathclyde.  Where the data 

presented is a result of this collaboration it is clearly referenced. 

Figure 3.7.  DNase I footprinting results of the HexB dsDNA fragment (sequences shown.)139 

Figure 3.8.  DNase I footprinting results of the MS1 and MS2 dsDNA fragments (sequences shown.)139 
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3.3.1: UV and IR melts of free dodecamer dsDNA. 

The DNA oligomer initially used in this study, ODN 3.1, is shown in Fig. 3.9. 

 

 

The melting temperature of ODN 3.1 was measured by UV spectroscopy, and the melting 

temperature was observed to be 51 °C. (Fig. 3.10).   

 

 

The IR melting curve in D2O is shown in Figure 3.11.  Four peaks were identified from the 

1550 – 1700 cm-1 region of the spectrum at 1570, 1620, 1660 and 1690 cm-1.  These vibrations 

are dominated by the GrCs, Ar1Tr, T4sCs, and T2s vibrations respectively, although contributions 

from other base pairs are undoubtedly present.136  Fig. 3.11 also shows the changes in the 

spectrum upon melting of the DNA duplex. 

Figure 3.9. Structure of ODN 3.1.  The second strand is complementary to that depicted. 

Figure 3.10.  Melting curve of ODN1 at 1μM.  The spike in Run 1 is an artefact of the spectrometer. 
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To understand the changes in the spectrum, a difference spectrum of the IR spectrum of ODN 

3.1 was generated through subtraction of the observed DNA spectrum from the spectrum 

collected for dsDNA at 32 °C. The results are shown in Fig. 3.12. 

 

 

The difference spectrum reflects the changes observed in Fig. 3.11.  As predicted in Table 3.2, 

there is an increase in the peaks at 1620 and 1660 cm-1 and a decrease at 1690 cm-1.  In contrast 

to Table 3.2, there appears to be a decrease in the intensity of the peak at 1570 cm-1, this is 

likely due to a blue shift in the peak position upon melting, as evidenced by the presence of the 

Figure 3.11. DNA melting curve for free ODN 3.1 at 5 mM.  Arrows indicate the changes observed in 

the spectrum with increasing temperature. 

Figure 3.12.  Difference spectrum of ODN 3.1. 



Ph.D. Thesis 

John May, Student No. 201255025  
  

111 
 

positive peak at ~1590 cm-1.  This blue shift is due to the breaking of the Watson-Crick base 

pairing upon melting, the lack of hydrogen bonding due to base-pairing strengthens the C=N 

bonds, and hence the vibrational frequency increases.  Moreover, the presence of the peak 

centred at 1450 cm-1 (due to the presence of phosphate salts coming from the buffer) could 

complicate interpretation of the IR absorption band at 1570 cm-1.  Consequently, all further 

investigations of the dsDNA reported in this chapter have focused on the 1600 – 1700 cm-1 

region.   

The next step in the analysis of the IR spectrum of ODN 3.1 was to fit the spectrum to a series 

of Gaussian peaks corresponding to the appropriate IR bands in the spectrum.  An example of 

the fitting is shown in Appendix 7.13.  The strategy employed was to take the spectrum at 51 

°C, at which the presence of melted and duplex DNA is approximately equal and fit the 

spectrum to five  Gaussian peaks at 1570 cm-1, 1620 cm-1, 1645 cm-1, 1665 cm-1 and 1690 cm-

1.  Once this has been completed, the spectra at lower temperatures were analysed in the same 

manner, thus essentially fitting the peaks for dsDNA.  Finally, the peaks were fitted at higher 

temperatures, thus the contribution to the IR spectrum of melting dsDNA from melted, ssDNA 

could be evaluated.  The changes in peak height between the two purine ring vibrations was 

analysed, and a lineshape resembling a combination of a straight line and a sigmoid was found 

(Fig. 3.13).  The turning point for the sigmoidal section of the curve was observed to be 68 °C.  

The discrepancy in Tm observed when the technique was changed from UV to IR spectroscopy 

is due to the fact that a more concentrated sample was used for the IR melting experiments – a 

fuller discussion of this phenomenon can be found in Section 3.7.7    

Although a sigmoid profile similar to that observed for the UV melting curve was observed 

and hence melting was observed, it was thought that the melting temperature was too high to 

allow for fitting of a full sigmoidal curve for a ODN 3.1 complex with a stabilising ligand.  
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Consequently the decision was taken to use a 10-mer duplex, ODN 3.2 (Fig. 3.14 a) which 

maintains the A3T3 binding site, but the terminal GC base pairs are missing .   

 

 

3.3.2 Analysis of the thermal melts of decamer dsDNA by UV and IR specroscopy. 

ODN 3.2 exhibited a melting temperature of 35 °C at 1 μM concentration (Fig. 3.14 b). 
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Figure 3.13.   Changes in peak amplitude of the guanosine (1560 cm-1) and adenosine (1620 cm-1) 

purine ring vibrations (Fig. 3.12).   

Figure 3.14. (a) Sequence of ODN 3.2.  (b) UV melting curve of ODN 3.2, Tm = 35 °C. (1 μM 

concentration) 

(b) 
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The IR melts of free ODN 3.2 were carried out at 2.5 mM concentration and the results are 

shown in Fig. 3.15.  A similar melting profile to that observed for ODN 3.1 was found. 
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ODN 3.2 Duplex IR Melt Spectra

 

 

The IR spectra of free ODN 3.2 at both 20 °C and 80 °C with are shown in Figure 3.16. 

  

 

From inspection of Figure 3.16, changes in the spectrum reflect those expected in Tables 3.1 

and 3.2. An increase in the IR response at 1620 cm-1 was observed.  A decrease in the 

absorption band of the peak at 1692 cm-1 (Gs and T2s stretching vibrations) was also observed 

signifiying melting of the A-T base pairs of ODN 3.2.  The fates of the peaks at 1645 cm-1 and 

Figure 3.15.  Changes in the IR spectrum of free ODN 3.2 as a function of temperature in the region 

between 1600 and 1700 cm-1  The total duplex concentration was 2.5 mM.118 

Figure 3.16. (a) The IR spectrum of ODN 3.2 at 20 °C between 1600 and 1700 cm-1.  (b) The same 

sample at 80°C.118 
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1665 cm-1 are more complex due to the redshift of the Gs carbonyl stretching vibration in 

dsDNA to that observed in ssDNA (Table 3.2).  A blue shift was observed for the 1645 cm-1 

band, coming from breaking of the Watson-Crick base pairing increasing the electron density 

on the C=C and C=N bonds of the pyrimidine rings of the thymidine and cytosine bases, 

increasing the bond strength and hence, the absorption frequency.  Because of this redshift and 

the blueshift in the Cs carbonyl stretching vibration observed upon melting, the behaviour of 

these two peaks is more difficult to understand due to these two peaks coming together upon 

melting of ODN 3.2.  The contributions of these peaks could be deconvoluted through fitting 

of these vibrations to four Gaussian peaks as per Appendix 7.13.  It was found that plotting the 

changes in peak height from that observed in Fig. 3.16 was the best indicator of dsDNA melting 

(Fig. 3.17). 

 

 

Figure 3.17.  Comparison of the changes in peak height of the IR spectrum of free ODN 3.2 as a 

function of temperature.(a) 1620 cm-1, (b) 1645 cm-1 (c) 1665 cm-1 (d) 1692 cm-1.118 
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The observed melting temperatures of ODN 3.2 are summarised in Table 3.3.  The melting 

temperatures of ODN 3.2 by IR are significantly higher than observed by UV-Vis spectroscopy 

(58 – 66 °C).  This is due to the significantly higher concentration of sample required for a 

good signal to noise ratio for IR spectroscopy as opposed to UV spectroscopy (2.5 mM for IR, 

1 μM for UV). It is well-known that Tm is dependent on both salt and oligomer concentration,140 

and is a consequence of the thermodynamics of association of ssDNA to form dsDNA (Section 

3.7.1).141,142 

Fig 3.14 shows that the melting behaviour of free ODN 3.2 is somewhat complex, and the four 

peaks each have different values of Tm (Table 3.3, Fig. 3.18).  As such, to get a single melting 

temperature from this data set, principal component analysis was carried out on ODN 3.2 (Fig. 

3.18).  The melting temperature was observed to be 59 °C, 24 °C higher than at 1 μM.   

 

Peak Centre (cm-1) Tm (°C) 

1620 61 

1645 65 

1665 66 

1692 58 

   Table 3.3.  Melting temperatures of free ODN 3.2, found from differentiation of the sigmoid curves. 
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From the data in Figures 3.17-3.18, and Tables 3.2 and 3.3 it is tempting to suggest that as the 

peaks at 1665 and 1645 cm-1 in the IR spectrum are dominated by G-C base pair vibrational 

modes, and those at 1623 and 1692 cm-1 are dominated by A-T vibrational modes, that ODN 

3.2 melts in the central A-T tract first, i.e. by a “bubbling” mechanism (Fig. 1.35).143  However, 

although this may be the case, this data is far from conclusive, as minor contributions from G-

C base pairs exist in the peaks at 1623 cm-1 and 1692 cm-1 and vice versa.  Other reasons, for 

example base stacking interactions may be a cause of the varied values of Tm for each band.   

Time-resolved correlation of these vibrational modes of dsDNA  by 2D-IR will unambiguously 

show the mechanism by which ODN 3.2 melts. 

3.3.3: Comparison of the UV melts at high and low concentration. 

To prove that the higher concentration of ODN 3.2 in the sample was the root cause of the 

observed discrapancy in Tm between the UV and IR melting experiments, UV melting 

experiments were carried out on free ODN 3.2 at concentrations ranging from 1 μM to 2500 

μM.  The results are shown in Fig. 3.19. 

Figure 3.18 Principal Component Analysis of the of the IR melt of ODN 3.2.118 
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Fig. 3.19 shows that Tm follows a  logarithmic distribution, reaching an asymptotic maximum 

at 59 °C.  This finding proves that the discrepancy in the observed Tm between the UV-Vis 

experiments and the IR melting experiments is solely due to the increased concentration of 

ODN 3.2 in the sample.  It also appears that 59 °C is the maximum melting temperature of free 

ODN 3.2 – whether the presence of an MGB increases this maximum will be investigated. 

3.4. Analysis of the melt of 1.9: ODN 3.2 complex by UV-Vis and IR spectroscopy. 

3.4.1. UV-Vis spectroscopy of the 1.9: ODN 3.2 complex at 1 μM . 

To show that the binding of azide-labelled compounds 1.20 and 1.21 to A-T tracts of dsDNA 

are similar to that observed for 1.9, the melting behaviour of complexes of 1.9 in complex with 

dsDNA were investigated.  The UV-Vis melt of 1.9 in complex with ODN 3.2 and ODN 3.1 

are shown in Figs. 3.20 and 3.21 respectively. 

Figure 3.19.  Variance in Tm with increasing concentrations of ODN 3.2.118 
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The melting temperature for the 1.9: ODN 3.2 complex was observed to be 48 °C, presenting 

a stabilisation (ΔTm) of 13 °C, indicative of significant stabilisation when 1.9 is in complex 

with ODN 3.2.  A similar ΔTm was observed when for the complex of 1.9 with ODN 3.1 (Fig. 

3.21), the stabilisation was found to be 11 °C (Tm = 62 °C).  Despite the lower ΔTm observed 

for ODN 3.1 than for ODN 3.2, the similar values for ΔTm showed that changing from the 

original dodecamer in ODN 3.1 to the decamer ODN 3.2 had little effect on the binding strength 

of 3.1, and hence, provided the target binding site remains the same.  This vindicated the 

decision to change the oligonucleotide from ODN 3.1 and ODN 3.2.  The origin of the 2 °C 

discrepancy in the ΔTm of the two complexes of 1.9 with ODN 3.1 and ODN 3.2 is likely to be 

due to photodegradation of the sample of 1.9 used in the experiment with ODN 3.1.  1.9 is 

known to be photosensitive, and although stock solutions were kept away from light at -20 °C, 

the sample was likely to have aged somewhat.  This was confirmed by a UV-Vis experiment 

of this sample of 1.9 and a new sample of 1.9 which showed a reduced value of the molar 

extinction coefficient (data not shown). 

Figure 3.20.  UV melting curves at 1 μM of (black) free ODN 3.2, and (blue) the 1.9: ODN 3.2 

complex..118   
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3.4.2.  High concentration UV-Vis spectroscopic measurements. 

Given the observed increase in Tm with increasing concentration of ODN 3.2, the melting 

behaviour of the 1.9: ODN 3.2 complex at 2.5 mM concentration was investigated by UV-Vis 

spectroscopy, in order to obtain a ΔTm at a concentration necessary for DNA melts by IR 

spectroscopy to be carried out. 

 

 

Figure 3.21.  UV-Vis melt of the ODN 3.1:1.9 complex at 1 μM.   

Figure 3.22.   Comparison of the melting temperature of free ODN 3.2 (black) and its complex with 

1.9 (blue).  .118 
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The melting temperature for the 1.9:ODN 3.2 complex was 59 °C  - exactly that found for the 

free duplex.  Extensive structural characterisation of the binding mode of complexes of 1.9 

with dsDNA oligomers have shown that a single, high-affinity minor groove binding mode 

does exist at high concentration,144,99 and that consequently the lack of observed stabilisation 

of the 1.9: ODN 3.2 complex compared to free ODN 3.2 is presumably related to the 

thermodynamic properties of dsDNA melting observed for free ODN 3.2 (Fig. 3.19).  The 

observed lack of stabilisation observed through the course of these melting experiments is not 

important for the purposes of this project; all that is sufficient isformation of a well-defined 

complex between ODN 3.2 and a given ligand as well as the formation of sigmoidal melting 

curves upon spectroscopic investigation of these complexes, such that they can be investigated 

fully.  

3.4.3. IR melting experiments on the 1.9: ODN 3.2 complex. 

Melting experiments were carried out on the 1:1 stoichiometric complex of 1.9 and ODN 3.2 

at 2.5 mM using identical conditions to those used for free ODN 3.2 (Fig. 3.23).  The four 

peaks were present as for free ODN 3.2 (Section 3.3.2) and the basic shape of the spectrum was 

identical to free ODN 3.2, indicating that the presence of the ligand does not significantly alter 

the Watson-Crick base pairing, as expected from structural studies of this complex.64   
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Analysis of the changes in peak heights of the complex were also carried out leading to a similar 

profile for free ODN 3.2, indicating no change in the fundamental melting mechanism (Fig. 

3.24).  Sigmoidal profiles were obtained for the peaks at 1620, 1645, and 1692 cm-1.  The peak 

at 1665 cm-1 exhibited a linear change with increasing temperature, this is due to an overlapping 

vibration from the phenolic stretching vibration 1.9 which obscured the sigmoid change in the 

peak, and hence only a linear profile was observed.  The melting temperatures of the sigmoid 

profiles are summarised in Table 3.4.  

Figure 3.23.  The IR spectrum of the 1.9:ODN 3.2 complex.118 
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The observed melting temperatures for each of the individual peaks showed somewhat lower 

melting temperatures than for free ODN 3.2 by 4-5 °C, which seems at first glance a troubling 

finding, because as shown in Figs. 3.20 – 3.21, 1.9 is a stabilising ligand.  However, the analysis 

of this spectrum was markedly more difficult than for free ODN 3.2, undoubtedly due to the 

presence of vibrational modes of the ligand, some of which do  come underneath the peaks of 

the DNA spectrum, and could not be easily subtracted, as was the case for solvent peaks.   

 

 

Figure 3.24.  Changes in the peak heights of the 1.9:ODN 3.2 spectrum at (a) 1620 cm-1 (b) 1645 cm-1 

(c) 1665 cm-1, (d) 1692 cm-1.118 
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Peak Centre (cm-1) Tm (°C) 

1620 59 

1645 59 

1665 - 

1692 54 

 

 To obtain a single value for Tm from the dataset shown in Fig. 3.23, principal component 

analysis was carried out on the spectrum of the 1.9:ODN 3.2 complex (Fig. 3.25).  When 

compared to the PCA of the IR melt of free ODN 3.2 (Fig. 3.25), little difference in the melting 

temperature was observed.  This observation proved that the observed discrepancy in the IR 

melting temperatures of free ODN 3.2 and the 1.9: ODN 3.2 complex was due to a difficulty 

in effectively fitting a sigmoid profile to the raw melting curves. 

 

 

Table 3.4.  Melting temperatures observed for the 1.9: ODN 3.2 complex. 

Figure 3.25.  Comparison of the PCA of free ODN 3.2 (black) and the 1.9:ODN 3.2 complex.118 
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Fig 3.25 shows unambiguously that monitoring the changes in peak height brought about by 

melting works as an indicator of the melting of ODN 3.2 even in the presence of a small 

molecule ligand.  However, it cannot from the DNA region of the spectrum alone, indicate 

whether the ligand is bound to dsDNA or not, and as such, the mechanism of melting (Fig. 

1.35)  cannot effectively be determined.  Hence, this data set acquired for the 1.9:dsDNA 

complex shows the need for the synthesis of IR-labelled derivatives of 1.9, 1.20 and 1.21 (Fig. 

3.4). 

3.5.  Spectroscopic characterisation of the melting behaviour of the 1.20: ODN 3.2 

complex. 

Section 3.5.1.  Proof of a minor groove binding mode for 1.20 

To prove that 1.20 exhibited a minor groove binding mode similar to that observed for 1.9 at 

high concentration, fluorescence experiments were carried out at 2.5 mM.  A large increase in 

the fluorescence of 1.20 was observed, similar to that observed for 1.9 (Fig. 3.26).  This is 

consistent with a minor groove binding mode similar to that observed in Fig. 2.2, different 

complexes of 1.9 with dsDNA do not exhibit as pronounced an increase in fluorescence as the 

canonical minor groove mode.124,53 

 
Figure 3.26.  (a)  Fluorescence spectrum of 1:9 in complex with ODN 3.2 compared to the free 

compounds.  (b).  The same spectrum as for the 1.20: ODN 3.2 complex. 
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The shapes of the spectra of the 1.9 and 1.20  complexes are very different in nature; this could 

be due to structural differences between the two complexes (Chapter 4).  The reason for this 

difference was not pursued further, however. 

Section 3.5.2.  Low concentration UV-Vis spectroscopy. 

Having achieved the synthesis of 1.20 (Section 2.6), the melting behaviour of these complexes 

was investigated by UV-Vis and IR spectroscopy.  The UV-Vis spectrum showed that 1.20 

stabilised ODN 3.2 by 9 °C (44 °C for the complex against 35 °C for free ODN 3.2), 2 °C  

lower than found for 1.9 (Fig. 3.27).  This is preseumably due to the loss of the electrostatic 

interaction between the cationic piperazino group in 1.9 when formally substitued for the azide 

group in 1.20.  Although there is a  primary ammonium group in 1.20, any electrostatic or 

hydrogen bonding interactions of this group with ODN 3.2 does not fully compensate for the 

loss of the tertiary amino- group present in 1.9.  Nonetheless, 1.20 is a stabilising ligand, and 

can hence be carried forward into the other spectroscopic experiments. 

 

 

Figure 3.27.  UV melting curves of ODN 3.2 (black) and 1.20: ODN 3.2 complex (blue).   
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Section 3.5.3. High concentration UV-Vis spectroscopy. 

To investigate whether, as in the case of 1.9, that no stabilisation of ODN 3.2 occurs at high 

concentration, and also to obtain a value for Tm for the IR experiments, a UV-Vis melting 

experiment was carried out at 2.5 mM concentration (Fig. 3.28).   

 

 

As expected, a Tm of 59 °C was found at high concentration, identical to that observed for the 

1.9: ODN 3.2 complex (59 °C).  This observation is further evidence that the thermodynamics 

of ODN 3.2 duplexation, which depend in part on total oligomer concentration, dominate the 

melting behaviour of the complex of 1.20 in complex with ODN 3.2.  To investigate the melting 

behaviour of this complex, UV-Vis melting experiments were carried out at a range of 

concentrations from 1 μM to 2500 μM (Fig. 3.29).  The differences followed a logarithmic 

trend with stabilisation only observed at very low concentrations (1-5 μM), and the maximum 

for both the free oligomer and the complex reached an asymptotic maximum approaching 59 

°C.  As such, this data provides evidence that the complex of 1.20 with ODN 3.2 exhibits 

similar melting behaviour to complexes of 1.9 with ODN 3.2, although the smaller ΔTm at 1 

Figure 3.28.  Comparison of the melt of the 1.20: ODN 3.2 complex (blue) with free ODN 3.2 (black). 

ΔTm = 0 °C.  
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μM pointed towards a weaker association constant for 1.20 compared to 1.9.  Hence, from this 

data, a similar binding mode for 1.20 to ODN 3.2 can be inferred. 

 

 

Elucidation of the binding mode of 1.20 to ODN 3.2 was found by NMR (Chapter 4) and was 

shown to bind in the minor groove of an A3T3 tract of dsDNA, and hence as with the 1.9: ODN 

3.2 complex, the origins of the lack of obserbaed stabilisation at high concentration is likely to 

lie in the thermodynamics of dsDNA melting.142 

 

3.5.4.  IR melting analysis of the 1600-1700 cm-1 region of the 1.20:ODN 3.2 complex 

Having established that firstly, forms a  highly fluorescent complex at high concentration with 

ODN 3.2 (Section 3.5.1), and 1.20 stabilises ODN 3.2 at low concentration (Section 3.5.2). 

pointing towards a minor groove binding mode, attention turned to investigation of the of the 

complex formed between ODN 3.2 and 1.20 by IR spectroscopy (Fig. 3.30).  By the same 

method described for free ODN 3.2 and its complex with 1.9, the changes in peak height were 

modelled as previously (Fig. 3.30).  Surprisingly, unlike observed for 1.9, sigmoidal peaks 

Figure 3.29.  Variation in Tm with increasing 1.20: ODN 3.2 concentration compared to free ODN 

3.2.  Stabilisation was only observed at concentrations below 25 μM.118 
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were found for all four of the four vibrations at 1620, 1645, 1665, and 1692 cm-1.  The observed 

melting temperatures are summarised in Table 3.5. 

The data in Table 3.5 shows that there is little difference between the Tm observed for both the 

IR and UV melts; the Tm data for both the UV and IR melting experiments are both 59 °C.   

 

 

 

Peak Centre (cm-1) Tm (°C) 

1620 60 

1645 63 

1665 67 

1692 57 

 

Figure 3.30.  Changes in the IR spectrum of the 1.20: ODN 3.2 complex in the 1600-1700cm-1  

region as a function of increasing temperature from 20 °C (blue) to 95 °C (red).118  

Table 3.5.  Observed Tm for the four peaks observed in the 1.20: ODN 3.2 complex at 2,5 mM. 
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In contrast to the IR spectrum observed for the 1.9: ODN.3.2 complex, a sigmoidal profile 

could be observed for the peak at 1665 cm-1, presumably due to the subsititution of the phenol 

moiety in 1.9 for the benzylamine in 1.20. 

To prove the correspondence of the IR melts of the 1.20 complex to that observed for free ODN 

3.2, PCA was carried out on the spectrum of the complex (Fig. 3.32).  An almost exact 

correspondence between the PCA of the melting curves of ODN 3.2 and its complex with 1.20 

was observed.  Hence, the changes in the IR spectrum of the 1.20: ODN 3.2 complex are 

sensitive to the decoupling of vibrational modes caused by DNA melting, and although not 

entirly unaffected by the presence of the ligand, these perturbations of the spectrum do not 

affect the characteristic shape of the 1600-1700 cm-1 region of the DNA IR spectrum.  

Figure 3.31.  Changes in the peak height of the 1.20:ODN 3.2 complex at (a) 1620 cm-1 (b) 1645 cm-

1 (c) 1665 cm-1 (d) 1692 cm-1.118 
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Consequently, this region of the spectrum can be used as a test for whether the azide probe 

installed on 1.20 is sensitive to the changes in the solvent environment caused by melting of 

the 1.20: ODN 3.2 complex. 

 

 

3.5.5 Analysis of the azide region of the 1.20:ODN 3.2 melt. 

The azide peak of free 1.20 was observed to come at 2098.5 cm-1, a transparent region of the 

DNA IR spectrum.  Hence it is suited to act as a reporter functional group for 1.20 binding to 

ODN 3.2, provided it is sensitive to melting of ODN 3.2.  To test whether the azide in 1.20 acts 

as a reporter functional group, the changes in the azide region as well as in the 1600-1700 cm-

1 regions were investigated with increasing temperature.  The difference between the spectra at 

20 °C  and 80 °C was striking (Fig. 3.33) – while the spectrum at 80 °C resembled that of free 

1.20, an extra peak rising at lower frequency to the central peak was observed at 20 °C (Fig 

3.33).  Moreover, the overall absorbance of the azide absorption band increased almost twofold 

(Fig. 3.33).  To obtain a reasonable signal to noise ratio for the complex, the sample 

concentration had to be raised from 2.5 mM to 15 mM.  However, at this concentration, 

Figure 3.32.  PCA of the 1600-1700 cm-1 region of the free ODN 3.2 melt (black) and that for the 

1.20: ODN 3.2 complex (blue).  The Tm for both was observed to be 59 °C.118 
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precipitation of the complex was observed, which was remedied by increasing the ionic 

strength of the solution from 100 mM to 1 M.  No change in Tm was observed upon either 

changing the concentration or ionic strength of the solution. 

 

 

At intermediate temperatures, two striking changes in the spectrum at around the Tm were 

observed.  Firstly,  the IR response was significantly muted due to ligand dissociation from the 

complex.  The increase in solvation of the azide due to breakdown of the complex was the 

cause of this dampening effect, reducing the observed signal by half.  Secondly, as opposed to 

the free azide in solution which can be fitted to two Gaussian peaks, when 1.20 is in complex 

with ODN 3.2 a third peak emerges at the low frequency end of the spectrum, at 2069 cm-1.  

The absorbance of this peak was observed to decrease to zero upon heating to above Tm.  

Gratifyingly, analysis of the peak heights of the azide region also exhibited sigmoidal changes 

around Tm, indicating that the azide peak – in the case of the 1.20: ODN 3.2 complex -  is 

sensitive to dsDNA melting (Fig. 3.34).  Principal component analysis of the central azide 

signal at 2097 cm-1 also supports this observation, exibiting a sigmoidal change at 60 °C, very 

similar to that observed for the 1600 – 1700 cm-1 region of the spectrum (Fig. 3.35).  

Consequently, from this data, the azide region of the 1.20: ODN 3.2 complex is sensitive to 

Figure 3.33.  (a) Changes in the azide IR spectrum of the 1.20: ODN 3.2 complex as a function of 

temperature, 15 mM concentration  (b) Free 1.20 in 4:1 water: DMSO solution, 20 mM 

concentration.118 
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melting of the complex, and the azide functional group does act as a reporter functional group 

of melting of the 1.20:ODN 3.2 complex, and can be used in future 2D-IR experiments. 

 

 

 

 

3.6.  Spectroscopic characterisation of the melting behaviour of 1.21 with ODN 3.2. 

 

Figure 3.34 (a) Changes in the azide region of the IR spectrum.  (b)  Observed changes in the three 

components of the azide peak as a function of temperature.118  To aid in the visualisation of the spectra, 

the absorbances in (b) have been normalised. 

Figure 3.35.  PCA of the changes in the azide peak in Fig. 3.34 (b).118 
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3.6 Analysis of the melt of the 1.21: ODN 3.2 melt by UV and IR spectroscopy. 

3.6.1.  UV-Vis melting experiments at 1 μM concentration. 

Although there existed significant problems with the synthesis and purification of 1.21 (Section 

2.5) small amounts of the compound were synthesised suitable for use in melting experiments 

in complex with ODN 3.2.  The Tm of this complex was 51 °C and ΔTm, hence was16 °C at 1 

μM concentration (Fig. 3.36).  The higher value of ΔTm can be explained by firstly the tertiary 

amine in 1.21 interacting with the phosphate backbone and the amide functional group forming 

a bifurcated hydrogen bond across an A-T base pair, similarly to distamycin.66,94   

 

 

3.6.2. UV melting experiments on the 1.21: ODN 3.2 complex at 2.5 mM. 

As observed for both compounds 1.9 and 1.20, there was no observed stabilisation of ODN 3.2 

in complex with 1.21, at 2.5 mM concentration.  The observed Tm of the 1.21: ODN 3.2 

complex was 59 °C (Fig. 3.37).  Hence, at high complex concentration, none of the three 

Figure 3.36.  UV melt of the 1.21: ODN 3.2 complex (blue) at 1 μM concentration compared to free 

ODN 3.2.   
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ligands tested exhibited any thermal stabilisation relative to free ODN 3.2, and hence the IR 

melting curves would also be expected to not exhibit any stabilisation of the duplex.  The 

similarity between the UV melting curves for the three ligands would point toward a similar 

binding mode for the three ligands, although it is certainly not definitive evidence. 

 

 

3.6.3.  Analysis of the 1600-1700 cm-1 region of the IR spectrum of the 1.21:ODN 3.2 complex. 

The IR spectrum of the 1.21: ODN 3.2 complex was monitored with increasing temperature, 

and the four peaks at 1620, 1645, 1665 and 1692 cm-1 were monitored (Fig. 3.38).  The changes 

in peak heights were fitted, and the changes in peak height were reported (Fig. 3.39). 

Figure 3.37.  UV-Vis melting curves of both free ODN 3.2 (black) and the 1.21: ODN 3.2 complex 

at 2.5 mM. 118 
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Fig. 3.39 shows changes consistent with that observed for free ODN 3.2, the 1.9: ODN 3.2 

complex and the 1.20: ODN 3.2 complex.  The changes in peak height exhibit sigmoidal 

behaviour, similar to those observed for 1.9 and 1.20 (Fig. 3.39).  The melting temperatures 

observed in Fig. 3.41 and summarised in Table 3.6 are also not significantly different from 

those observed for 1.9, 1.20 and 1.21.  This observation showed that the presence of a Hoechst-

type ligand, despite the structual diversity of the end groups of 1.9, 1.20 and 1.21, does not 

affect the melting behaviour of ODN 3.2 at high concentrations, only the melting temperature 

at low complex concentration. 
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Figure 3.38.  IR spectrum of the 1.21: ODN 3.2 complex between 20 °C (blue) and 95 °C (red).118  
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Peak Centre (cm-1) Tm (°C) 

1620 61 

1645 64 

1665 66 

1692 57 

 

Figure 3.39.  Changes in peak height of the 1.21: ODN 3.2 complex with increasing temperature at (a) 

1620 cm-1, (b) 1645 cm-1, (c) 1665 cm-1, (d) 1692 cm-1.  Melting temperatures are listed in Table 3.6.118 

Table 3.6.  Observed Tm for the 1.21: ODN 3.2 complex at the four frequencies identified.118 
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To serve as a direct comparison to the UV-Vis melts, PCA was carried out on the IR melting 

dataset of the 1.21: ODN 3.2 complex to furnish a single melting curve (Fig. 3.40).  As 

expected, the observed Tm was identical (59 °C). 

 

 

3.6.4.  Analysis of the Azide region of the 1.21:ODN 3.2 complex 

The changes in the azide response of the 1.21: ODN 3.2 complex with temperature were 

monitored by IR spectroscopy (Fig. 3.41).  Narrowing of the azide peak of 1.21 upon 

complexation with ODN 3.2 was observed.  The shape of the peak for the 1.21 complex was 

noticeably different to that observed for the 1.20 peak. Unlike the 1.20 complex, the 1.21 

complex exhibited no shoulder peaks in the complex compared to free solution.  Upon heating 

of the 1.21:ODN 3.2 complex past the Tm, little change in the shape of the spectrum was 

observed (Fig. 3.42), except for broadening of the peak at high temperatures. 

Figure 3.40.  Principal component analysis of free ODN 3.2 (black) and the 1.21:ODN 3.2 complex 

(blue).118  
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With increasing temperature, broadening of the azide peak was observed consistent with a 

reversion in peak shape to that observed for the free azide spectrum (Fig. 3.42).  However, even 

at 95 °C the azide response was not equivalent to that observed for free 1.21, indicating that 

some interaction between 1.21 and ssDNA remains.  Changes in the azide spectra could be 

modelled by fitting the complex spectrum at 20 °C to one Gaussian peak, and modelling the 

change in the spectrum as a second peak growing in as a blue shoulder (Fig. 3.43).  The growth 

of this second peak, unlike the azide in 1.20, was found to grow linearly with temperature. 

 

 

Figure 3.41.  Comparison between the azide spectra of free 1.21 (red) and the 1.21: ODN 3.2 complex 

(black)  Absorbances have been normalised.118 

Figure 3.42. Changes in the peak shape of the azide spectrum with increasing temperature.  

Absorbances have been normalised 118 
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This would suggest that the azide in 1.21 is in a completely different chemical environment to 

that experience by the azide in 1.20.  The data also suggests that the azide in 1.21 may possibly 

be interacting with melted dsDNA in a way that 1.20 is not. 

 

 

The linear progression of the PCA of the azide region of the 1.21: ODN 3.2 complex suggests 

either a different binding environment, or alternatively the azide in 1.21 is not sensitive to ODN 

3.2 melting.  Without structural characterisation of this complex, it is impossible to determine 

the origins of the very different behaviour of the two azides of 1.20 and 1.21. 

3.7. Discussion 

3.7.1. Thermodynamics of melting of ODN 3.2 and the complexes with 1.9, 1.20 and 1.21 

The thermodynamic parameters governing dsDNA formation can be rationalised through 

calculation of the thermodynamic parameters governing dsDNA formation from equation 3.1 

(see Appendix 7.14 for derivation).142,145 

∆H° = T୫ ∆S° − Rln ቌ
0.5

0.25 ቀ
C
2 ቁ

ቍ 

Figure 3.43.  Changes in the azide absorbance band of the 1.21:ODN 3.2 complex with increasing 

temperature, analysed by PCA.118   

3.1 
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From the melting temperatures of free ODN 3.2 at 5 μM and 1 μM (315 K and 308 K 

respectively), the enthalpy and entropy changes associated with duplexation of two strands of 

ssDNA can be calculated, and upon substitution of the values of CT and Tm found, the value of 

ΔH° was found to be -193.9 kJ.mol-1, and the value of ΔS° was found to be -516.2 J.K-1.mol-1, 

typical values for a decamer duplex.142  The signs of ΔH° and ΔS° are consistent with an 

entropically-driven melting process, in that duplex formation becomes less spontaneous as 

temperature increases, giving rise to the sigmoidal curves seen for the melting of both free 

ODN 3.2 and the three complexes discussed in this chapter.142  Back substitution into the 

observed values for Tm at higher concentrations cause the relationship in 3.1 to break down, 

consistent with the logarithmic distribution observed for Tm at higher concentrations.  Although 

the figures obtained for free ODN 3.2 serve as an indication of the thermodynamics of 

duplexation, a more accurate ITC experiment will be required in order to obtain a fuller 

understanding of the thermodynamic forces driving duplex melting. 

In the case of the complexes of ODN 3.2 with the compounds 1.9, 1.20, and 1.21 the degree of 

stabilisation is dependent on both entropic (due to removal of bound water) and enthalpic 

(formation of hydrogen bonds between dsDNA and the ligand) contributions to ΔTm (Section 

3.1).  The thermodynamics of association of 1.9 to and A3T3 tract of dsDNA have previously 

been investigated, and the value of ΔG° was found to be - 9.94 ± 0.06 kcal.mol-1 at 25°C, and 

binding was found to be endothermic (+ 4.3 ± 0.01 kcal.mol-1),53 indicating that the hydrogen 

bonding interactions of the benzimidazole moieties and the electrostatic interaction of the 

piperazino group to the backbone are more than offset by the energy required to remove bound 

water molecules from the binding surface.  This removal of water from the interface also gives 

rise to the large entropy change obsered upon binding of 1.9 to cognate sequences of  dsDNA 

(ΔS° = 40 ± 2.0 cal.mol-1).  This positive entropy change is the cause of the difference in ΔTm 

observed. 
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In the case of 1.20 and 1.21, the presence of amide bonds, which as in the case of 1.8, are 

known to form strong hydrogen bonds with the minor groove of dsDNA48 may increase the 

enthalpic contribution to formation of its complex with ODN 3.2 such that formation of the 

complex becomes enthalpically and entropically favourable.  The presence of the amide may 

explain why binding of 1.20, despite the loss of the tertairy amine cation from 1.9 still exhibits 

significant ΔTm at low oligomer concentration, as well as the increase in observed ΔTm for the 

1.21: ODN 3.2 complex when compared to 1.9.  As with free ODN 3.2, ITC experiments are 

required to deconvolute the contributions of enthalpy and entropy to the binding free energy of 

the complexes of 1.20 and 1.21 to ODN 3.2  

 

3.7.2.  Comparative analysis of the UV-Vis and IR melting results. 

As shown in the relevant sections, an almost perfect corespondence between the observed Tm 

by UV-Vis spectroscopy and the 1600-1700 cm-1 region of the IR spectrum was observed.  This 

shows that the origins of the changes in the IR spectrum are similar to the origins of 

hypochromicity of the UV spectrum of dsDNA: Watson-Crick base pairing.  Hence, the 

sigmoidal shapes of the curves accurately reflect the relative populations of melted and 

duplexed DNA of the sample at a given temperature.  Unfortunately, however, due to the lower 

extinction coefficent of a molecular vibration compared to that observed for UV excitiation of 

ODN 3.2, higher sample concentrations are necessary.  Consequently, studying the effects of 

the small molecule ligands 1.9, 1.20 and 1.21 on dsDNA melting by IR spectroscopy proved 

impossible as no stabilisation effect was observed at the concentration required for an adequate 

signal to noise ratio. Consequently, 2D-IR is required in order to draw conclusions about the 

mechanism of melting.  
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Given that IR spectroscopy has greater structural resolution than either UV-Vis or fluorescence 

spectroscopy, it is a reasonable assumption to make that hypothesis for the mechanism of 

melting can be drawn from the IR data set.  Unfortunately, given the similarity of the functional 

groups – and hence, the vibrational modes - of the bases no one band in the 1600 – 1700 cm-1 

region is represented by solely G-C or A-T base pairs (Fig. 3.5, Tables 3.1 and 3.2).137  

Although the band at 1620 cm-1 is almost solely composed of the Ar1-T ring mode, a small 

contribution from the analogous vibration GsCr is also present.  The observed IR spectrum of 

ODN 3.2 can be thought of as a hybrid of the calculated spectra for GC and AT tracts of B-

DNA (Fig. 3.13).137  Hence, the global conformation of the complexes of 1.9, 1.20 and 1.21 

with ODN 3.2 is unmistakably B-DNA. 

Consequently, in the 1600 – 1700 cm-1 region of the IR spectrum, there exist no unique  markers 

of each base pair, and hence 2D-IR is required to probe the relative populations of coupled and 

decoupled vibrational modes to understand the mechanism of melting.  What this data has 

shown is that due to the identical structural feature of dsDNA directly measured by both UV 

and IR spectroscopy (Watson-Crick base  pairing), the value of Tm obtained by these complexes 

corresponded exactly.  Unfortunately however, due to the aforementioned signal to noise ratio 

issues, investigation of the three ODN 3.2: 1.9, 1.20 and 1.21 complexes at a concentration in 

which stabilisation was observed by UV-Vis spectroscopy proved impossible.  Again, 2D-IR 

spectroscopy will be necessary to understand the dynamics of the process of dissociation of the 

ligand upon duplex melting. 

3.7.3.  Comparative analysis of the azide responses of the 1.20:ODN 3.2 and 1.21:ODN 3.2 

complexes. 

Unlike the 1600 – 1700 cm-1 region of the IR spectrum of the two complexes, the azides in 

1.20 and 1.21 exhibited significantly different behaviour.  Given that the 1600 – 1700 cm-1 
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region of the spectrum exhibited almost identical behaviour at 2.5 mM this finding was 

surprising.  The azide in the 1.20: ODN 3.2 complex is likely to penetrate deeply into the minor 

groove, evidenced by the presence of the new shoulder peak when 1.20 is in complex with 

ODN 3.2 compared to either free 1.20 or when its complex with ODN 3.2 is fully melted (Fig. 

3.34).  As such, it can be hypothesised that this azide when bound is deeply buried in the minor 

groove, there exists a specific interaction with one of the functional groups located in the floor 

of the minor groove of ODN 3.2, presumably with the guanosine amine group of the GC base 

pair immediately adjacent to the A3T3 tract of ODN 3.2.  A structural study is required to 

confirm this (Chapter 4).  On the other hand, the azide of 1.21 does not exhibit the same 

behaviour.  Although significant narrowing of the absorption band was observed upon binding 

of 1.21 to ODN 3.2.  indicating that the azide in the 1.21: ODN 3.2 complex is in a significantly 

different solvent environment to that observed for 1.20, consistent with the placement of the 

azide functional group in a different part of the Hoechst core.  The azide of 1.21 is likely to be 

buried within minor groove like 1.20, although in a completely different environment.  This 

would explain the lack of observed  specific interaction as for 1.20.  More likely, the narrowing 

of the azide absorption band is due to lower hydration of the azide of 1.21 in the poorly hydrated 

A-tract of ODN 3.2.  Hence, this data shows that judicious placement of the azide functional 

group allows for investigation of a localised region of a given solvent environment of dsDNA 

oligomer by 2D-IR, provided the structure of the complex is known.   

The sigmoidal profiles observed for the changes in the azide absorption band for the 1.20: ODN 

3.2 complex provides further evidence for a specific interaction with the minor groove.  A close 

correlation between the Tm found for the UV-Vis, and the IR regions investigated of the 1.20: 

ODN 3.2 complex  shows that the azide in 1.20 is sensitive to dsDNA melting, specifically the 

breakdown of the double-helical structure.  In contrast, 1.21 exhibits a linear profile, and as 

such is much less sensitive to melting of the DNA duplex.  This suggests the azide is not buried 
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in the minor groove as in 1.20, and the azide absorption band is solely responsive to the 

hydration of the azide group.  This may be a worthwhile finding in itself, however due to the 

difficulties in the preparation of pure 1.21 (Section 2.6) the differences in the azide response 

could not be investigated further.  Unlike for 1.20, the structure of the complex of 1.21 with an 

A3T3 tract of dsDNA has not been investigated over the course of this project.  A structure of 

this complex will have to be obtained in order to understand the different environments 

between the two azides in complex with dsDNA. 

3.8.  Summary 

The thermal decomposition of complexes of two azide-bearing derivatives of 1.9, the synthesis 

of which is discussed in Chapter 2,  have been investigated by UV-Vis and IR spectroscopy, 

and compared to 1.9.  All three compounds significantly increased the Tm of the dsDNA 

oligomer at 1 μM concentration, and although evidence was found for complex formation at 

higher concentrations, no stabilisation was observed. 

Melting profiles for the four complexes were investigated by FT-IR spectroscopy, with one 

exception due to overlap from an absorption band from 1.9, showed sigmoidal profiles with Tm 

close to that found by UV-Vis spectroscopy. When the IR spectrum was processed by PCA, an 

almost exact correlation between the IR and UV-Vis melts was also found, indicating that the 

1600-1700 cm-1 region of dsDNA serves as a good indicator of the relative populations of 

melted and duplex DNA in ODN 3.2, which bodes well for future 2D-IR expeeriments. 

Analysis of the azide absorption band of the 1.20 and 1.21:  

ODN 3.2 complexes yielded different results for the two complexes.  The azide of 1.20 is buried 

deep into the minor groove of dsDNA and interacts with the functional groups of dsDNA at 

the floor of the groove, evidenced by the presence of an extra band in the IR spectrum.  This 
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extra band was observed to disappear upon melting of the duplex, and hence in the case of 1.20, 

the azide peak serves as a good reporter functional group for the melting of 1.20: ODN 3.2 

complexes.  In case of 1.21 however, the azide served as quite a poor probe functional group 

as a linear, not sigmoidal change in the spectrum was observed, although a significant change 

in the shape of the absorption band of the azide response of 1.21 was observed in complex with 

ODN 3.2.  Furthermore,  the azide response at 95 °C was similar, but not identical to that of 

free 1.21.  Further investigation of this observation is required. 

3.8.1.  Future work. 

Future work will focus on using another method for analysis of UV melting curves.  The UV-

Vis melting profiles of complexes of ODN 3.2 and either 1.20 or 1.21 can be expressed as a 

fraction of melted dsDNA instead of absorbance, and from this curve, expressions for 

equilibrium constant can then be derived in a manner similar to Appendix 7.14.145  From the 

equilibrium constant, values for ΔH° and ΔS° can then be calculated through construction of a 

van t’Hoff plot.145  Given that the process of melting is trimolecular, the expression for the 

equilibrium constant for the complexes of ODN 3.2 with 1.20 and 1.21 can be expressed in a 

similar manner (Eq. 3.2).145  Given an equilibrium constant can be derived, it follows that firstly 

the thermodynamic parameters governing formation of the complex can be calculated using a 

van t’Hoff plot, and secondly, through comparative analysis of the thermodynamics of 

association of free ODN 3.2 with either 1.20 or 1.21 can be obtained.  The advantage of this 

process over the one used in this thesis is that the thermodynamic parameters can be derived 

from a single  concentration, thus avoiding the problems encountered due to lack of 

stabilisation when incresing the concentration of the complexes (Fig 3.29).   

2D-IR investigations of the 1.20: ODN 3.2 complex will be carried out in order to understand 

the dynamics of melting of this duplex,  asthis work has shown that the azide in 1.20 is a 
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suitable reporter functional group for such experiments.  Further investigation of the 1.21 

complex is required, as the azide exhibited different melting behaviour as the temperature 

increased – although this is contingent on the development of a more efficient synthesis and 

purification protocol for 1.21. 

Structural characterisation of the 1.20: ODN 3.2 complex is now necessary and was carried out 

by NMR (Chapter 4).  To understand the structural basis of the differences between the two 

azide responses in the 1.20 and 1.21: ODN 3.2 complexes, structural studies on the 1.21: ODN 

3.2 complex will have to be carried out.  Unfortunately, the problems with the purification of 

1.21 have precluded this experiment from being carried out in the course of this project. 

3.9. Experimental  

3.9.1 Preparation of free dsDNA samples: 

All DNA oligomers were purchased purified from Eurogentec and used without any further 

purification, sequences used are indicated in the main text.  Stock solutions of low 

concentration (< 1 mM) were prepared by dissolution of the ssDNA in water and the 

concentration determined from the UV absorbance at 260 nm. Preparation of spectroscopic 

samples were carried out through pipetting an appropriate volume of the stock solutions of each 

into a 1.5 mL Eppendorf centrifuge tube, followed by addition 200 μL of a 500 mM stock 

solution of pH 7.0 phosphate buffer for a final phosphate concentration of 20mM and NaCl 

concentration of 100 mM.  The mixture was then diluted to a final volume of 1 mL with 

Millipore water.   

For higher concentration samples, solid samples of ssDNA were added to a 1.5 mL Eppendorf 

centrifuge tube; phosphate buffer was added to the mixture and diluted to an appropriate 

volume as for the lower concentration samples. 
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For the IR experiments, the same procedure was carried out as above, but the samples were 

prepared in D2O buffer, as the base vibrations of interest lay underneath the water bending 

vibration.  For the azide absorption band measurements, the buffer concentration was increased 

to 1M NaCl, 100 mM NaH2PO4 and 100 mM Na2HPO4 through direct addition of buffer to a 

weighed sample of DNA and appropriate ligand. 

3.9.2. Preparation of samples of complexes of dsDNA with compounds 1.9, 1.20, 1.21 

 Compound 1.9 was purchased from Sigma-Aldrich and used without further purification, and 

a molar extinction coefficient of 42000 M-1cm-1 was used to calculate concentrations of 

solution.  Compounds 1.20 and 1.21 were prepared as described in Chapter 2 and molar 

extinction coefficients for solutions were used as found.  Stock solutions of the ligands 1.20 

and 1.21 were prepared in DMSO to a concentration of 50 mM.  Samples of dsDNA were 

prepared as Section 3.9.1.  An appropriate volume of the ligand was added to the sample such 

that a complex of 1:1 stoichiometry was obtained.  The sample was then annealed by heating 

to 80 °C and then cooling to room temperature before measurement. 

3.9.3. Spectroscopic Data collection and processing. 

UV-Vis spectra were recorded at 260 nm wavelength on either a PerkinElmer Lambda 25 

spectrophotometer equipped with a variable temperature Harrick cell accurate to ±1 °C.  The 

path length was varied between 6.25 μm and 50 μm as appropriate.  Measurements were taken 

at 5 °C intervals from 20 °C to 80 °C and repeat measurements were taken until measurements 

agreed with each other.  Alternatively, a Shimadzu UV-1800 spectrometer outfitted with a 

Shimadzu TMSPC-8 temperature controller was used, with a temperature ramp of 0.5 °C per 

minute from 20 °C to 80 °C.  A Shimadzu cell of path length 10 mm was used.   
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Fluorescence spectra were collected between 350 and 600 nm wavelength at 2.5 mM 

concentration on a Perkin-Elmer instrument equipped with a Harrick cell of path length 6.25 

μM.  The raw data were processed using the Origin 2016 software package. 

FT-IR spectra were recorded on a Bruker Vertex 80 spectrometer equipped with a Harrick 

temperature controlled cell, accurate to ±1 °C.  Samples were placed onto CaF2 discs prior to 

placement in the Harrick cell.  Spectra were taken at 2-3 °C intervals and were recorded after 

no further change was observed in the IR spectrum, when the system was at equilibrium.  All 

data collected was processed using the Origin 2016 software package. 
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4.  Structural Characterisation of a Hoechst 33258 analogue in 

complex with a dsDNA dodecamer. 
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4.1 Introduction. 

NMR spectroscopy has proven invaluable as a tool for investigating both biomolecular 

structure and dynamics of DNA: ligand complexes in solution.  Although it lacks the structural 

resolution of X-ray crystallography, it is a solution-phase technique that negates any effects 

that dehydration of a dsDNA: ligand complex as well as crystal packing can have on a DNA: 

ligand complex (Section 4.1.3).146  This chapter highlights the techniques used and the 

structural information gained from NMR studies of complexes of H33258, 1.9 (Fig. 4.1) with 

a dodecamer sequence of dsDNA.  The overarching aim of this chapter is to characterize the 

structure of the interaction of 1.20 (Fig. 4.1) in complex with a dsDNA oligomer, and to find 

the structural basis for the changes in the azide response of the 1.20: ODN 3.2 complex 

compared to free 1.20. 

  

 

 

4.1.1: Previous Studies of 1.9: dsDNA complexes by NMR. 

Since the first reports of structural studies of dsDNA structures by NMR in the early 1980s, 

much work regarding the structure and dynamics of free DNA duplexes and in complex with 

proteins/peptides, other oligonucloetides (forming a triple helix) and small molecules are 

known.7  One of the first NMR structures of a dsDNA oligomer in complex with a small 

molecule was with 1.9.99 

 

Since this first report, NMR studies of complexes of H33258 with both A-tracts and A-T 

repeats of dsDNA have been published investigating the high-affinity minor groove binding 

Figure 4.1. Structure of Hoechst 33258 1.9 and the analogue 1.20. 
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mode, and are more fully discussed in Section 2.1.  One such study of the structure of two 

molecules of 1.9 bound to a dsDNA oligomer containing two non-consecutive A-T tracts is 

shown in Fig. 4.2.91  The NMR structure mirrors that observed for the X-ray structure solved 

by Spink et. al. (Fig. 2.2).64     

 

 

 

The 2 molecules of 1.9 are bound to the two A-tracts of DNA, and MD simulations revealed 

structural characteristics typical of complexes of 1.9 and dsDNA, as well as evidence of co-

operative binding of 2 molecules of 1.9 where an oligomer contains 2 binding sites.84  Firstly, 

binding of 1.9 to dsDNA is driven by a positive entropy change, and is attracted to the narrow 

minor groove, and enhanced negative electrostatic potential of A-T tracts.  Shape 

complementarity between A-T tracts and H33258 appears important for complex formation.84  

Binding to sequences of dsDNA containing G-C base pairs is disfavoured for two reasons: 

firstly, sequences containing G-C base pairs have curvatures not complementary to the shape 

of 1.9 (Fig 4.2). Secondly, the C2-amino group of guanosine bases protrudes into the minor 

groove, leading to an unfavourable steric clash between the G-bases and the incoming 1.9 

molecule.  Sequences of dsDNA containing G-C base pairs do not exhibit the same 

Figure 4.2 NMR structure of d(CTTTTGCAAAAG)2 in complex with two molecules of H33258.  

PDBID: 1QSX.91 
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conformational flexibility as A-T base pairs, and consequently, are less able to assume the 

optimal narrow minor groove conformation associated with H33258 binding.  This is due to 

the large helical twists observed for pyrimidine-purine base steps (TpG, CpA).84  For this 

reason, the steric bulk of the piperazine moiety of 1.9 causes a shift in the binding mode from 

AATT to AATTG, which exhibits a slightly wider minor groove. 

This is in contrast to distamycin and netropsin, which have less bulky amidine tail-groups, 

which can comfortably be accommodated by A-tracts.147  Derivatives of 1.9 with less bulky 

tail-groups, such as the diamine 2.24 (Fig. 4.3), are easily accommodated by both AAATTT 

and AAAAA tracts of dsDNA.94   

 

 

4.1.2. Aims 

The objective of the work described in this chapter is to elucidate the binding mode of the 

azide-bearing derivative 1.20, (Fig. 4.1).  The specific aims are twofold: 

i. To determine the binding mode of 1.20 to its target dsDNA sequence.  

ii. To identify the location of the azide in 1.20 in complex with dsDNA, and hence, deduce the 

local solvent/hydrogen bonding environment of the azide when in complex with dsDNA.  

(Section 3.5.4). 

 

4.1.3. The binding mode of Hoechst analogue 2.24 to dsDNA as established by NMR. 

The binding mode of 2.24 to varying sequences of dsDNA has been solved previously,94 and 

the binding mode of 2.24 to dsDNA is largely independent of base sequence, save for the need 

for a region of at least 4 consecutive A-T base pairs.89  The key enthalpic binding interaction 

Figure 4.3.  Structure of the Hoechst derivative 2.24 
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is a bifurcated hydrogen bond between the benzimidazole NH atoms and the central base pair 

of the A-T tract (Fig. 4.4),99 and the main entropic driving force is the dehydration of the DNA 

oligomer upon formation of the complex (Section 3.1).131   

The hydrogen bonding interaction of 2.24 is not specific to any base step, and consequently, 

Hoechst 33258 will bind to any A-T tract of firstly, sufficient length of 4 base pairs, and 

secondly, with the ability to exhibit a narrow minor groove conformation.  For this reason, 2.24 

will bind to ApT steps but cannot bind TpA steps.  This fact, coupled with the strong  

ion-dipole interaction formed between the piperazino- group and the phosphate backbone of 

dsDNA, leads to the origins of the parallel (i.e. from 5’- to 3’-) directionality of H33258 binding 

to dsDNA.  In the case of a longer A-T tract than shown in Fig. 4.4, for example A3T3, the 

binding mode of 1.9 is directed towards the 3’-end of the minor groove, in order to 

accommodate the bulky piperazino group (Fig. 4.5).128 

  

 Figure 4.4.  Diagram indicating the key hydrogen bonding interactions between 2.24 and the 

dsDNA oligomer, d(GCAAATTTGC)2.99  The 5 base pair binding site is shown. 
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When a less bulky aliphatic tertiary amine is used instead of N-methylpiperazine, as in the 

diamine 2.24 (Fig. 4.3), the same binding mode shown in Fig. 4.4 is still observed, but the 

bifurcated hydrogen bonds are between the A-T base pairs in the middle of the A-T tract.  Less 

bulky tail-groups can be effectively accommodated in narrow minor grooves, and 

consequently, the bifurcated hydrogen bonds are formed between the benzimidazole NH 

groups and the central A-T base pair.  The amide bond present in 2.24 also forms a hydrogen 

bond across the next base pair, in a manner similar to that observed for distamycin.94 

 

The binding modes of 1.9 and 2.24 are subtly different, induced by both base sequence and the 

steric bulk of the cationic group.  The cationic group experiences an electrostatic interaction 

with the narrowest point of the minor groove, where the minor groove is especially narrow, in 

the case of A, or A3T3 tracts, the bulky piperazine group of 1.9 is distorted away from the 

narrowest part of the minor groove and towards the centre of the minor groove, subtly altering 

the binding site.  The aim of the work described in this chapter is to elucidate the binding mode 

of 1.20, in order to understand the effect that changing the location of the cationic group from 

ring 3 to ring 1 (Fig. 4.6), and secondly to locate the azide functional group, in order to 

understand the structural basis for the origin of the red shoulder peak, as well as the increase 

in absorbance of the azide absorption band in the IR spectrum of the 1.20: ODN 3.2 complex. 
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Figure 4.5. Diagram showing the hydrogen bonding interactions between 1.9 and an A2T2 tract of 

dsDNA.94  The reported hydrogen bonding interaction is shown.  The minor groove in this 

dodecamer is suitably wide enough to accommodate the piperazine group in the TpC and GpA 

steps. 

Figure 4.6.  (a) Numbering of the rings of 1.9.  (b)  Numbering of the rings of 1.20.  
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4.1.4. Choice of NMR as a technique 

Two techniques are mainly used for structure determination of small molecules in complex 

with biomolecules: NMR and X-ray crystallography.  NMR was chosen as a method of 

structural characterization for the following reasons: 

i. NMR is a solution-phase technique, and consequently distortion of the structure due to 

dehydration and crystal packing effects cannot be observed as has been previously seen 

for 1.9.64, 99 

ii.Crystallisation of complexes of dsDNA with small molecules is a difficult process.  The 

much simpler sample preparation for an NMR study therefore makes structure 

characterization by NMR more attractive.  

iii.  Precipitation of the complex of 1.20 with dsDNA was observed, further complicating 

growth of single crystals.   

Although crystallography gives a more direct visualization of the complex (NMR requires in 

silico processing to obtain precise atomic co-ordinates), as shown earlier in this section, high-

resolution structures can be obtained from NMR studies. 

 

4.1.5. NMR techniques used for structural characterization of dsDNA: ligand complexes. 

Three main 2D-NMR techniques are predominantly used to assign the 1H spectrum of dsDNA 

oligomers; these are NOESY, COSY and TOCSY (Section 1.5.4).  The most important of these 

is NOESY, as assignment of interbase correlations (hereafter referred to as the “spectroscopic 

walk”) is only possible using the NOESY data (Fig. 4.10).65  Strong nOe signals exist between 

these two resonances on adjacent bases, and hence assignment of this region allows for the 

identification of two resonances on each base,  from which the other resonances can be filled 

in.65   
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COSY and TOCSY are both through-bond 2D-NMR techniques that help with unambiguous 

assignment of the 1H-NMR.  COSY cross-peaks come from energy relaxation between two 

resonances separated by three bonds.  From this spectrum, any ambiguity between NOESY 

assignments can be cleared up.  This is especially useful in the case of strong ligand binding, 

in which conformational changes in the DNA duplex can occur, leading to vastly reduced nOe 

signals compared to the free duplex.7  TOCSY gives information in much the same way as 

COSY, but cross-peaks are observed for full spin systems, not just adjacent protons as observed 

for COSY.  A TOCSY experiment can clear up ambiguity in assignments of protons with 

similar chemical shifts from different bases, as can happen often with sugar protons.65     
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4.2 NMR assignment of free ODN 4.1. 

4.2.1: Assignment of the fingerprint of the dodecamer DNA duplex ODN 4.1. 

The 1H-NMR spectrum of free ODN 4.1 (Fig. 4.8) in H2O/D2O solution is shown in Fig. 4.9.  

ODN 4.1 was chosen as it is a self-complementary analogue of ODN 3.2, containing the 

consensus binding site of 5’-AATT-3’ as shown by DNase I footprinting (Section 3.2).  

Significant stabilisation of ODN 3.2 was also observed at 1 μM concentration.  On this basis, 

ODN 4.1 was chosen. 

Figure 4.7. Structures of the four DNA nucleotides with the key nonexchangeable protons highlighted 

in red.  Exchangeable protons are shown in black.  For clarity, the H2’-H5’ protons are not shown. 
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G1 C2 G3 A4 A5 A6 T7 T8 T9 C10 G11 C12

C12* G11*C10* T9* T8* T7* A6* A5* A4* G3* C2* G1*

5'-

-5'

-3'

3'-
 

 

The peaks in the spectrum can be broken down into four approximate and distinct groups: the 

imino region (11 - 14 ppm), the aromatic region (7 - 8 ppm), the H1’ and CH5 region (5 - 6 

ppm) the H3’ region (4.5 - 5 ppm), the H4’ region (4-4.5 ppm), the H5’ region (3.8 - 4.3 ppm)  

the H2’ region (1.5 – 2.5 ppm), and  the thymidine methyl region (1 - 1.5 ppm). 

For a meaningful comparison of the binding mode of 1.20 to dsDNA, it proved necessary to 

assign the spectrum of dsDNA, and then obtain an energy-minimised structure.  To aid in the 

assignment of the free DNA spectrum, a chemical shift predictor was used to calculate the 

approximate chemical shifts of the duplex (Appendix 7.15).148,149  The NOESY spectrum was 

recorded and assigned in both D2O and 9:1 v/v H2O/D2O and a table of peak assignments 

created (Appendix 7.16). Assignment of the spectrum was carried out from the NOESY 

spectrum using the “sequential walk” technique (Fig. 4.10).65  The fingerprint region of a DNA 

duplex is referred to as the region between 5-8 ppm in which all the base aromatic and sugar 

H1’ correlations exist.  However, it is necessary to find a starting point for assignment of the 

spectrum, usually the protons of the free 5’ atom of the first base.   

 

Figure 4.8: Structure of ODN 4.1.  Strand 2 is marked with an asterisk throughout. 
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 Figure 4.9.  1H NMR of ODN 4.1 
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The peaks of the G1H5’/H5’’ proton (denoted as a pseudoproton Q5’ due to its identical 

chemical shift) have a distinct chemical shift and serve as a starting point for assignment of the 

NOESY spectrum.  Starting from the G1Q5’-H8 nOe correlation of the G1 nucleotide, the walk 

proceeds through H1’ proton of the same base (Fig. 4.11).  NOESY correlations between the 

H1’ proton of G1 and the H5 and H6 protons of C2 could then be observed, and so on as per 

Fig. 4.11. This technique allows for the assignment of the both the aromatic and H1’ sugar 

protons of dsDNA, and consequently the other peaks corresponding to the other sugar protons 

can be filled in.   

 

 

 

The assignments of the first six bases are shown in Fig. 4.11.  The peaks of the first three bases, 

G1, C2, and G3 proved simple as the chemical shifts of these protons were different enough to 

each other such that assignment of these peaks was facile.  The assignments of the A-T tract 

however, proved more difficult because the protons are in very similar chemical environments, 

Figure 4.10.  “Sequential walk” down the major groove of (a) an A-T and (b) a G-C base pair. 
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they have very similar chemical shifts and signal degeneracy complicates assignment of the 

peaks and consequently, the signal resolution is poor.  The technique employed was to work 

backwards from the T7C7 proton, find the protons from A6 and then find correlations for A4 

from G3.  By a process of elimination, therefore, the A5 protons could be assigned (Fig. 4.11). 

 

 

 

Correct assignment of the A3T3 tract was essential as the hypothesized binding site of the ligand 

1.20 is across the middle of the A-T tract, and the perturbations of chemical shift caused by 

binding of 1.20 are expected to be localised across these base pairs. 

Figure 4.11.  Assignment of the NOESY spectrum of the first six bases of ODN 4.1, G1 C2 G3 A4 A5 A6. 
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Fig. 4.11 shows a definite correlation exists between the H8 proton of H6 and the C7 methyl 

group of T7.  From here, the three thymidine H6 and C7 protons can be assigned (Figs. 4.13, 

4.14).  Assignment of the H6 and C7 peaks proved facile due to good signal resolution (Fig. 

4.13).  However, the H1’ peaks were more difficult to assign, and required assignment of the 

aromatic peaks of the C10-C12 tract in order to unambiguously assign the H1’ peaks of the T7-

T9 bases.  This signal degeneracy, as also observed for the A-tract, is a product of the chemical 

environment of the protons, and is therefore unavoidable without changing the A3T3 tract 

(Appendix 7.15).  The H1’ of T7 was distinct enough from both T8 and T9 and could be 

assigned directly from its correlation to T7H6, whereas T8 and T9 were found to have very 

similar chemical shifts, and careful inspection of the NOESY spectrum was essential to assign 

these peaks (Fig. 4.13). 

Fig. 4.12.  Assignment of the G3, A4, A5, A6 nucleotides of ODN 4.1. 
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They could however, be distinguished from correlations (or lack thereof) to C10H5.  

Assignment of C10-C12 proved as facile as for G1-G3 (Fig. 4.14). 

Once the spectroscopic walk was finished, the H2’ – H5’ sugar protons could then be filled in 

from the NOESY and TOCSY correlations from H1’.   The complete assignment is shown in 

Appendix 7.16.  The one base in which no H5’ could be determined was C10.  This is 

presumably due to a very similar chemical shift value for H4’ and H5’/H5’’ in C10 as predicted 

(Appendix 7.15), and hence the correlation contour between these two protons was 

indistinguishable from the diagonal of the NOESY plot. 

 

Figure 4.13:  Assignment of the T7-T9 methyl peaks of ODN 4.1.  
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4.2.2: Assignment of the minor groove of ODN 4.1. 

With the assignment of the fingerprint region and the sugar protons in hand, it became possible 

to assign the protons in the minor groove, namely the thymidine imino protons and the AH2 

protons.  Three imino protons exist for each of the guanosine and thymidine protons, but only 

five peaks are visible in the 1H spectrum (Fig 4.15) – this was found to be due to signal 

degeneracy of two guanosine imino protons (Appendix 7.16).  Assignment of the NOESY 

spectrum of these peaks involved a somewhat different approach to that described in Section 

4.4.1.  The correlations observed in these peaks are horizontal (i.e. between 2 Watson-Crick 

base-paired strands) rather than vertical (down a strand of ssDNA) (Fig. 4.16).   

 

Figure 4.14.  Assignment of the final three bases of ODN 4.1.  Relevant peaks not in the “walk” are 

circled and labelled. The T9H1’ and C12H1’ had almost identical chemical shifts, and are not 

distinguished here.  Their assignments are reported in Appendix 7.15. 
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A correlation exists between cytosine H5 and the amine protons, which due to base pairing, 

have very different chemical shifts (Appendix 7.16) (Fig. 4.16).  Hence, to start the assignment 

of this part of the spectrum is to assign the cytosine amine protons from the H5 and H6 

Figure 4.15.  Imino region of the 1H NMR spectrum of ODN 4.1 

Figure 4.16.   Horizontal minor groove nOe correlations in (a) and A-T and (b) a G-C base pair.65 
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correlations. The amine protons from C2 and C10 could be assigned unambiguously, but signal 

overlap between the resonances of the three cytosine bases prevented unambiguous assignment 

of the C12 amino protons.  This proved not to be important; however, as the three guanosine 

imino protons could be unambiguously assigned from these two imino protons (Appendix 

7.16).   

 

Upon assignment of the guanosine imino protons, the final peaks to assign were the adenosine 

H2 and thymidine imino protons.  These protons were assigned through inspection of the 

imino-imino resonances, and the adenosine H2 protons were assigned through the minor 

groove “walk” depicted in Fig. 4.16.  The correlations are shown in Fig. 4.17.  The assignment 

of free ODN 4.1 was then completed, and this assignment served as a guide to assigning the 

complex of 1.20 with ODN 4.1. 

 

 

 

Figure 4.17.  Assignment of the minor groove of free ODN 4.1 (correlations to H1’ protons not shown).  
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4.2.3. Summary 

The ODN 4.1 spectrum was fully assigned by NMR using the “spectroscopic walk” technique.  

The spectroscopic walk technique is only possible in the assignment of dsDNA oligomers if 

the oligomer in question is unambiguously in the B-form (Fig. 1.5), as the observed nOe 

patterns for A- and Z-form dsDNA are very different, and require other techniques in order to 

assign these oligomers fully.65  This assignment of ODN 4.1 serves as a platform for 

understanding the conformational changes in ODN 4.1 due to binding of a molecule of 1.20 to 

ODN 4.1 through chemical shift perturbations. 

  

4.3 Assignment of the NMR spectrum of the 1.20: ODN 4.1 complex 

4.3.1. Assessment of the 1.20: ODN 4.1 complex by 1H-NMR 

The full 1H NMR spectrum of the complex is shown in Fig. 4.18.  A well-resolved 1H-NMR 

spectrum was observed, and hence a well-defined complex was formed.  If this was not the 

case, and either multiple, or a low affinity complex was present, then essentially two 

compounds would be present in solution.  This would result in a poorly-resolved spectrum 

making assignment extremely difficult, even impossible.65,99 

 

The 1.20: ODN 4.1 complex was analysed at a variety of temperatures from 293 – 308 K, and 

was found that the spectrum at 303 K gave the best resolved data, and hence all data shown in 

this section comes from this data set.   

Figures 4.19 and 4.20 show comparisons between the imino region and the thymidine methyl 

region of the complex, indicating that breaking of the dyadic symmetry in the thymidine region 

has occurred, as the three thymidine imino peaks integrating for two protons are now 

represented by six resonances integrating for one proton each (Fig. 4.19).  The guanosine imino 

peaks are largely unaffected save for a downfield chemical shift, indicating that these
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Figure 4.18.  1H-NMR of the 1.20: ODN 4.1 complex in 9:1 v/v H2O/D2O 
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 protons are still equivalent.  This indicates binding of 1.20 occurs across the A3T3 tract of 

ODN 4.1. Breaking of the symmetry axis is also seen in the thymidine methyl protons in the 

complex compared to free ODN 4.1.  The thymidine methyl protons are equivalent on each 

strand, but binding of 1.20 breaks this symmetry – leading to the formation of six distinct 

methyl peaks in the 1H-NMR spectrum (Fig. 4.20). 

 

 

 

 

 

 

Figure 4.19.  Expansion of the 1H-NMR spectrum of the imino region of free ODN 4.1 (red) and the 

complex of 1.20 with ODN 4.1 (blue).  The benzimidazole protons of 1.20 at 12.59 and 11.50 ppm 

are also present. 

Figure 4.20.  Expansion of the 1H-NMR spectrum of the thymidine methyl region of free ODN 4.1 (red) 

and in complex with 1.20 (blue).  The large triplet present at 1.13 ppm is residual HPLC buffer. 
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4.3.2. Assignment of the H6/H8 and H1’ protons of the 1.20: ODN 4.1 complex. 

The strategy employed for assignment of the spectrum is the same as for assignment of free 

ODN 4.1 in that the starting point is the Q5’ pseudoproton in the first guanosine nucleotide 

(Fig. 4.21). 

 

 

 

There was little perturbation of chemical shifts of the G1-G3 protons of the 1.20: ODN 4.1 

from that observed for free ODN 4.1 (Section 4.2.1).  This suggested that 1.20 binds ODN 4.1 

across the central A-T tract.  Assignment of the A-tract required careful inspection of the 

spectrum, because, as with the imino and methyl groups of the paired thymidine bases, binding 

of 1.20 into the A-tract has broken the dyadic symmetry of the DNA duplex, leading to six 

peaks representing the adenosine H8 protons.  These two spin systems could be distinguished 

from each other as the H1’ atoms of G3 and G3* nucleotides have subtly different chemical 

shifts to one another – perhaps a clue as to the presence of the azide functional group.  The 

Figure 4.21.  Fingerprint region of the NOESY spectrum of the ODN 4.1:1.20 complex.  The start point 

of the spectroscopic walk (G1Q5’-G1H8) is highlighted. 
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“sequential walk” for the first strand is shown in Fig. 4.22, and the same walk for the second 

strand is shown in Fig. 4.23. 

 

 

Unexpectedly, the perturbation of the A-tract was not well-resolved; however, using the 

strategy employed for solving the A-tract of free ODN 4.1 (using the T7 methyl correlation to 

find A6) the two A-tracts could be effectively resolved (Figs. 4.22 and 4.23).  The chemical 

shifts for A5* and A6*H1’ of the complex were similar to free ODN 4.1 (Appendix 7.17).  As 

expected for the binding of Hoechst-type compounds, the most significant perturbations of 

chemical shift were found in the T-tract of the complex (Appendix 7.17). 

 

Figure 4.22. The G1-A6 sequential walk.  The G3*H1’ peak is at 5.00 ppm (not marked). 
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. 

T7 and T7* could be easily assigned and distinguished from one another, as the methyl and H6 

protons had chemical shifts well-resolved from one another (Fig. 4.24).  In the second strand, 

the chemical shifts of T8* and T9* can be considered identical to one another, and to further 

complicate matters, are identical to that observed for T8H6.  Assignment of these different 

peaks was difficult and assignment of these peaks involved careful inspection of the 

correlations to the resonances belonging to both T7* and C10*.  Assignment of these peaks 

was possible (Fig. 4.24). 

Figure 4.23.  The G1*-A6* spectroscopic walk. 
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The thymidine H1’ protons proved difficult to assign, as only weak nOe correlations were 

observed for the H6-H1’ protons in the 1.20: ODN 4.1 complex compared to free ODN 4.1.     

This is likely due to rotation about the glycosidic bond, suggesting a subtle conformational 

change from B-DNA has occurred upon binding of 1.20, as has been observed for both 1.9 and 

2.24.94,144,84  As such, a slight rotation of the glycosidic bond is enough to increase the distances 

between the H6 and H1’ nuclei such that the two nuclei are sufficiently separated that the NOE 

effect is less pronounced.  Strong H6/H8-H1’ NOE correlations are observed when nucleosides 

are in both the anti- (found in A-and B- DNA) and in the syn- (in Z-DNA) conformations, and 

are lower when an intermediate conformation is observed (Fig. 4.25).7   

Figure 4.24.  The T7-T9 H6 and C7 correlations (red) and the T7*-T9* correlations (green). 
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This conformational shift is most likely to be a consequence of ligand binding and the 

thermodynamic cost of this conformational change could be a cause of the lower observed ΔTm 

of 1.20 compared to 1.9.  (Sections 3.3-3.4). 

 

The observed low nOe for the H6-H1’ correlation in the T-tract also made continuation of the 

spectroscopic walk more difficult – and required the omission of the H1’ resonances.  

Fortunately, a correlation between the T9H6 protons and both of the aromatic protons of C10 

could be found, and hence, the protons corresponding to the C10 base could be assigned (Fig 

4.26).  As with the H1’ proton of G3 (Strand 1) and G3* (Strand 2) (Fig. 4.8), the two aromatic 

protons and the H1’ proton of C10 and C10* were perturbed with respect to each other, 

Figure 4.25.  Assignment of the H6-H1’ correlations in the T-tract of both strands from the NOESY 

spectrum.  Some horizontal correlations are visible, but not shown. 
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indicating that the ligand is interacting not only with the T-tract, but with the G-C base pair 

immediately adjacent to the T-tract.   

 

 

 

The G11 and C12 bases showed no perturbation between each of the two strands and 

insignificant perturbation from free ODN 4.1, indicating that there is little effect on these two 

bases coming from binding of the ligand – further evidence that the A3T3 tract is being bound 

by the ligand.   

Having completed the spectroscopic walk for both strands, the other sugar protons could now 

be assigned.  As with free ODN 4.1, this was achieved by the correlation of the H1’ protons to 

other sugar protons by TOCSY or from nOe correlations from the H1’ proton by NOESY. 

(Appendix 7.17).  Due to extensive peak overlap, very few of the H5’/H5’’ protons of the 

Figure 4.26.  nOe assignment of T9-C12, and T9*-C12.  T9 and T9*H1’ have been omitted for 

clarity.  The G11 and C12 bases of the complex were found to be equivalent. 
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complex were unambiguously assigned thus preventing the assignment of the H4’-H5’ 

correlations.   

 

4.3.3. Assignment of the dsDNA minor groove protons. 

Assignment of the protons in the minor groove of the 1.20: ODN 4.1 complex was complicated 

by not only breaking of the dyadic symmetry of the duplex, but also by the presence of the 

ligand protons, which come between 7.5 and 8.9 ppm in free DMSO solution (Appendix 7.6).  

Parkinson et al. reported that there is a lack of nOe correlations between the imino protons of 

thymidine bases and ligand protons, they do exist between the H2 protons of adenosine and the 

H1’ protons of both adenosine and thymidine protons, allowing for unambiguous assignment 

of the adenosine H2 protons.99  Moreover, the presence of the extra benzimidazole resonances 

at 11.5 and 12.6 ppm also complicated assignment of the spectrum.  From close examination 

of previous NMR studies of bisbenzimidazole ligands in complex with dsDNA, it was found 

that no close contacts are observed between the 1.20 and the thymidine imino protons of ODN 

4.1.  As such, it was possible to discriminate the adenosine H2 protons from the ligand protons 

through correlation to the T imino protons (Fig. 4.16).  Using the starting point of the previously 

assigned C2 and C10* amino protons, a minor groove “spectroscopic walk” was carried out as 

depicted in Fig. 4.17.  The G3 and G11 imino protons can then be assigned, and then by a 

process of elimination the G1 protons could then be assigned at 12.84 ppm.  This solvent-

exposed proton shows no correlations and its integration is somewhat lower than for the other 

two bases – presumably some hydrogen-deuterium exchange occurs. 

 

With the guanosine imino protons assigned, the spectroscopic walk was continued into the 

adenosine H2 and the thymidine imino protons.  Breaking of the dyadic symmetry of ODN 4.1 

caused by binding of 1.20 doubles the number of resonances in the spectrum (Fig. 4.18) and 
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horizontal as well as vertical cross-peaks are also observed due to the narrow A-tract exhibited 

by ODN 4.1.150  Consequently, care had to be taken to identify the strand on which the proton 

resides.  With the assignment of the guanosine imino protons in hand, it was then possible to 

assign the imino protons from both the 5’- and 3’- end of the duplex (Fig. 4.28).  The thymidine 

H1’ resonances in the complex were difficult to unambiguously assign to either the thymidine 

imino or the adenosine H2 resonances due to a weak NOE signal.  As such, they are not shown 

in Fig. 4.28.  The remaining unassigned protons in the 10-14 ppm region at 11.51 and 12.58 

ppm were, by a process of elimination and literature precedent, unambiguously assigned as the 

two benzimidazole protons.99 

 

4.3.4. Assignment of the protons of 1.20 in complex with ODN 4.1. 

Having assigned the H2 and imino protons of the complex of 1.20 with dsDNA, it was now 

possible to assign the protons belonging to 1.20.  With all other protons in the aromatic region 

of the spectrum now assigned (Fig. 4.18, Appendix 7.17), the remaining protons therefore 

belong to the ligand, and can be assigned.  The NOESY spectrum of free 1.20 (Appendix 7.6) 

has three distinct spin systems, corresponding to the three aromatic moieties (Fig. 4.28 b).  The 

three aromatic moieties are distant from one another, and from the benzimidazole protons.  To 

obtain the orientation of binding of 1.20 the two key protons to assign were the benzylic protons 

H1 and the amide proton HA, (Fig. 4.28 a) which have NOE correlations to each of the rings, 

and have chemical shifts distinct from the rest of the molecule (Appendix 7.6). 
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The first ligand protons assigned were the two benzimidazole protons NH3’, and NH3’’ at 

11.51 and 12.59 ppm.  Strong nOe correlations between the peak at 11.50 to one at 8.15 ppm 

and a corresponding correlation exists between the peak at 12.58 ppm with one at 8.05 ppm 

(Fig 4.30).  The identical nOe volume of these correlations indicated that these resonances 

Figure 4.28. (a) Nomenclature of the protons in free 1.20.  (b) nOe correlations present in 1.20 

(Appendix 7.6).   

Figure 4.27.  Assignment of the adenosine H2 and imino protons.  One benzimidazole proton is 

visible at 12.58 ppm.  
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belonged to the H4 protons of 1.20 (Fig. 4.28 b), and were assigned as such.  Furthermore, H1 

could be assigned to be 4.203 ppm by a process of elimination from the fingerprint region, as 

the other aromatic peaks with correlations to peaks between 4.0 and 4.5 ppm had been assigned 

as belonging to ODN 4.1.  Analysis of the NOESY and TOCSY spectrum around the peak 

allowed for assignment of the H2 – H5 protons (Fig. 4.29).  As per literature precedent, the H2 

and H3 protons and the H4 and H5 protons were found to have identical chemical shifts.99 

 

 

A weak correlation between the peak at 7.732 ppm and 12.59 ppm was observed, allowing for 

assignment of the H3’ proton to the peak observed at 12.59 ppm.  A strong nOe correlation 

between the H3’ proton and the hitherto unassigned peak at 8.054 ppm was also observed.  

Hence, the peak at 8.054 ppm was assigned to the H4’ proton (Fig. 4.30).  Analysis of the nOe 

correlations between the H4’ protons allowed for assignment of the H6’ and H7’ protons of the 

leftmost benzimidazole ring at 7.724 and 7.333 ppm respectively (Fig. 4.30). 

 

 

By a process of elimination, the peak at 11.50 ppm was assigned to H3’’ (Fig. 4.31).  By an 

identical process used with the previous ring, the H4’’ proton was then assigned to 8.15 ppm.  

Two coupled protons were observed at chemical shifts of 8.13 ppm and 7.87 ppm, and although 

difficult due to signal degeneracy, a correlation between the peak at 8.13 and 8.15 ppm could 

Figure 4.29.  Assignment of the benzylic protons and aromatic ring 1 (Fig. 4.6) of 1.20 

Figure 4.30.  Assignment of rings 1 and 2 (Fig. 4.6) of 1.20. 
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be observed.  Consequently, these resonances could be assigned to H6’’ and H7’’ respectively 

(Fig. 4.31). 

 

 

 

Assignment of the amide proton HA was achieved through both identification of its TOCSY 

and nOe correlation with the H4’’ and H6’’ protons and comparison with the spectra in D2O, 

which due to hydrogen/deuterium exchange, are absent from the D2O spectrum.  This proton 

was hence assigned to the peak at 8.19 ppm.  A strong correlation to the peak at observed to a 

peak at 3.53 ppm and a weaker one was observed to a peak at 1.85 ppm, indicating that these 

resonances belonged to the HB and HC protons respectively.  These resonances were similar to 

that observed for free 1.20 (3.45 and 1.83 respectively), and hence served as further evidence 

that these assignments were correct.  Inspection of the correlations of these protons allowed for 

assignment of the final resonance, HD at 3.49 ppm (Fig. 4.32). 

 

 

4.3.5. Intermolecular nOe correlations between 1.20 and ODN 4.1. 

Once the assignments of all the chemical shifts of ODN 4.1 and 1.20 were complete, 

assignment of the binding mode of 1.20 to ODN 4.1 was possible.  Definite nOe correlations 

were observed between ring 1 (Fig. 4.6) and surprisingly, A5*H2 which suggested that 1.20 

Figure 4.31.  Assignment of rings 1-3 of 1.20 in complex with ODN 4.1. 

Figure 4.32.  Assignment of the alkyl tail of 1.20.  The aromatic assignments are as Fig. 4.31. 
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binds with opposite directionality to both 1.999 and 2.24.94  This would suggest that the primary 

amine in 1.20 is binding in a commensurate mode to the piperazine 1.9 and the tertiary amine 

in 2.24.  This observation showed that the main determinant of the orientation of Hoechst-type 

ligand binding to dsDNA is the position of the primary positive charge, not shape 

complementarity between the Hoechst core and the minor groove.  This loss of shape 

complementarity is likely to be the origin of the lower observed ΔTm of the 1.20: ODN 3.2 

complex when compared to both 1.9 and 1.21.    

 

Further evidence for this reversed binding mode comes from the nOe correlations between the 

benzimidazole protons and the centre of the A3T3 region. Contacts between H3’ (ring 2) and 

both A5* and A6* were observed, with A6* being significantly stronger.  A similar pattern 

was observed between ring 3 and base A6.  The amide proton HA exhibited close nOe contacts 

between the A6 and A5 bases, and the tail showed correlations between A5 and A4.  The 

observed intermolecular nOe correlations between 1.20 and ODN 4.1 are shown in Table 4.1 

and Fig. 4.33. 

 

These observations imply that binding of 1.20 to ODN 4.1 places the azide group between the 

A4 and G3 bases, and a specific interaction between the azide of 1.20 and the C2 amino group 

of G3 (located in the minor groove) is likely to be the origin of the changes in the azide IR 

band of 1.20 in complex with ODN 3.2. 
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Proton in 1.20 Correlation to ODN 4.1 

H2, H3 A5*H2 (m), A5*H3’ (w) 

H4, H5 A5*H2 (s), A5*H1’ (w), T7*H1’ (w) 

H3’ A6*H2 (m), A5*H2 (w) 

H4’ T7*H1’ (w) 

H3’’ A6H2 (m) 

H4’’ A6H2 (s), T7H1’ (w), T8*H1’ (m)  

H6’’ A6H2 (s) 

HA T7*H1’ (w), T8*H1’ (w) 

HB A5H2 (m) 

HC A4H2 (s), A5H2 (s) 

HD A4H2 (m), A5H2 (m) 

 

 

 

. 

4.4. Discussion 

4.4.1. Analysis of chemical shift perturbations of the 1.20: ODN 4.1 complex.  

Analysis of chemical shift perturbations gives an indication of which protons are close in space 

to the ligand, and furthermore the relative orientation in space of a given ligand.  Given the 

majority dsDNA-interacting small molecules are planar, aromatic compounds, they exhibit the 

ring currents characteristic of aromatic systems, and induce either an upfield or downfield shift, 

dependent on whether the proton in question is coplanar with the ring (shielded), or sits above 

or below the ring (deshielded).   

Table 4.1.  Intermolecular nOe effects observed for the 1.20: ODN 4.1 complex.  Indications of the 

strengths of the correlations are also given, (s) = strong > 1.5 × 106, (m) = medium 9 × 105 < x < 1.5 

× 106, (w) = weak, < 9 × 105 (units arbitrary).  Resonances with no observed intermolecular 

crosspeaks are not listed. 
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In the case of 1.9, the H1’ atoms of the A-T tract sit coplanar to 1.9 and are shielded while the 

H2 of adenines sit perpendicular to the ring, and are consequently deshielded (Fig 4.34).  Some 

information about the binding mode can therefore, by comparison to previous work, give clues 

as to the binding mode of compound 1.20.   

  

 

 

Figure 4.34. Pictorial representation of the local magnetic field perturbation induced by the ring 

currents due to the aromatic rings of 1.20.  Imino and adenosine C2H protons sit parallel to the ring 

and are deshielded, while C1’H protons sit perpendicular and are shielded. 

Figure 4.33.  Diagram showing the observed intermolecular nOe observed for the 1.20: ODN 4.1 

complex.  Strong nOe are depicted in red, medium in blue and weak are in green. 
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Chemical shift perturbations for the H6/H8 protons, the H1’, and H4’ have been previously 

reported with an A3T3 tract with compound 2.24, and comparison of the assignment of 1.20 to 

2.24 should provide a good, if inexact idea of the binding mode of 1.20.94  The pattern of the 

H6/H8 perturbations of the complexes of 1.20 and 2.24 are in good agreement, showing that 

despite the observed differences in the binding mode of the ligand from the assignment (Section 

4.3.5), the minor groove binding mode is largely retained (Fig. 4.35).  The base pairs are 

numbered from the 5’- end as per Fig. 4.36. 

 

 

 

A similar pattern was observed for the H1’ protons, and as shown in Fig. 4.34 the local ring 

currents exhibited by the aromatic rings of approaching 1.20 are the cause of the observed 

perturbations in the chemical shifts around the binding site. 

 

 

 

Figure 4.35. (a) H6/H8 Chemical shift perturbations found for the 1.20:ODN 4.1 complex (b) 

Reported H6/H8 chemical shifts for the 2.24 complex by Bunkenborg et al.94 

Figure 4.36.  Base pair nomenclature in this section. 
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The stark perturbations observed for the 1.20: ODN 4.1 complex (> 1 ppm in the thymidine 

bases) are typical for binding of bisbenzimidazole ligands to A-T tracts and are explained by 

the shielding effect of the local ring currents induced by binding of 1.20 (Fig. 4.37).   Similar 

perturbations were reported for the 1.9 complex by Parkinson et al.99  which were indicative of 

a minor groove binding mode to ODN 4.1.  Perturbations were observed across all six base 

pairs of the A-T tract indicating that despite the antiparallel binding mode of 1.20 to the A3T3 

tract, the minor groove binding mode is largely maintained. Given that A-T tracts of dsDNA 

are relatively conformationally rigid this finding points toward a two-state binding model 

(Section 3.1), in that binding of the ligand causes a rearrangement of the conformation of ODN 

4.1 to accommodate the approaching ligand.  Due to the unusual structure and binding mode 

of 1.20, however, this observation cannot be extended to other Hoechst-type ligands, or other 

sequences of dsDNA, although this observation may prove useful in interpreting any future 

2D-IR experiments.  Similar shielding effects between the 1.20 and 2.24 complexes were also 

observed for the H4’ protons (Fig. 4.38).  However, the chemical shift perturbations of the T8 

and T9 H4’ protons in this instance were more pronounced ( > -2 ppm), consistent with the T7 

H4’ protons reported by Bunkenborg et al. (Fig. 4.38 b).94 

Figure 4.37. (a)  Observed H1’ perturbations for the 1.20: ODN 4.1 complex.  (b) Reported chemical 

shifts for the 2.24 complex.94 
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Analysis of the perturbations of the H4’ protons showed that the binding mode of 1.20 to ODN 

4.1 is somewhat different to that observed of 2.24.  From this data, all of the thymidine H4’ 

protons in both strands are more shielded by the rings of 1.20 (Fig. 4.34) when compared to 

2.24.  This observation therefore provides clues as to the structure of the 1.20: ODN 4.1 

complex.   

 

The H2’/H2’’ and H3’ perturbations for 2.24 in complex with an A3T3 tract of dsDNA were 

not reported.  They were, however, quoted by Parkinson et al. for the  complex of 1.9 with the 

self-complementary dsDNA oligomer, ODN 4.2 (Fig. 4.39).99 

 

 

Although the binding site is A2T2 not A3T3, the main binding site is preserved, and comparison 

of the shifts observed for the complex of 1.9 to ODN 4.2, which has been crystallised (Fig. 2.2) 

to that observed for 1.20 to ODN 4.1 – and may provide some clues as to the binding mode.  

Again, the patterns of the binding mode are somewhat similar, despite the change in the 

structure of both the compound and the oligomer (Fig. 4.40). 

Figure 4.38. (a)  Perturbation of the H4’ protons in the 1.20: ODN 4.1 complex.  (b)  Reported 

perturbations for the 2.24 complex reported by Bunkenborg et al.94  

Figure 4.39.  Structure of ODN 4.2. 
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Similar perturbations were observed in the 1.20: ODN 4.1 complex about the A-T base pairs 

compared to the 1.9: ODN 4.2 complex, indicating a broadly similar binding mode, although 

1.20, like 2.24 spans 5-6 base pairs, instead of 4 for 1.9.  Given that the H2’ and H2’’ are on 

the same carbon atom, similar perturbations were unsurprisingly observed for the H2’’ protons 

(Fig. 4.41). 

 

 

 

Figure 4.40.  (a) Chemical shift perturbation of the H2’ protons in the 1.20: ODN 4.1 complex.  (b) 

H2’ perturbations in the 1.9: ODN 3.2 complex 

Figure 4.41.  (a) H2’’ chemical shift perturbations observed for the 1.20: ODN 4.1 complex.  (b)  H2’’ 

chemical shift perturbations reported for the 1.9:ODN 4.2 complex.99 
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Again, the observed chemical shift perturbations for the H2’’ protons exhibit a pattern 

consistent with a minor groove binding mode, although the values of the chemical shifts are 

different, this is likely due to subtle differences between the structures of the 1.20: ODN 4.1 

complex and the 1.9: ODN 4.2 complex, whether this is due to the differences in the structure 

between 1.20 and 1.9 or the different binding sites between ODN 4.1 (A3T3) and ODN 4.2 

(A2T2) is unclear. 

 

Similar perturbation patterns were observed for the H3’ protons of the 1.20: ODN 4.1 complex 

compared to the 1.9: ODN 4.2 complex (Fig. 4.42).  

 

 

 

The perturbation patterns observed were broadly similar, although a difference at the 3’- end 

of ODN 4.2 caused by binding of 1.9 was reported by Parkinson et al., presumably due to a 

conformational shift in ODN 4.2 to accommodate the bulky piperazino moiety.  This 

observation indicated that the azide in 1.20 is likely to be easily accommodated in the minor 

groove of ODN 4.1, similarly to the tertiary amine in 2.24.94 

 

 

Figure 4.42.  Comparison of chemical shift perturbation of H3’ protons of the 1.20: ODN 4.1 complex 

compared to the 1.9: ODN 4.2 complex (one perturbation was not reported).99 



Ph.D. Thesis 

John May, Student No. 201255025  
  

189 
 

4.4.2. Evidence for a single binding mode of 1.20 to ODN 4.1. 

The one-dimensional NMR spectrum of the 1.20: ODN 4.1 complex showed resonance 

doubling in the region G3-C10, consistent with a minor groove binding mode of an 

unsymmetrical ligand across these six base pairs.  Although no intermolecular nOe have been 

characterized for the A4*-T9 binding mode, it is likely that the primary amine is interacting 

with ODN 4.1 in this region.  Furthermore, 1.20 was observed to form a well-defined complex 

by NMR – if 1.20 formed a second binding mode with similar affinity to a minor groove 

binding mode, a different pattern to resonance doubling would be observed in the imino and 

thymidine methyl regions.  Consequently, at high salt: ligand ratios, the minor groove binding 

mode described in Section 4.3.4 is the sole binding mode observed under normal conditions. 

 

4.4.3 Comparison of the binding modes of 1.20 and 2.24 

Given the different directionalities of the binding modes of 1.20 and 2.24 it is striking that the 

chemical shift perturbations of 1.20 and 2.24 are similar, and are consistent with a similar 

binding mode.  Further evidence for this comes from the intermolecular nOe patterns (Figs. 

4.33 and 4.43), which suggest that bifurcated hydrogen bonds are formed between the central 

three base pairs of ODN 4.1, although in different directions – the amide points toward the 3’- 

end of the duplex in the 2.24 complex and the 5’- end of the duplex in the 1.20: ODN 4.1 

complex.  Given the ability of the primary amine to form an electrostatic interaction with the 

narrow minor groove of the 3’- end of the A-T tract, it seems somewhat surprising that a single 

binding mode was observed for 2.24.94   

This observation can be explained through the fact that the primary amine in 1.20 (and 2.24) is 

more solvated than either the tertiary amine in 2.24 or the piperazine in 1.9.151  Hence, 

desolvation of the cation in order to enter the minor groove is more thermodynamically 
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unfavourable than for the tertiary amine in 2.24.  The significantly higher thermodynamic cost 

of desolvation of primary amines compared to more diffuse cations such as a guanidine or a 

tertiary amine has been previously proposed as a reason why arginine residues are almost 

exclusively found in the DBD of minor-groove contacting proteins.151  The thermodynamic 

cost of desolvation is likely to be a factor in the lower ΔTm observed for the 1.20: ODN 3.2 

complex compared to either 1.9 or 1.21. 

It was reported by Bunkenborg et. al. that 2.24 fitted neatly into the centre of the minor groove 

of the A3T3 tract pointing towards a “lock-and-key” mechanism (Fig. 4.43).   

 

 

This means that in that the shape of 2.24 is complementary to that of the minor groove of 

dsDNA, and the binding surface of A-T tracts can be considered “pre-formed” for an incoming 

Hoechst ligand.84,94  Given the observed antiparallel binding mode of 1.20 to ODN 4.1, it stands 

Figure 4.43.  Binding mode of 2.24 to an A3T3 tract of dsDNA.  Close nOe contacts are represented by 

dashed black lines, bifurcated hydrogen bonds in blue.  The relative strengths are not indicated.94 
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to reason that the shape complementarity of the Hoechst ligand to the minor groove of B- type 

dsDNA is also lost.  Hence, in order to accommodate a molecule of 1.20 in its minor groove, a 

significant conformational shift in ODN 4.1 is required.  This observation pointed towards a 

two-state model (Fig. 3.3) for the binding of 1.20 to ODN 4.1 in that a weak binding interaction 

between 1.20 and ODN 4.1 is sufficient to induce a change in the conformation of ODN 4.1 

such that stronger intermolecular contacts were possible.  The conformational change in ODN 

4.1 is almost certainly a cause of the lower observed ΔTm for the 1.20: ODN 3.2 complex when 

compared to 1.9 or 1.21.  The conformational change in ODN 4.1 is also likely to be responsible 

for the observed precipitation of the 1.20: ODN 4.1 at low buffer: complex concentration ratio.    

 

4.4.4. The optimum binding site of 1.20 to dsDNA. 

Referring back to the DNase I footprinting data, the digestion patterns of 1.20 and 2.24 are 

identical, and are comprised of consecutive runs of at least four A-T base pairs (Figs. 3.6 – 

3.8).139  As per 2.24, both 5’-AAAA-3’ and 5’-AATT-3’ are preferred binding modes over 

either 5’-ATATAT-3’ or 5’-TTAA-3’ runs.  This data showed that the preferred binding site 

of 1.20 is still AATT over TTAA or ATAT, despite its reversed orientation in the minor groove 

relative to either 1.9 or 2.24.  The consensus binding sequence is therefore maintaned, and the 

lower value of ΔTm obtained for 1.20 indicated that it was a lower affinity ligand than either 

1.9 or 1.21. 

 

The binding mode of 1.20 to ODN 4.1 described in this chapter showed that the origins of the 

lower ΔTm of 1.20 to ODN 3.2 (Section 3.5) is due to this observed reversed orientation, and 

not, as first thought, a result of the removal of the cationic moiety from ring 3.  The reversed 

orientation retains the electrostatic interaction between 1.20 and the narrow minor groove 
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presented by ODN 4.1, and this is likely to be the origin of the reversed orientation of 1.20 in 

the minor groove of ODN 4.1 compared to both 1.9 and 2.24.  As such, the origin of the lower 

ΔTm of 1.20 compared to 1.9 or 1.21 is due to the fact that ODN 4.1 undegoes a conformational 

shift in order to accommodate a molecule of  1.20, and this incurs a significant thermodynamic 

cost. 

 

4.5 Conclusions and future work 

4.5.1. Conclusions 

The structure of 1.20 in complex with an A-T tract has been solved by NMR.  Observation of 

intermolecular nOe crosspeaks have indicated that although 1.20 clearly sits across the centre 

of the A3T3 tract of ODN 4.1, which differs from the orientation of the molecule previously 

reported for compounds 1.9 and 2.24.  Significant conformational changes in the minor groove 

were required in order to accommodate the binding ligand.  The HD protons of 1.20 have also 

been shown to sit above the terminal A4 residue of ODN 4.1, indicating that the azide is in 

close proximity to the exocyclic amine of guanosine residue G3, and this interaction is the 

origin of the observed changes in the azide response of 1.20 in complex with ODN 3.2 when 

compared to the free ligand. The consensus binding sequence of 1.20 was also compared to the 

DNase I footprinting work presented in section 3.2 and was observed to be identical to that of 

2.24.  This conformational change has also been posited as the origin of precipitation of the 

complex at high complex: salt concentration ratios.         

 

4.5.2. Future work 

A three-dimensional model of the 1.20: ODN 4.1 complex will be determined in order to gain 

a deeper understanding of the three-dimensional structure.  Future work will then be directed 

toward understanding the dynamic changes of 1.20 and 1.21 in complex with target, as well as 
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sub-optimal dsDNA sequences, most notably 5’-ATATAT-3’, and 5’-AATT-3’, as well as the 

other binding sequences suggested by the digestion pattern in Figs. 3.6 – 3.8. 

4.6. Experimental 

4.6.1. Synthesis and purification of ODN 4.1. 

The self-complementary DNA oligonucleotide d(GCGAAATTTCGC)2 (ODN 4.1) was 

synthesized using standard solid-phase protocols on a 20 μM scale, using reagents and columns 

purchased from LINK Technologies Incorporated.  All solvents were purchased from Sigma-

Aldrich, and used without further purification, furnishing the DNA oligomer in 70 % crude 

purity.  The DNA oligomers were purified by RP-HPLC on a Dionex ULTIMate 3000 system 

equipped with a Phenomenex Clarity column, 250 mm in length, with 5 μm pore size and 10.0 

mm internal diameter.  The elution buffer used was 100 mM triethylammonium acetate in water 

(buffer A) and 100 mM triethylammonium acetate in 80/20% v/v acetonitrile/water (Buffer B), 

and the proportion of solvent B increased from 5% to 40% over 22 minutes.  The crude mixture 

was then desalted using a GE Healthcare NMP-25 column and lyophilized to dryness.  The 

desalting procedure was then repeated as necessary until the molar ratio of residual buffer salts 

to dsDNA was lower than 0.5:1 by 1H-NMR.  8.5 mg of sample was obtained (23.3 % overall 

yield) and was characterized by MALDI, analytical RP-HPLC and 1H-NMR 

 

4.6.2. Preparation of samples for NMR. 

NMR samples were prepared through dissolution of the dsDNA into a 100 mM phosphate 

buffer at pH 7.0 in either D2O (99.9 %, Sigma, Aldrich) or a mixture of 90% Millipore H2O/ 

10% D2O, for a final concentration of 2 mM dsDNA (4mM ssDNA) of volume 550 μL.  The 

mixture was then annealed at 80 °C and allowed to cool to room temperature before the clear 

solution was introduced to the NMR tube by pipette.  The solvent system was changed from 
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D2O to H2O or vice versa through lyophilisation of the sample, and redissolution of the residue 

in the desired solvent. 

A 100 mM solution of the ligand 1.20 in DMSO-d6 was prepared, and then added to the sample 

of dsDNA in H2O/D2O, in approximately 25 mol% aliquots and then annealed at 80 °C until a 

clear brown solution was observed.  The mixture was checked by 1H-NMR to confirm 

formation of the full complex, and then lyophilized to remove the deuterated DMSO.  The solid 

obtained was then resuspended in 550 μL of either D2O or 90% H2O/10% D2O as required.  To 

change the solvent, the sample was washed into a falcon tube with a little Millipore water, 

lyophilised to dryness and then redissolved in the desired solvent. An internal NMR standard 

(2, 2, -dimethyl-2-silapentane-5-sulfonate, DSS) was added prior to the collection of all 

spectra, and all chemical shifts are reported relative to this standard.  

 

4.6.3. NMR experiments. 

All NMR experiments were performed on a Bruker AVANCE III 600 MHz spectrometer with 

a mixing time of 150 ms.  NOESY experiments on the free DNA duplex were carried out at 

298 K and 303 K for the complex.  A spectral width of 6000 Hz (10 ppm) was used for 

experiments in D2O and 12000 Hz (20 ppm) for the experiments in H2O were used.  4096 

complex points in t2 were used for a total of 512 t1 experiments with 64 scans at the given 

temperature.  Spectra were collected in H2O using a WATERGATE-NOESY pulse 

sequence.152   

TOCSY experiments were carried out with Tw of 70 and 20 ms using a total of 256 scans (128 

dummy scans and 128 scans).  A spectral width of 12 ppm was used (7200 Hz) and no isotopic 

labelling was employed.     

Once processed, the processed spectrum was analysed using the SPARKY program (University 

of California, San Francisco).153 
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5.  General conclusions and Future Directions. 
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5.1 General conclusions. 

Through the course of this project, two derivatives of Hoechst 33258 (1.9), bearing an azide 

functional group to act as an IR reporter has been synthesised, compounds 1.20 and 1.21.  

Thermal melting experiments were carried out on the two compounds in complex with dsDNA.   

The azide absorption band of 1.20 was markedly different to 1.21, whereas the 1600 – 1700 

cm-1 regions for the two compounds was very similar.  This observation showed that the 

melting mechanisms were very similar.  The Tm for the IR melting experiments corresponded 

exactly to the Tm as investigated by UV-Vis spectroscopy, this observation showed that both 

the UV-Vis and IR melts were sensitive to the same structural feature of dsDNA, namely 

Watson-Crick base pairing. 

 

The azide absorption bands of the 1.20: ODN 3.2 and the 1.21: ODN 3.2 complexes were 

markedly different: the 1.20: ODN 3.2 azide band exhibited an increase in absorption, and the 

presence of a red shoulder peak, indicative of a hydrogen bonding interaction with the minor 

groove of ODN 3.2.  Further evidence of this came from structure elucidation of the 1.20: ODN 

4.1 complex by NMR.  Analysis of the NOESY correlations indicated that the azide sits at the 

5’-end of the minor groove, and is in close proximity to the G3-C10* base pair of ODN 4.1 

(Fig. 4.18).   As such, it can be expected that there is a hydrogen bonding interaction between 

the exocyclic amine of G3 and the azide of 1.20.  The change in the peak shape and absorbance 

of the azide vibration exhibited a sigmoidal peak profile commensurate with the Tm obtained 

for both UV-Vis and the 1600 – 1700 cm-1 region of the IR spectrum.    

 

The azide peak profile of the 1.21: ODN 3.2 complex was very different, the peak shape did 

narrow when in complex with ODN 3.2 compared to free 1.21, there was no dramatic change 

in peak shape as observed for the 1.20 complex.  Moreover, unlike 1.20 the azide absorption 
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band of the 1.21: ODN 3.2 complex did not exhibit a sigmoidal profile upon melting.  The 

reasons for this are unclear, as significant problems existed with the purification of sufficient 

amounts of 1.21 suitable for spectroscopic experiments, thus limiting the amount of data that 

could be collected from this complex.  Consequently, direct comparison of the environment 

experienced by the azides of 1.20 and 1.21 was impossible, and furthermore, fewer 

spectroscopic experiments could be carried out on the 1.21: ODN 3.2 complex. 

 

5.2.  Future directions. 

Firstly, in order to serve as a direct comparison of the local environments of the azides in 1.20 

and 1.21, a satisfactory synthetic route towards pure 1.21 has to be developed, investigating 

the proposed methods in Scheme 2.13.  Once this compound has been prepared, it should be 

subjected to the same tests as described in Chapter 3, in order to provide a full data set of UV 

and IR experiments, leading into 2D-IR experiments.  A structure of 1.21 in complex with 

ODN 4.1 should also be obtained, either by NMR or X-ray crystallography to provide a 

structural explanation for the different behaviour of the azide functional group in 1.21 

compared to 1.20.  The UV melting curves should be inspected closely in order to extract both 

the enthalpic and entropic contributions to the binding interaction of 1.20 and 1.21 to 

dsDNA.145 

 

Once a full data set has been acquired for both 1.20 and 1.21, the same set of experiments 

described in Chapters 3 and 4 could be carried out for other binding sites to dsDNA, for 

example 5’-ATATAT-3’ and other combinations thereof, of which 1.20 is known to bind (Figs. 

3.6 – 3.8).  Comparing the dynamics of association of 1.20 and 1.21 to various sequences A-T 

rich of dsDNA will provide a fuller picture of the molecular processes governing association 
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of these two ligands to A-T rich binding sites, and hopefully, the data will inform on the design 

of better DNA-binding therapeutics. 

The techniques described in this thesis could be extended to other classes of MGBs for example 

a derivative of distamycin A (1.8) 5.1 (Fig. 5.1).  Analysis of the 2D-IR spectrum of 5.1 in 

complex with 5’-ATAAT-3’, 5’-AAATTT-3’ – with which 1.8 forms a 2:1 complex and 5’-

AAAAA-3’ with which 1.8 forms a 1:1 complex (Fig. 1.20).43 

 

 

 

Analysis of the binding dynamics of 5.1 in complex with dsDNA will firstly provide insights 

into the factors that determine the stoichiometry of binding of 5.1 to dsDNA.  Secondly, 

comparative analysis of the dynamics of the interaction between dsDNA and both 5.1, 1.20, 

and 1.21 will allow for the design of MGBs with optimised thermodynamic profiles, with 

optimised enthalpic and entropic contributions.  This same approach could also be extended to 

the Dervan pyrrole-imidazole hairpin polyamides (Fig. 5.2) with azides located on either the 

N-terminus (5.2), or the hairpin “turn” (5.3).154 

 

Figure 5.1.  Proposed azide-labelled derivative of 1.8, 5.1.   

Figure 5.2.  Proposed structures of Dervan polyamides labelled with azides on the N-terminus (5.2) 

and on the hairpin turn motif (5.3) 
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7.1 – Characterisation data of novel and significant compounds. 

7.1 Compound 2.12 characterisation. 

 

 

 

 

1H NMR spectrum of compound 2.12   

13C NMR of compound 2.12 
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FT-IR spectrum of compound 2.12 

ESI-MS of compound 2.12.  Main peak is at 484 [M+H]+. 
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7.2.   Compound 2.22 characterisation 

 

 

 
13C spectrum of 2.22 

1H NMR of 2.22.  Some residual DMF is present. 
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JM336 #3-463 RT: 0.06-9.92 AV: 461 NL: 1.76E5
T: + p ESI Full ms [115.00-1000.00]
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FT-IR spectrum of 2.22. 

ESI-MS of 2.22.  Main peak at 311 is [M-2OAc+3H]+ 
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7.3. Compound 2.23 spectra 

 

 

 

1H NMR of 2.23.  Some residual buffer is present. 

13C NMR of 2.23.  Some buffer is visible also. 
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FT-IR of compound 2.23 

Analytical HPLC trace of compound 2.23 
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7.4. Compound 2.24 characterisation. 

 

JM_Ho_diamine #1-67 RT: 0.00-0.99 AV: 67 NL: 3.93E4
T: + p ESI Full ms [400.00-500.00]
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ESI-MS of compound 2.23.  The main peak is at 482 [M+H]+.  A second fragment peak is at 453. 

1H NMR of compound 2.24.   
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FT-IR of 2.24 

13C NMR of 2.24.  Poor solubility of the substrate in DMSO was the origin of the poor signal to 

noise ratio. 
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JM_Ho_diamine #17 RT: 0.25 AV: 1 NL: 4.12E4
T: + p ESI Full ms [400.00-500.00]
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ESI-MS of 2.24.  Main peak at 468 is [M+H]+.  The second peak at m/z = 453 is a fragment missing one 

methyl group. 

Analytical HPLC trace of purified 2.24.  18 minute run, eluent 5-90% MeCN in water, 0.1% TFA. 
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7.5.  Compound 2.25 characterisation data. 

 

 

 

13C NMR of compound 2.25 

1H NMR of compound 2.25 
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7.6 Compund 1.20 characterisation data 

 

 

JM223 #1 RT: 0.02 AV: 1 NL: 4.04E4
T: + p ESI Full ms [50.00-1000.00]
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1H spectrum of 1.20 

ESI-MS of 2.25.  Main peak at 606 is [M+H]+ 
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13C spectrum of 1.20 

FT-IR spectrum of 1.20 
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1H-COSY spectrum of 1.20.   

NOESY spectrum for compound 1.20 
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HMBC spectrum of compound 1.20 

HSQC spectrum of 1.20 
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MALDI-MS of 1.20.  Peak at 465 [M+H]+ is observed.  The main peak at 450 is a fragment, as are 324 and 

424. 

Analytical HPLC trace of compound 1.20. 
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7.7.  Compound  1.21 characterisation 

 

 

 

FT-IR spectrum of 1.21 

1H NMR of compound 1.21 
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JM260_hot_filter_2 #1-72 RT: 0.00-1.79 AV: 49 NL: 7.27E3
T: + p ESI Full ms [100.00-2000.00]
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ESI-MS of 2.34.  The peak at 565 is [M+H].  The peak at 538 was shown to be a fragment by MS/MS. 

HPLC trace of compound 1.21 
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 7.8. Preparative HPLC trace of 2.23 and 1.18 

 

  

7.9: HPLC traces of crude 1.20 prepared by method A. 

 

 

 

 

 

Preparative HPLC trace of crude 1.18.  The peak at 15.68 minutes is 2.23, the peak at 17.91 minutes was 

1.18.  Not enough 1.18 was recovered for further characterisation/ experiments. 

(a) Analytical trace of crude 1.20.  (b) Preparative trace of the same sample. 
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7.10. HPLC traces of crude 1.21 prepared by Method A. 

 

 

7.11 Crude 1H – NMR of 1.21 with triethylammonium hydrochloride 

 

 

 

(a) Analytical trace of crude 1.21.  (b) Preparative trace of the same sample. 
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7.12:  Crude 1.21 containing tetramethylurea. 

 

 

 

 

7.13.  Example of fitting of free ODN 3.2 at 25 °C. 

 

 

 

 

Crude 1.21 in CD3OD.  The tetramethyluronium species is present at 3.30 ppm. 

The fit of the raw spectrum of ODN 3.2 at 25 °C.  The 4 Gaussian peaks between 1600-1700 cm-1 

and the curved baseline subtraction are visible. 
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7.14.  Derivation of Equation 3.1145 

 

K =  
[dsDNA]

[ssDNA 1][ssDNA 2]
  

and [ssDNA 1] = [ssDNA 2], then   

K =
[dsDNA]

 [ssDNA]ଶ 

At T୫,[dsDNA] = [ssDNA] = 0.5 C, then 

K =  
0.5 

C
2

(0.5 
C
2 )ଶ

 , which simplifies to: 

K =  
0.5

0.25 
C
2

  

−RT୫ln ቆ
0.5

0.25 
CT
2

ቇ = ΔH° − TmΔS°  

T୫ΔS° − RT୫ln ቌ
0.5

0.25 
C
2

ቍ = ΔH° 

T୫ (ΔS° − RT୫ln ቆ
.ହ

.ଶହ 
ి
మ

ቇ = ΔH° 3.1 
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Type equation here. 
7.15. Predicted Chemical Shifts of ODN 4.1148 

Base H6/H8 H2 H5 TH7(Me) CNH(B) CNH(E) Imino 

G1 7.92      12.99 

C2 7.41  5.40  8.40 6.51  

G3 7.86      12.74 

A4 8.08 7.24      

A5 8.05 7.05      

A6 8.12 7.58      

T7 7.19   1.35   13.67 

T8 7.44   1.59   13.92 

T9 7.41   1.58   13.76 

C10 7.45  5.61  8.49 6.92  

G11 7.87      13.13 

C12 7.40  5.39  8.16 6.50  

 

Base H1’ H2’ H2’’ H3’ H4’ H5’ H5’’ 

G1 5.93 2.62 2.73 4.83 4.22 3.73 3.73 

C2 5.72 1.99 2.37 4.79 4.14 4.17 4.11 

G3 5.53 2.66 2.74 4.99 4.31 4.08 4.01 

A4 5.93 2.64 2.88 5.04 4.41 4.12 4.14 

A5 5.81 2.60 2.84 5.03 4.41 4.23 4.18 

A6 6.12 2.54 2.88 4.99 4.44 4.28 4.22 

T7 5.95 2.00 2.53 4.84 4.22 4.32 4.20 

T8 6.09 2.15 2.62 4.89 4.21 4.21 4.15 

T9 6.07 2.17 2.55 4.89 4.20 4.18 4.09 

C10 5.66 1.99 2.35 4.85 4.11 4.09 4.08 

G11 5.94 2.63 2.72 4.98 4.35 4.10 4.03 

C12 6.17 2.16 2.21 4.48 4.04 4.25 4.10 

 

 

 

 

Predicted chemical shifts of ODN 4.1 using the DSHIFT program.148 
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7.16. Full assignment of free ODN 4.1 

Base H6/H8 H2 H5 TH7(Me) CNH(B) CNH(E) Imino 

G1 7.757      12.84 

C2 7.110  5.180  8.256 6.318  

G3 7.630      12.57 

A4 7.896 7.006      

A5 7.850 6.835      

A6 7.865 7.400      

T7 6.884   1.048   13.50 

T8 7.207   1.331   13.75 

T9 7.170   1.421   13.53 

C10 7.267  5.494  8.265 6.689  

G11 7.695      12.59 

C12 7.172  5.140  n.d n.d  

 

Base H1’ H2’ H2’’ H3’ H4’ H5’ H5’’ 

G1 5.733 2.411 2.554 4.653 4.065 3.522 3.522 

C2 5.410 1.688 2.067 4.632 3.921 3.921 3.894 

G3 5.109 2.425 2.486 4.786 4.108 3.873 3.769 

A4 5.691 2.471 2.690 4.869 4.261 3.998 3.925 

A5 5.694 2.430 2.709 4.852 4.278 4.201 4.071 

A6 5.949 2.422 2.748 4.821 4.302 4.101 4.045 

T7 5.740 1.820 2.322 4.687 4.146 4.118 n.d 

T8 5.946 1.999 2.400 4.716 4.042 4.050 3.955 

T9 5.918 1.965 2.455 4.724 4.076 4.046 3.952 

C10 5.425 1.872 2.192 4.698 4.041 n.d n.d 

G11 5.745 2.433 2.517 4.812 4.183 3.995 3.857 

C12 5.950 2.002 2.058 4.288 4.040 4.260 4.260 

 

 

 

 

Full assignment of free ODN 4.1 
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7.17. Assignment of the 1.20: ODN 4.1 complex. 

Base H6/H8 H2 H5 TH7(Me) CNH(B) CNH(E) Imino 

G1 7.716      12.84 

C2 7.099  5.140  8.225 6.241  

G3 7.617      12.65 

A4 7.907 7.164      

A5 7.938 7.141      

A6 7.962 8.041      

T7 6.714   1.113   13.58 

T8 6.813   1.216   13.49 

T9 6.996   1.311   13.47 

C10 7.234  5.436  8.234 6.542  

G11 7.688      12.65 

C12 7.138  5.105  8.229 6.545  

 

Base H6/H8 H2 H5 TH7(Me) CNH(B) CNH(E) Imino 

G1* 7.716      12.84 

C2* 7.099  5.140  8.221 6.241  

G3* 7.617      12.63 

A4* 7.950 7.375      

A5* 7.966 7.343      

A6* 7.806 8.160      

T7* 6.579   0.9922   13.93 

T8* 6.807   1.180   13.78 

T9* 6.805   1.254   13.46 

C10* 7.165  5.401  8.342 6.607  

G11* 7.688      12.65 

C12* 7.138  5.105  8.236 6.350  

 

 

 

 

 

Assignment of the aromatic protons of both strands of the 1.20: ODN 4.1 complex.  The sugar 

assignments are overleaf. 
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Base H1’ H2’ H2’’ H3’ H4’ H5’ H5’’ 

G1 5.685 2.368 2.521 4.626 4.014 3.517 3.517 

C2 5.440 1.658 2.052 4.622 3.906 n.d. n.d. 

G3 5.137 2.401 2.442 4.785 4.622 4.094 3.772 

A4 5.572 2.460 2.611 4.874 4.216 3.996 3.908 

A5 5.800 2.497 2.668 4.885 4.237 n.d. n.d. 

A6 5.899 2.274 2.596 4.805 4.232 4.023 4.023 

T7 4.800 1.423 1.875 4.304 1.978 n.d. n.d. 

T8 5.070 1.409 1.864 4.275 1.829 n.d. n.d. 

T9 4.630 1.853 1.981 4.626 2.170 n.d. n.d. 

C10 5.440 1.813 2.168 4.638 3.901 n.d. n.d. 

G11 5.744 2.418 2.510 4.798 4.197 3.935 3.853 

C12 5.926 1.963 2.030 4.281 3.859 4.055 4.055 

 

Base H1’ H2’ H2’’ H3’ H4’ H5’ H5’’ 

G1* 5.690 2.370 2.512 4.626 4.514 3.517 3.517 

C2* 5.436 1.658 2.053 4.622 3.906 n.d. n.d. 

G3* 5.001 2.410 2.442 4.798 4.622 4.094 3.722 

A4* 5.576 2.473 2.676 4.886 4.214 n.d. n.d 

A5* 5.656 2.515 2.679 4.874 4.260 4.015 3.918 

A6* 5.652 2.272 2.529 4.629 4.201 3.901 3.883 

T7* 5.277 1.326 1.806 4.206 1.974 n.d. n.d. 

T8* 4.930 1.308 1.737 4.236 1.898 n.d. n.d. 

T9* 4.779 1.507 1.867 4.398 1.984 n.d. n.d. 

C10* 5.695 1.845 2.075 4.622 3.809 n.d n.d. 

G11* 5.744 2.418 2.510 4.798 4.197 3.935 3.893 

C12* 5.926 1.963 2.030 4.281 3.859 4.055 4.055 

 

 

 

 

 

Assignment of the sugar protons of the 1.20: ODN 4.1 complex. 
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7.18 Copyright permissions. 

7.18.1 Copyright permission for Figure 1.2 
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7.18.2. Copyright Permission for Figure 1.4. 

Dear Mr. May, 

 

Thank you for your request. You may use this figure for your thesis. 

 

Please use the correct credit in close proximity to the figure: 

 

From: Lehninger Principles of Biochemistry 6E, by David L. Nelson, et al, Copyright 2013 by 

W.H. Freeman and Company. Used by Permission of the publisher 

 

7.18.3 Copyright permission for Figures 1.6 and 1.23 
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7.18.4. Copyright permission for Figure 1.8 
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7.18.5 Copyright permission for Figure 1.26 

 


