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Abstract

The advent of carbon nanotube (CNT) synthesis has created exciting new oppor-

tunities in fluid dynamic applications as the fluid behaviour can deviate signifi-

cantly from conventional continuum expectations. CNTs indicate major potential

in nanotechnologies such as seawater desalination. Molecular dynamics (MD) is

often the numerical method of choice for fluid dynamics at the nanoscale due to

its high level of detail and accuracy.

Using the “controllers” of Borg et al.[1], we are able to shrink the computa-

tional domain required for molecular dynamic simulations of the external flow of

liquid argon past a CNT and significantly increase the simulation’s computational

efficiency. We apply three pressure differences across a CNT membrane carrying

liquid argon, and compare the results of the pressure-driven flow through the

nanotube with hydrodynamic predictions and Navier-Stokes solutions. We find

that both fail to accurately predict flow behaviour in this problem.

Non-equilibrium molecular dynamics simulations are then used to investigate

water transport through (7,7) CNTs, investigating how changing the CNT length

affects the internal flow dynamics. We show that, under the same applied pressure

difference, an increase in CNT length has a negligible effect on the resulting mass

flow rate and fluid flow velocity. Axial profiles of fluid properties demonstrate

that entrance and exit effects are significant in the transport of water along CNTs.

Large viscous losses in these entrance/exit regions lead into central “developed”

regions in longer CNTs where the flow is effectively frictionless.

Finally, we investigate how changing the number of structural defects in the
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wall of a (7,7) single-wall carbon nanotube (CNT) affects the water transport

and internal fluid dynamics. Structural defects are modelled as vacancy sites

(missing carbon atoms). We find that, while fluid flow rates exceed continuum

expectations, increasing numbers of defects lead to significant reductions in fluid

velocity and mass flow rate. The inclusion of such defects disrupts the nearly-

frictionless water transport commonly attributed to CNTs.

The results presented in this thesis are crucial in the development of future

nanotechnologies such as CNT membranes for selective material separation.
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Chapter 1

Introduction

1.1 Motivation

In this thesis we investigate computationally the remarkable behaviour of fluids

at the nanoscale. Nanoscale fluid dynamics is the study of fluid flows at a length

scale below ∼100 nm [7, 8]. The development of advanced fabrication techniques,

which enable the manufacturing of nanosized devices, has resulted in a rapid

growth of the study of fluid dynamics at this scale [9].

Numerical modelling plays a crucial role in nanoscale fluid dynamics because

physical experiments are often difficult to perform accurately and obtaining the

necessary instrumentation can be very expensive. Computer simulation provides

a cheap, detailed alternative to experiments. Mathematical models are used to

predict what would happen in reality and provide a level of detail that is very

often unattainable by experiments. An example of this is measuring fluid veloc-

ity profiles in a nanotube only a few nanometers in diameter; this is currently

not possible in physical experiments but, by using an appropriate numerical ap-

proach, we can extract this particular profile with reasonable ease. The level of

reliability of a computer simulation tool is measured by comparing results with

available experimental data and benchmark cases. Based upon this comparison,

the computational method (numerical procedure or physical model) may have to

1



CHAPTER 1 INTRODUCTION 2

be improved to obtain the desired accuracy and/or detail.

It is now widely accepted that the fundamental properties of a fluid can be

significantly altered under extreme confinement [10, 11]. This thesis focuses on

computational modelling of liquid flows at the nanoscale, more specifically, where

hydrodynamic predictions fail to accurately predict fluid behaviour and we must

rely upon atomistic simulation techniques such as molecular dynamics (MD).

Nanoscale technologies are currently addressing important issues in energy,

environment, health, and transport. Examples of these are:

• superhydrophobic surfaces [12] could lead to more energy efficient ships and

aircraft by reducing skin friction drag;

• lab-on-a-chip devices [13, 14] are extremely small scale systems that will

help to bring cheap and efficient health care to everyone by reducing costs

for faster disease detection and treatment;

• efficient nanotube membranes for water purification and desalination [15,

16];

• nanofiltration to separate uranium from seawater [17];

• advanced cooling systems for electronic circuits [9];

• sensitive flow sensors [18].

The majority of these applications use carbon nanotubes (CNTs). These

rolled sheets of graphene have attracted major research and development atten-

tion since their rediscovery in 1991, and their impressive fluid transport properties

feature strongly in this thesis. A full description of CNTs can be found in Chapter

2.

In the remainder of this chapter we provide an outline of this thesis and a

description of MD, including the software which we use throughout this work.
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1.2 Thesis outline

In Chapter 2 we discuss the properties of CNTs and how they are manufac-

tured. The manufacturing of CNT membranes is also described. A review of re-

cent experimental work investigating water flow through carbon nanostructures

is presented, and the CNT defects which can occur during manufacturing are

introduced. Finally, a novel method for generating CNTs in an MD simulation

is described.

A review of MD simulations of water transport through CNTs is presented

in Chapter 3. We discuss a variety of water models and interaction parameters

which are used throughout the literature and their effect on simulation results.

The relationship between CNT diameter, fluid structure, flow rate and hydrogen

bonding is also discussed.

Measurement techniques for polyatomic molecules which have been imple-

mented in our MD solver are described in Chapter 4. These techniques build

on the measurement framework created by Borg [19]. The role of boundary con-

ditions in MD is then discussed, with a focus on studies of liquid flow through

nanotubes. Novel boundary conditions for generating pressure-driven flow for

such problems are introduced.

In Chapter 5 we investigate two nanoscale fluid dynamics problems using MD

simulation: a CNT in uniform fluid cross-flow, and fluid flow through a CNT

membrane. The aim of the first case is to investigate the performance of our new

boundary conditions and the improvement in computational efficiency which can

be achieved. The second set of simulations allows us to study the behaviour

of a simple fluid under extreme confinement. The accuracy of corresponding

hydrodynamic predictions is assessed, and the effect of changing the molecular

interaction parameters is investigated.

In Chapter 6 we focus on pressure-driven water transport in CNTs using MD

simulation. First, we evaluate the effect that changing the length of a defect-free

(7,7) CNT has on the fluid transport along it. By looking at fluid properties,



CHAPTER 1 INTRODUCTION 4

such as water density distributions and pressure profiles along the CNTs, we

draw conclusions about the fundamental transport mechanisms of water inside

small-diameter CNTs. In the later part of this chapter, vacancy site defects are

included into the wall of a (7,7) CNT, in order to understand what effect this has

on the contained fluid behaviour.

The main findings of this research and a discussion of how the work can be

advanced in the future are presented in Chapter 7.

1.3 Molecular dynamics

Molecular dynamics (MD) is the study of a system of simulated atoms or molecules

that interact with one another via specified intermolecular potentials. These po-

tentials represent the attractive and repulsive forces between molecules (with no

net electrical charge) known as Van der Waals interactions. The movement of

each molecule in the system is described by the classical equations of motion,

i.e. Lagrangian or Hamiltonian mechanics. When modelling a simple molecule,

i, which has no rotational or internal degrees of freedom, the classical equations

produce the following form of Newton’s second law of motion [20]:

miai = fi, (1.1)

where fi is the total force acting on molecule i, and mi and ai are the atomic

mass and acceleration, respectively.

The force between two molecules, fij, is calculated by differentiating the in-

termolecular potential, which is a function of their separation in space, rij:

fij = −∇U(rij). (1.2)

The most commonly-used potential to describe Van der Waals interactions be-
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Figure 1.1: A Lennard-Jones interaction potential.

tween non-bonded molecules is the Lennard-Jones (LJ) potential:

U(rij) = 4ǫij

(

(

rij
σij

)−12

−
(

rij
σij

)−6
)

, (1.3)

where ǫij is the well-depth and σij is the collision diameter and corresponds to

where the potential energy is zero. The collision diameter is based upon the Van

der Waals radii of the interacting molecules. The potential is repulsive at small

molecular separations and is attractive at long separations; potential energy is

zero for infinite separation lengths. The shape of this potential is shown in Fig. 1.1

(where the parameters for an oxygen-oxygen interaction are used). Results from

MD simulations of fluids interacting through the LJ potential have demonstrated

good agreement with experimental data [21].

The net force on an individual molecule, fi, is the sum of all pair interactive
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forces between the molecule and its N neighbours:

fi =

N
∑

j=1
j 6=i

fij. (1.4)

A cut-off radius, rc, is most often applied to each molecule to reduce the com-

putational demand of the MD simulation by only allowing molecules to interact

with other molecules that reside in a spherical volume defined by the cut-off ra-

dius. The equations of motion are integrated numerically using an integration

algorithm, e.g. the Verlet Leapfrog scheme [22], to obtain molecule velocities and

positions from their accelerations.

When simulating polyatomic molecules there is an increase in the number of

molecular degrees of freedom as the molecules then possess angular momentum.

To simulate polyatomic molecules, we use the symplectic splitting method of

Dullweber et al. [23]. This models molecules as fully rigid structures that are

composed of point masses, referred to as sites, which represent the individual

atoms. Intramolecular interactions are neglected as the site positions are fixed

and cannot move relative to one another.

The integration of each molecule is then split into two parts: translational dis-

placement and rotational operations. Interactions between sites of one molecule

and another are treated as before, and are only a function of their separation

distance (and of course the interaction type). So for a polyatomic molecule, the

total intermolecular force, fi acting upon it is the sum of the net force of each

intramolecular site:

fi =

Ns
∑

a=1

fa, (1.5)

where fa is the total force acting on site a and Ns is the total number of sites.

Translational displacement is performed by moving the centre of mass of the rigid

molecule using the total force and its total mass (the sum of the individual site

masses), the same as for monatomic molecules.
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The rotation of a rigid polyatomic molecule is based upon the total torque

acting about its centre of mass. The contribution of each site torque is calculated

by multiplying the net site force by its distance from the centre of mass, ria i.e.

τ a = fa · ria. (1.6)

Therefore the total torque acting on molecule i is:

τi =

Ns
∑

a=1

τ a. (1.7)

The total torque is then used to update the angular momentum of the molecule. A

number of consecutive rotations of the molecule are performed, using its angular

momentum. A full description of this technique, including instructions on its

implementation in an MD solver, is available in [23].

MD can also incorporate intramolecular potentials, which represent bond

stretching, bending and torsion. However, with this new level of detail comes

greater computational demand as the time step size must be reduced to capture

the bond dynamics. Molecules are often modelled as rigid to improve the ef-

ficiency of the MD simulation; whether or not this affects the accuracy of the

simulation overall is problem-specific.

The SHAKE algorithm [24] is a popular alternative to the method described

above. This technique moves all atoms of a molecule independently and then

performs a number of corrections to the atom positions to ensure bond lengths and

angles remain constant. The computational time associated with this iterative

procedure can be significant and comes with additional complexity (in the solution

of nonlinear systems). The splitting technique has been shown to conserve linear

and angular momentum and remains stable over long time periods, providing an

alternative, efficient rigid body scheme.
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1.3.1 Molecule interactions using OpenFOAM

All MD simulations presented in this thesis are performed using OpenFOAM [25],

which incorporates an MD solver known as mdFoam. This code is fully par-

allelised and can perform MD simulations in arbitrary, complex, 3D geome-

tries [26, 27]. The MD code is based upon the Arbitrary Interacting Cells Algo-

rithm (AICA) [27].

The MD simulation domain is split into numerical mesh cells, similar to con-

ventional computational dynamics. The AICA uses a direct interaction list (DIL)

to store a list of cells that must interact with other cells based on their cut-off

radii. Molecules must interact with other molecules that reside in their cell,

and the cells which are present on the DIL. The advantage of this method is

that the DIL is only built once at the start of the simulation and remains valid

throughout the simulation (assuming the mesh is static). Molecules always know

which cell they reside in – this was adapted from OpenFOAM’s particle tracking

method [26] and was one of the main reasons for choosing to implement an MD

solver in OpenFOAM.

1.3.2 Electrostatics

When simulating ionic or polar molecular systems, long-range electrostatic inter-

actions must be accounted for, e.g. by the Coulomb potential:

UC(rij) =
1

4πǫ0

qiqj
rij

, (1.8)

where ǫ0 is the electric constant and qi and qj are the charges of molecules i and j,

respectively. The use of simple truncation (cut-off radius) methods is not recom-

mended for systems which contain ions, as the electrostatic interaction potential

decays slowly (r−1). Ideally the method for computing electrostatic interactions

should be no more computationally demanding than simple truncation schemes

but should possess greater accuracy. For periodic systems, electrostatic interac-
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tions are handled using lattice sum methods [28–31], which split the interaction

into short range and long range parts. These techniques are implemented in many

available MD solvers such as NAMD [32], LAMMPS [33], and Amber [34], but

are not currently available in OpenFOAM. Short-range interactions are evaluated

directly using molecule separation distances and the long-range part is calculated

in Fourier space over all period images. The implementation of such techniques

is complicated, increases the computational cost of an MD simulation, and they

are restricted to fully periodic simulations. However, if the simulated system con-

tains only water (which is polar but overall charge neutral) then we can truncate

the electrostatic interaction without significantly affecting the dynamics of the

system [35].
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Figure 1.2: Original and smoothed Coulomb interaction potentials.

When performing simulations involving water molecules (without ions) we use

the truncated, smoothed Coulomb potential:

UC(rij) =
1

4πǫ0

(

qiqj
rij

−Es(rij)

)

, (1.9)



CHAPTER 1 INTRODUCTION 10

where Es(rij) is a smoothing function of the form:

Es(rij) =
qiqj
rc

− (rij − rc)
qiqj
r2c

. (1.10)

The original and smoothed Coulomb potentials are shown in Fig. 1.2. By using

the smoothing function we ensure that there is no discontinuity in the potential

energy at the cut-off which can introduce errors [36]. The choice of cut-off radius

truncation can have a significant effect on an MD simulation and bad choices of

it can lead to artifacts such as unexpected water layer formation [36], however it

is accepted that a value of ∼1 nm is adequate.

1.4 Hybrid methods

Many of the simulation techniques (e.g. pressure boundary conditions) detailed

in this thesis are derived from or inspired by hybrid methods and it is only right

to briefly describe them here. The advantage of using a hybrid approach at the

nano and microscales is that it combines the detail and accuracy of MD with the

computational efficiency of a less detailed approach. A hybrid method uses two

or more numerical descriptions in the same simulation domain, e.g. MD coupled

with a computational fluid dynamics (CFD) solver.

Hybrid solvers generally use a combination of MD and CFD for liquids, but

MD and direct simulation Monte Carlo (DSMC) have also been coupled for simu-

lating gas flows [37]. The aim of this approach is to accurately capture gas-surface

interactions by explicitly modelling the wall as molecules rather than using an

implicit DSMC boundary condition.

Classically, the different solvers would be spatially discretised with each being

responsible for separate parts of the domain [38–40], this type of hybrid technique

is known as domain decomposition (DD). The DD method decouples the length

scale of the problem but not the time scale, meaning that the MD and continuum

solvers must advance in time by the same amount. This restricts the application
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of the technique to small scale (both length and time) systems.

A second, less common hybrid technique is the heterogeneous multiscale method

(HMM) [41]. The HMM solves the entire flow domain using CFD but applies

small MD domains at the nodes and/or faces of the CFD mesh. The HMM is

both spatially and temporally decoupled, which enables it to be used for larger

scale systems than the DD technique.

While both of these hybrid techniques are different in application, they both

include communication between an atomistic and a continuum solver in order

to exchange boundary condition information. It is through the exploitation of

the CFD to MD communication that we are able to improve existing boundary

conditions for full MD simulations, as will be described in Chapter 4.

1.5 Project Objectives

In this thesis, we aim to increase understanding of fluid dynamic behaviour at

the nanoscale using molecular dynamics, in particular water transport through

CNTs. In addition, an important objective of this work is to improve the way in

which nanoscale fluid problems are modelled using MD, e.g. users must be able to

apply continuum-like boundary conditions in nanofluidic systems to enable real

engineering problems to be solved. MD simulations of water transport through

CNTs must be able to be simulated using OpenFOAM as the computational

tool, this is of particular importance for future developments of the OpenFOAM

which will enable hybrid MD-CFD simulations to be performed using water as

the working fluid.

1.6 Key Developments

The MD code within OpenFOAM was created originally by Macpherson [42] and

further developed by Borg [19] in recent years. Additional contributions to the

MD code have been made throughout this work to enable simulations involving
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CNTs and pressure driven flow of polyatomic liquids. These developments per-

mitted OpenFOAM to be used to investigate liquid argon flow in and around

CNTs and water transport through (7,7) CNTs with and without structural de-

fects. The main contributions of this work are outlined below.

• Development of a parallelised, pre-processing tool which can create multiple

CNTs of any size and structure within the OpenFOAM environment.

• Significant increase in computational efficiency of an MD simulation of liq-

uid argon flow past a CNT using the continuum-like boundary conditions

of Borg [19].

• A detailed analysis of liquid argon flow through 2 nm diameter CNTs which

is compared with previously published results using a Navier-Stokes solver.

Results from the MD simulations highlight the limitations of continuum-

based solutions at the nanoscale and demonstrate that lower interaction

energies between the liquid and surface result in less fluid resistance and

higher flow rates.

• The measurement framework and boundary conditions developed by Borg [19]

for monatomic fluids has been extended to include polyatomic, polar fluids,

such as water.

• MD simulations of pressure driven water flow through (7,7) CNTs were per-

formed to assess what role CNT length plays in the transport mechanism.

• Modification of the CNT pre-processing tool to enable the user to model

CNTs with any number of vacancy site defects at random locations along

the length of the CNT.

• MD simulations of pressure driven water flow through (7,7) CNTs with

increasing numbers of vacancy site defects were performed to better under-

stand what effect their presence has on the water transport mechanism.



CHAPTER 1 INTRODUCTION 13

1.7 Published papers

The work from this thesis has contributed to the following published research

papers:

1. William D. Nicholls, Matthew K. Borg and Jason M. Reese, Molecular dy-

namics simulations of liquid flow in and around carbon nanotubes, ASME

8th International Conference on Nanochannels, Microchannels, and Minichan-

nels Proceedings, August 2010, Montreal, Canada.

2. Matthew K. Borg, William D. Nicholls and Jason M. Reese, MD bound-

ary conditions for pressure gradient flows: nano-mixing and nano-droplet

deformation in extensional flows, NSTI Nanotech Conference, June 2010,

Anaheim, CA, USA.

3. Matthew K. Borg, William D. Nicholls and Jason M. Reese, Hybrid molec-

ular dynamics and navier-stokes method in complex nanoflow geometries,

NSTI Nanotech Conference, June 2010, Anaheim, CA, USA.

4. William D. Nicholls, Matthew K. Borg and Jason M. Reese, Simulating the

fast transport of water through carbon nanotubes, NSTI Nanotech Confer-

ence, June 2011, Boston, MA, USA.

5. Jason M. Reese and William D. Nicholls, Perspectives on the simulation of

micro gas and nano liquid flows, ASME 9th International Conference on

Nanochannels, Microchannels, and Minichannels Proceedings, June 2011,

Alberta, Canada.

6. William D. Nicholls, Matthew K. Borg, Duncan A. Lockerby and Jason

M. Reese, Water transport through (7,7) carbon nanotubes of different

lengths using molecular dynamics, Microfluidics and Nanofluidics, 12:257-

264, 2012.
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Chapter 2

Carbon Nanotubes

2.1 Properties and synthesis

Carbon nanotubes (CNTs) are tubular structures with nanoscale diameters that

can be up to centimetres in length, giving these structures extreme aspect ratios.

CNTs can be thought of as rolled-up sheets of graphene, that possess a two di-

mensional honeycomb lattice arrangement of carbon atoms. Due to the numerous

ways one can roll a two dimensional sheet, many different CNT surface structures

can exist (CNTs are not in fact manufactured by rolling graphene, but this image

is used to classify CNTs, and for visualisation purposes).

CNTs can be created as single-wall nanotubes (SWNTs), where there is

only one nanotube with a wall thickness of one atom, or multi-wall nanotubes

(MWNTs), where there are up to hundreds of concentric carbon shells compris-

ing the structure. The majority of literature sources attribute the discovery of

carbon nanotubes (MWNTs) to Iijima [43], although the original discovery has

recently been traced back to two Soviet scientists from the 1950s whose work was

unknown outside of Russia at the time [44]. SWNTs were first manufactured by

Iijima in 1993 [45].

CNTs possess exceptional mechanical (high Young’s modulus and tensile strength),

electrical (high electrical conductivity), and thermal (high thermal conductiv-

15
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ity) properties [46, 47], which has led to a wide variety of applications proposed

for CNTs. They possess a pristine, nonpolar, hydrophobic inner surface which

many believe is responsible for the outstanding fluid transport properties that

have made them a significant contributor to the research and technology field of

nanofluidics.

CNTs can have a high structural perfection [48] and SWNTs are classified by

a chiral vector:

Ch = (n,m) = na1 +ma2, (2.1)

where n and m are integers (n>m), and a1 and a2 are the chiral unit vectors.

There are three types of CNTs: armchair (n = m), zigzag (m = 0), and chiral

(any other values of n andm). The type of CNT is defined by the angle a graphene

sheet would have to be rolled to obtain that particular atomistic arrangement, as

shown in Fig. 2.1. This angle is known as the chiral angle θ and its relationship

with CNT structure and chiral vector is shown in Table 2.1 and calculated using:

sin θ =

√
3m

2
√
n2 +m2 + nm

(2.2)

The three different types of CNT are illustrated in Fig. 2.2. The diameter of

a CNT can be calculated using the chiral vector:

D =
|Ch|
π

=
acc
√

3(n2 +m2 + nm)

π
, (2.3)

where acc is the carbon bond length, which is 0.142 nm [44].

n m Structure Chiral Angle θ (deg)
5 0 Zigzag 0
5 5 Armchair 30
6 3 Chiral 0< θ <30

Table 2.1: Examples of different CNT structures and their corresponding chiral angles.
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θ

L

Ch

(n,0) Zigzag
a1

a2

(n,n) Armchair

Figure 2.1: Graphene sheet with an unrolled armchair CNT shown by the grey highlighted
area. L is the length of the CNT, and the chiral vector Ch makes the circumference of the
nanotube. The chiral unit vectors, a1 and a2, are also illustrated.

Figure 2.2: The three types of CNTs: armchair (16,16), zigzag (29,0), and chiral (22,10)
which were created using OpenFOAM. These names are derived from the carbon arrange-
ment which is most clearly demonstrated at the CNT inlet/outlet.
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The structure and properties of CNTs are determined by the method of syn-

thesis and pre/post treatment techniques. The synthesis process is the most

challenging aspect of carbon nanotube research, as there is no single method

that provides control over CNT chirality, growth direction and length [49, 50].

According to Joselevich et al. [49], the four main challenges in CNT synthesis

are:

• mass production - requiring low-cost, large scale processes;

• selective production - synthesising nanotubes with the required structure

(chirality);

• organisation - better control over the location and orientation of synthesised

nanotubes;

• growth mechanism - greater understanding of how nanotubes grow during

the synthesis procedure, e.g. whether tip or base growth is the dominant

mechanism.

The three main methods of CNT production are: arc discharge, laser ablation,

and chemical vapour deposition (CVD) [49, 51]. Defects present in the CNTs

created during the synthesis process can have a significant effect on the properties

of the nanotubes, therefore it is important to use a method or treatment which

minimises or controls the production of such defects. CNT defects are discussed

in Section 2.4.

Arc discharge

This method depends on the condensation of hot gaseous carbon atoms generated

by the vaporisation of a graphite rod. Two high-purity graphite rods are used as

electrodes, one as the anode and the other as the cathode. A direct current

is supplied to the graphite rods and they are brought close enough together

that arcing occurs in a helium atmosphere. The carbon atoms of the anode
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are vaporised (at ∼3000◦C ) and deposit on the cathode, forming multi-walled

nanotubes (MWNTs) and graphitic particles. This was the method used by Iijima

in 1991 for his “discovery” of multi-wall carbon nanotubes. Iijima’s discovery of

single wall carbon nanotubes in 1993 was through using arc discharge with the

addition of an iron catalyst. The SWNTs were formed as part of a bundle and

had diameters ∼1 nm. Other metal catalysts often used are cobalt and nickel.

Laser ablation

This method is also based on the vaporisation of solid carbon (pure graphite).

High-power lasers are used to heat a furnace to the required temperature (1200◦C)

to cause vaporisation of the graphite. To produce SWNTs, a mixture of graphite

and metal catalysts are used. Both the arc discharge and laser ablation meth-

ods can yield large quantities of SWNTs but suffer from the same drawbacks:

production cost is very high which makes mass production very expensive, and

nanotubes are created as part of a bundle. Ordered structures have not yet been

created using these methods.

Chemical vapour deposition (CVD)

This method involves the decomposition of carbon compounds, e.g. hydrocarbons,

using metal catalysts that provide sites for the initiation of nanotube growth at

temperatures below 1000◦C. This method has become one of the most popular

in the synthesis of MWNTs and SWNTs due to its high efficiency and purity of

the nanotubes produced [51, 52]. High quality, vertically-aligned MWNTs and

SWNTs can be grown on silicon wafers patterned with a metal catalyst [47], where

the choice of catalyst determines whether multi-wall or single-wall nanotubes are

produced. The CVD method is well developed and provides greater control over

the structure of the synthesised CNTs (chirality). Other reasons for this method’s

popularity are: it can produce individual CNTs which are not tangled as part of a

bundle; and it is easier to scale up production to industrial levels [47, 49]. There
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are many different synthesis methods which are based on CVD e.g. high-pressure

catalytic decomposition of carbon monoxide (HiPCO). These methods differ by

the choice of catalyst and/or type of feed gas and have their own advantages,

e.g. high production rate and increased purity, and disadvantages e.g. higher

production costs. The mass production of MWNTs by CVD methods appears to

be relatively straightforward, whereas SWNTs have more limitations during the

synthesis procedure, e.g. restricted growth time, which reduces their production

rate [49].

2.1.1 Post synthesis

Once the CNTs have been produced, the sample must be treated to remove

any impurities or unwanted products of the synthesis procedure e.g. catalysts,

amorphous carbon, etc. There are many purification techniques such as gas-phase

oxidation (dry method) to remove amorphous carbon, which is more reactive

than the carbon in a nanotube, and acid treatment (wet method) to dissolve the

catalyst used during synthesis.

All synthesis techniques produce a mixture of nanotubes of different chiralities,

so a sorting stage is required to separate the nanotubes into particular ensembles.

Techniques such as size-exclusion chromatography can be used to sort nanotubes

based on length, filtration based on electronic type, and electrophoresis to sort

nanotubes depending on their diameter [49].

Some synthesis procedures can produce carbon structures that are amorphous

and do not possess the honeycomb surface structure of graphene: these nanoscale

structures are referred to as carbon nanopipes (CNPs). The fluid transport prop-

erties of carbon nanopipes are different from those of carbon nanotubes and is dis-

cussed below. An annealing procedure can be used to reduce the amorphous sur-

face structure of CNPs: nanopipes are placed in an inert atmosphere at ∼2000◦C

and during this process the carbon in the pipes’ walls graphitise to form surface

structures that appear to be more like those of carbon nanotubes [53]. Mattia et
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al. [53] demonstrated that the wetting characteristics of the nanopipe changed

after the annealing process making them more hydrophobic: the wetting contact

angle increased linearly with annealing temperature, from 44◦ to 77◦.

2.2 CNT membranes

CNT membranes are formed by embedding aligned CNTs in a polymer or ceramic

material through a variety of complex processes including catalytic CVD CNT

synthesis. These membranes have a huge potential in selective material separa-

tion, with one of the most promising applications being sea water desalination.

The most common desalination method currently being used at industrial scales

is reverse osmosis. This technique involves forcing sea water through a semiper-

meable membrane that allows the passage of water but not salt ions. Reverse

osmosis comes with very high associated costs due to the large pressure gradients

required to overcome the osmotic pressure of seawater, see Fig. 2.3. Membranes

used in the desalination process must remove at least 95% of the salt from the

seawater for it to be fit for human consumption. CNT membranes have been

proposed to replace the current polymer membranes to increase the efficiency of

the entire process: for the same applied pressure difference a greater quantity of

fresh water could be obtained reducing the overall costs of water production. It

is through recent advances in manufacturing, e.g. reactive ion etching, that these

intricate nanoscale membranes can now be fabricated.

Miller et al. created a CNT membrane in 2001 by CVD of carbon within the

pores of an alumina membrane [54]. This produced open CNTs with diameters

around 100 nm. While these sizes are too large for selective filtration purposes,

this was an important development in membrane technology. The inner walls of

the CNTs in the membrane were partially amorphous, and functional groups, e.g.

carboxyl groups, were present on the CNT tips and walls.

Hinds et al. andMajumder et al. created CNTmembranes by using a polystyrene
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Figure 2.3: Schematic of reverse osmosis process.

solution to spin-coat aligned CNTs grown on a silica substrate by CVD [55–57].

A water plasma-oxidation process is used to open the sealed CNTs. This process

can create membranes of multi-wall CNTs with diameters as small as ∼7 nm.

Holt et al. created a CNT membrane by catalytic chemical vapor deposition

on the surface of a silicon chip [58]. This produced vertically-aligned MWNTs

with an average pore diameter of 66 nm. Silicon nitride, a ceramic material, is

used to fill the gaps between the CNTs by low-pressure deposition. Excess silicon

nitride is removed by ion milling. The CNTs are uncapped (opened) by a reactive

ion etching process using an oxygenated plasma. More recently, Holt et al. used

this technique to produce a CNT membrane composed of double-wall nanotubes

(DWNTs) with diameters less than 2 nm [2, 59]. These researchers noted the

presence of carboxylic functional groups at the CNT tips.

CNT membranes will be subject to large pressure differences (5 – 7 MPa)

during the reverse osmosis desalination process and their mechanical strength

must be such that they are capable of withstanding these applied forces. The

integrity of the membrane will be affected by the choice of packing material,

i.e. ceramic or polymer. Ceramics are more brittle, and any voids present may

lead to cracks and membrane failure [58]. The maximum pressure drop a CNT
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Figure 2.4: Cross-section of CNT membrane created by Holt et al. [2].

membrane can withstand before failing is given as [58]:

∆P = 0.29

(

tm
rm

)

σyield

√

σyield

E
, (2.4)

where tm is the membrane thickness, rm is the membrane radius, and σyield and

E are the yield stress and Young‘s modulus of the membrane material, respec-

tively. Holt calculated that his fabricated silicon nitride CNT membrane, with a

thickness of 5 µm and a radius of 2 mm, could withstand a pressure drop of 0.2

MPa [58]. CNT membranes must be able to withstand much higher pressure dif-

ferences than this for reverse osmosis applications, which may require a re-design

of the membrane geometry.

Membrane fracture is clearly a mechanical concern but there may be associ-

ated health issues caused by CNTs in membranes becoming dislodged, leading

to possible ingestion/inhalation by humans and toxic effects such as lung dis-

ease and cancer (malignant mesothelioma) [60]. Studies are ongoing to assess

whether CNTs can produce toxic effects similar to those of asbestos (which has

a comparable fibrous structure) [60].

Clearly the fabrication of CNT membranes is a demanding task which requires
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many complex processes, e.g. filling interstitial sites, which makes the overall

production rather expensive. Small CNT diameters (less than 1 nm) required

for effective desalination, and used in simulations, are not currently able to be

manufactured as part of a membrane [15], which has created a void between

simulation and experiment. This is discussed further in Chapter 6.

2.3 Experiments on water flows through carbon

nanostructures

Experimental flow rate measurement of water transport through CNTs, CNPs

and CNT membranes is currently the subject of intense research. Due to the

difficulties in performing experiments at these extreme scales, there is a lack

of experimental results for water flow through these nanostructures, especially

towards the smallest diameters penetrable by water, where efficient filtration

would occur, as discussed previously. CNTs and graphene are hydrophobic in

nature [53] and have potential external flow applications such as low-drag surface

coatings [12], however only internal flows and their application are considered

here.

Techniques such as microscopy (optical or electron) can investigate water in

MWNTs and larger diameter SWNTs, as shown in Fig. 2.5; and spectroscopy can

be used to study water in SWNTs with smaller diameters. Spectroscopy tech-

niques include: neutron scattering, nuclear magnetic resonance, x-ray scattering,

and Raman scattering. The radial breathing mode frequency of SWNTs changes

when filled with water [61]. Using resonant Raman scattering, experiments can

be performed to study water-filling for each specific SWNT structure separately.

This is a significant advantage compared to other experimental techniques, and

allowed the discovery of the smallest diameter CNT penetrable by water: 0.548

nm [62].

Water transport rates are typically calculated by measuring the mass of water



CHAPTER 2 CARBON NANOTUBES 25

produced at the outlet of the CNT over a given time period, however other

methods do exist and are discussed shortly. The measured mass flow rate is

often compared to a theoretical, hydrodynamic prediction in terms of a “flow

enhancement factor”, which is defined:

ǫf =
ṁe

ṁh
, (2.5)

where ṁe is the measured flow rate (mass or volumetric) and ṁh is the equivalent

hydrodynamic flow rate, which may be calculated via the no-slip or slip-modified

Hagen-Poiseuille relation for flow in a cylindrical pipe.

Water Gas

Liquid/Gas Interface(a) (b)

Figure 2.5: Transmission electron microscopy (TEM) images of: a) an empty 2.9 nm
diameter MWNT, and b) water filling the same CNT with the liquid/gas interface high-
lighted. TEM passes a beam of electrons through the sample to form the above image.
Taken from [3].

Sinha et al. [63] were the first to measure flow through single CNPs with

diameters of 200-300 nm created using CVD. Sinha et al. modified the surface

structure by graphitising it, making it more like a carbon nanotube. Using an

environmental scanning electron microscope they found that the diameter of the

nanopipes varied by 10 to 20 percent along their axes. The experimental set up

involves placing two water droplets of different sizes at either end of the nanopipe.

With the droplets being different sizes, a pressure difference across the pipe is

generated, the magnitude of which can be calculated from the drops radii of

curvature. The flow rate was measured by monitoring the change in size of the

droplets. Sinha et al. found that the flow rate of water through carbon nanopipes
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with a diameter >200 nm is the same as that predicted by the hydrodynamic

relation (i.e. the no-slip Hagen-Poiseuille equation) giving an enhancement factor

of 1.

More recently, Ray et al. [64] measured water flow rates through carbon

nanopipe bundles with diameters ranging from 200-500 nm, with a syringe pump

driving the water through the nanopipes. They also found that the fluid flow rate

matched the no-slip Hagen-Poiseuille prediction (i.e. ǫf = 1).

The flow rate of water through an array of aligned carbon nanopipes with an

average diameter of 46 nm was measured by Whitby et al. [65]. The nanopipe

array was created by the build up of carbon on an aluminium oxide template using

non-catalytic CVD. Unlike previous studies, the nanopipes were not annealed,

therefore the carbon surface remained fully amorphous. A syringe pump was

used to drive water through the nanopipes and the flow rate was measured by

collecting the emerging water and weighing it periodically. Flow enhancements

were found to be 22-34 times greater than hydrodynamic predictions.

Majumder et al. [56] was the first to report water flow rates through CNTs.

Multi-wall CNTs with inner diameters of 7 nm were aligned in a polymer film

forming a membrane with a packing density of 5×1010 per cm2. The pore density

of the membranes was estimated using KCl diffusion through the membrane and

TEM images [55, 56, 66]. Flow was generated by using a piston pump, and

a pan balance was used to determine the flow rate. Majumder et al. reported

flow enhancement factors of order 104 to 105 times greater than hydrodynamic

predictions. These researchers confirmed their original findings very recently,

using the same techniques, and again reported very high enhancement factors of

ǫf = 104 – 105 [57]. They also manufactured CNT membranes (7 nm diameter

as before) that are tip-functionalized and core-functionalized. These showed a

reduced enhancement factor of 5, for the same pore size.

Holt et al. successfully aligned double-walled CNTs in a silicon nitride ma-

trix with an average nanotube diameter of 1.6 nm [2, 59]. The CNT diameter
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was determined by performing size exclusion experiments and using electron mi-

croscopy. The pore density was found to be ∼2.5×1011 per cm2 using TEM im-

ages. A pressure difference across the membrane was created by pressurising the

upstream reservoir using a controlled nitrogen gas line. Atmospheric conditions

were imposed downstream of the membrane. The water flow rate was measured

by observing the change in fluid volume in the upstream reservoir with respect

to time. Holt et al. recorded flow rates that exceeded hydrodynamic predictions

by over three orders of magnitude, ranging from ǫf = 560 to 8400. A summary

of these recent experimental results is shown in Table 2.2.

Author Average Diameter (nm) Flow Enhancement Factor, ǫf
Sinha et al. [63] 200 - 300 (CNP) 1
Ray et al. [64] 200 - 500 (CNP) 1
Whitby et al. [65] 46 (CNP) 22 - 34
Du et al. [67] 10 (CNT) 105

Majumder et al. [56] 7 (CNT) 104 - 105

Holt et al. [2] 1.6 (CNT) 560 - 8400
Qin et al. [68] 0.8 (CNT) 900

Table 2.2: Flow enhancement factors from experiments on pressure-driven water flow
through CNPs and CNTs.

Experiments have shown that the flow of water through CNPs with diameters

>100 nm has no enhancement over hydrodynamic expectations [63, 64] and that

this description of a liquid is still valid at these length scales. However, experi-

ments have also shown significant flow enhancements for CNPs and CNTs with

diameters <100nm, and this enhancement becomes greater in smaller diameter

nanotubes before dropping in the smallest diameter CNT membranes currently

being manufactured. A rise in flow enhancement may be expected when the CNT

diameters are less than 100 nm, since the effect of fluid slip becomes more sig-

nificant. However at the smallest diameters penetrable by water, where only a

single strand/chain of water molecules is being transported through the CNT,

it is fair to ask whether the applicability of slip flow theory is still valid since
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there is only one fluid layer? In this instance the entire fluid may be regarded as

“slipping” along the nanotube inner surface and the use of slip-enhanced hydro-

dynamic equations may be invalid. The slip flow relations are based upon a fluid

velocity gradient adjacent to the nanotube surface, but the determination of this

velocity gradient when only one fluid layer is present is non-trivial.

Flow enhancement factors are generally calculated using predicted mass flow

rates based on the no-slip flow relations. While this equation is not strictly valid

in this flow problem it can be used as a comparison across all CNT diameters

to provide generalised flow enhancement factors. The no-slip Hagen-Poiseuille

mass flow rate is dependent upon density and viscosity terms that are typically

taken as the bulk values – which may not be appropriate. However, if the use of

bulk values is consistent this may be acceptable as the hydrodynamic relation is

only used as a comparison; it is important that researchers compare to the same

benchmark.

Small changes in diameter have been reported by experimentalists that can

lead to significant deviations in flow rate, although perhaps not as much as the

orders of magnitude that exist between reported values. Given that Holt’s tech-

nique produces tip functionalised DWNTs in membranes, could the presence of

functional groups in this work be causing a reduction in the reported flow en-

hancement factors? This has certainly been shown to play an important role in

mass flow rate by, e.g. Majumder, and also MD simulation [57, 69, 70].

With this field being so new, it makes determining accurate trends problem-

atic, and the relationship between CNT diameter and water flow rate is still not

clarified. More experiments at smaller CNT diameters (<2 nm) are required to

reveal the current counterintuitive flow behaviour and whether errors are present

in some of the reported flow rates.
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2.4 CNT defects

Carbon nanotube defects are very common as it is extremely difficult to syn-

thesise ideal, pristine surface structures. The properties of CNTs, including fluid

transport, will be affected by the presence of defects on their inner-walls and tips.

There are many different defect types that can occur during the manufacturing

process:

• functionalisation defects: carbonyl (C=O) groups [71], carboxyl (COOH)

groups [72], or hydroxyl (OH) groups[73] become attached to carbon atoms

on the CNT inner-wall and/or tips during synthesis;

• Stone-Wales topological defects: random carbon to carbon bonds rotate by

90◦ to change the hexagonal arrangement of carbon atoms into pentagons

and heptagons [74–76];

• vacancy sites: these structural defects can be mono-vacancies or multi-

vacancies in the walls of CNTs [77, 78];

• adatoms (doping): carbon atoms are substituted by other elements, e.g.

boron or nitrogen [79], or additional chemisorbed surface impurities are

located on the inner-walls [80, 81];

Functionalisation defects are mainly created during the uncapping process by

ion etching [58] or plasma-oxidation [66]. The type of functionalisation can be

controlled by varying the phase of the plasma treatment, e.g. water vapour plasma

treatment is most likely to introduce carboxyl groups on the tips of the CNTs [66].

The tip functionalisation of CNTs in a membrane could have an effect on the

ion transport through the membrane, that is if they are able to pass into the

membrane at all. This electrostatic effect will have a significant role to play in

the future applicability of CNT membranes to desalination.
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2.5 Generating CNTs in OpenFOAM

A common method for generating CNTs in MD simulations begins by creating a

unit cell of graphene, the width of which corresponds to the circumference of the

CNT, which is then “rolled” into a nanotube. Unit cells have a fixed length equal

to the magnitude of a translational vector, T. The user can only create lengths

of nanotubes that are multiples of the unit cell [82]. A drawback of this method

is that unit cells of nanotubes of larger diameters will consist of tens of thousands

of atoms, ideally the user should have greater control over the dimensions of the

nanotube.

Figure 2.6: Full graphene sheet (red circles) and the required nanotube sheet (blue
rectangle) generated in OpenFOAM.
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A new method that gives the user complete control over the length and

structure of the nanotube has been created in OpenFOAM by extending to the

molecule configuration technique which already exists [83]. The input parame-

ters for the CNT modelling technique in OpenFOAM are given in Table 2.3. This

method first creates a regular graphene sheet that is large enough to contain a

smaller sheet, as shown in Fig. 2.6, whose alignment is determined by the chiral

vector Ch, and is then “cut-out” and “rolled” into a nanotube.

Input Description

n First part of chiral vector, must be an integer
m Second part of chiral vector, must be an integer
cntStartPoint Position vector defining the starting point of the

CNT
cntEndPoint Position vector defining the end point of the

CNT
fullyFrozenIds This field is used when the full CNT is to be

frozen to its original position
id Molecule id e.g. C for carbon
bondLength Carbon to carbon bond length, aCC

Table 2.3: Required input data for creating CNTs in OpenFOAM.

This method can create any number of nanotubes with different lengths and

chiral vectors in a single simulation, e.g. see Fig. 2.7 a). To create multiple

CNTs the user must use individual entries for each CNT. Another feature of this

method is that it is fully parallelised, meaning that the carbon atoms comprising

the nanotube can reside on any number of different computer processors, as shown

in Fig. 2.7 b). However, CNTs can currently only be modelled as rigid structures

in OpenFOAM.

2.6 Summary

In this chapter we have discussed the fluid transport properties of CNTs. A

review of physical experiments involving water flows through carbon nanostruc-

tures, including CNT membranes, has shown that fluid flow rates through CNTs
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with diameters less than 100 nm are significantly higher than hydrodynamic ex-

pectations. CNT and CNT membrane synthesis is faced with many challenges,

one of which is the control of surface defects. CNT defects manifest themselves

in a variety of ways, e.g. vacancy sites (missing carbon atoms), and these defects

can have a significant effect on the fluid transport properties of CNTs. We have

also presented a novel technique for producing CNT atom positions for an MD

simulation on any number of computer processors. Using OpenFOAM, we can

generate CNTs of any chirality and, more importantly, any length from a few

user inputs.
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Figure 2.7: Multiple carbon nanotubes (end-on) in a) a serial simulation and b) a four
processor simulation.



Chapter 3

MD Simulation of Water in

CNTs: A Review

Molecular dynamics provides an accurate way of studying fluid flow at the nanoscale

which is much easier than performing experiments. MD has established itself as

an integral part of present and future nanofluidic research, including water trans-

port through CNTs. MD is constantly evolving and becoming more flexible,

allowing users to tackle difficult flow problems such as establishing the funda-

mental mechanism responsible for water flow rate enhancements through CNTs

(originally observed from experiment). Even with huge advances in experimental

observation techniques in recent years, insights provided by MD are proving to be

invaluable e.g. internal velocity and density profiles at scales where experimental

measurements are not possible. In spite of the hundreds of papers published in

this area, it still remains unclear why the flow rate of water through CNTs is so

high: slip flow at the liquid-solid interface, frictionless fluid transport, reduction

of fluid viscosity, and alterations to the atomistic fluid structure due to geometri-

cal confinement are some of the possible explanations which have been suggested

by MD simulations.

34
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3.1 Water models

Computer simulations of water, the most ubiquitous fluid in nature, have been

the focus of over 30 years of MD research [84]. Despite the large amount of time

devoted to this task, there is no model in the literature which can accurately

reproduce all of the properties of water from atomistic simulations. There are

over 40 water models reported in the literature, which highlights the fact that no

single model is fully representative of real water. The essential characteristics of

any water model are that it must be capable of reproducing the basic properties of

water, such as the self diffusion coefficient, viscosity, radial distribution function,

heat capacity, and hydrogen bond structure [85].

H(q )
2

(q )(q ) H(q )
2

(q )(q )

θ

l1

O(LJ + q )
1

O(LJ + q )O(LJ + q ) O(LJ)

M(q )
1

(q )(q )
H(q )

2
(q )(q ) H(q )

2
(q )(q )

θ

O(LJ)O(LJ)O(LJ)

l1

φφ
l2

a) b)

O(LJ)
q

1

H(q )
2

(q )(q )

H(q )
2

(q )(q )

θl1

φ

l2q
1

c)

Figure 3.1: Different water models can contain different numbers of interaction sites: a)
three-site model b) four-site model and c) five-site model. Interaction parameters, bond
lengths and bond angles for different models are presented in Table 3.1.

Of the vast number of water models produced over the years, the most com-

monly used are: SPC [86], SPC/E [87], TIP3P [88], TIP4P [89] and TIP5P [90].

The parameters for these water models are shown in Table 3.1. The SPC, SPC/E

and TIP3P are three-site models of the form shown in Fig. 3.1a). The TIP4P is
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a four-site model, and the TIP5P is a five-site model, shown in Figs. 3.1b) and c)

respectively. The main difference between these water models is the representa-

tion of the dipole moment i.e. the locations of the shared electrons of the covalent

bonds between oxygen and hydrogen, shown as q1 in Fig. 3.1. The location of

these sites are used as fitting parameters for specific thermodynamic properties,

meaning that each model is only accurate for specific properties. Therefore the

choice of water model is dependent upon what property the user needs to repre-

sent accurately. For example, the TIP4P water model is best suited to model the

phase change of liquid water to ice [91].

Model No. of Sites θ◦ φ◦ q1(e) q2(e) l1(Å) l2(Å) σ(Å) ǫ(kJ mol−1)
SPC 3 109.47 - 0.41 -0.82 1 - 3.166 0.65
SPC/E 3 109.47 - 0.4238 -0.8476 1 - 3.166 0.65
TIP3P 3 104.52 - 0.417 -0.8340 0.9572 - 3.15061 0.6364
TIP4P 4 104.52 52.26 0.52 -1.04 0.9572 0.15 3.15365 0.648
TIP5P 5 104.52 52.26 0.241 -0.241 0.9572 0.7 3.12 0.669

Table 3.1: Parameters for popular water models.

The performance of each of these models varies depending on the phase of the

water under investigation, e.g. liquid-solid, and the physical property being mea-

sured, e.g. self-diffusion coefficient. Some models are more accurate than others

under certain circumstances but no single model is accurate for all conditions,

which makes the selection of a model more difficult.

The use of rigid water models is commonplace in modern MD simulations.

This configuration means that the atoms or sites of the water molecule do not

move relative to each other, meaning the bond lengths and bond angles are fixed.

This enables larger simulation time steps to be used (no bond vibration frequen-

cies to consider), allowing longer simulation times to be accessed.

While the values of charges remain fixed in the models described previously,

there exist polarisable models which include charge fluctuations. The inclusion

of such fluctuations (e.g. Charge-On-Spring models) is complicated but has been

shown to be more accurate [92], however polarisable models are computationally

more demanding than non-polarisable models.
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Reference Water model Year
Thomas and McGaughey [5, 11, 93, 94] TIP5P 2008 – 2010
Corry[69, 95] TIP3P 2008 – 2010
Zambrano et al. [96] SPC/E 2009
Shiomi and Maruyama [97] SPC/E 2009
Zuo et al. [98] TIP3P 2010
Suk and Aluru [99] SPC/E 2010
Rivera and Starr [100] TIP5P 2010
Mukherjee et al. [101] TIP3P 2010
Beu et al. [102] TIP4P & COS/G2† 2010
Su et al. [103] TIP3P 2011
Ma et al. [104] TIP3P 2011
Majumder and Corry[70] TIP3P 2011
Nicholls et al. [105] TIP4P 2011

† polarisable model.
Table 3.2: Water models used in water-CNT MD simulations. All models are rigid.

Many different water models are used in CNT water simulations, see refer-

ence [44] for a summary up to year 2008. Since this review paper was written

there have been many more simulations which have also used five-site water mod-

els. Simulations of water flow through CNTs and the water models used in more

recent studies are listed in Table 3.2. No study has been performed to identify

which model is best suited for water contained within CNTs due to the lack of

experimental data required for comparison [44]. The choice of water model in

CNT simulations remains fairly arbitrary.

Van der Spoel and van Maaren [36] investigated the effect of truncating the

electrostatic interaction of water in MD simulations. They found that TIP3P

water formed strange layer formations due to electrostatic truncation but discov-

ered that TIP4P is much less affected by this problem because the dipole-dipole

interaction is quenched at long distances. Since truncated electrostatic interac-

tions will only be considered in all of the MD simulations in this thesis, TIP4P

is chosen as the water model best suited for this flow problem.

MD simulations are performed to ensure that the TIP4P model is performing
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Figure 3.2: The radial distribution function of the TIP4P water model measured using
mdFoam compared with experimental data [4]. gOO refers to the RDF between oxygen
atoms of different water molecules.

correctly in OpenFOAM. The radial distribution function (RDF) of oxygen sites

is measured using 1000 TIP4P water molecules in a periodic cube using mdFoam.

The RDF provides a measure of the local fluid structure: peaks at short atom

separations indicate a higher likelihood of atoms being present at these distances.

The RDF acts like a fingerprint for a fluid at a given density and temperature.

The water density and temperature in this simulation are 997 kg/m3 and 298 K,

respectively. These properties are controlled using a Berendsen thermostat and

a density controller, described in detail in Chapter 4, for an initial time period of

0.5 ns after which the controllers are turned off and the RDF is measured over a
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1 ns time period (1×106 time-steps). The result is compared with experimental

data [4] and is shown in Fig. 3.2. Excellent agreement is present with only a

slight discrepancy at the first peak which is common in MD simulations [91].

This result indicates that the implementation of the TIP4P water model, and its

associated interaction parameters, has been successful and is performing correctly.

The truncation of the electrostatic potential has not resulted in layering at long

distances.

3.2 Carbon-water interactions

The representation of the interaction between water molecules and carbon atoms

will have a major effect on the behaviour of water in CNT simulations. Similar

to the choice of water model, there exists a difficult decision in choosing the

correct carbon-water interactions. This interaction is generally represented by a

carbon-oxygen LJ potential, however the choice of σCO and ǫCO remain open to

debate. Werder et al. [106] used MD to simulate a water droplet on a graphene

sheet and “tuned” the LJ parameters to match the corresponding macroscopic

wetting contact angle (WCA). Their findings suggest the use of the following:

σCO = 3.19Å and ǫCO = 0.392 kJ mol−1. These LJ parameters are specifically

for the water model used in those experiments, the SPC/E model. It may be

the case that each water model should require a separate “tuning” procedure to

match the resultant WCA, so producing specific LJ interaction parameters for

each type of water model. Wang et al. [107] suggest that these values found by

Werder et al. may only be used in large diameter CNTs, however many authors

have continued to use these parameter values in small diameter CNTs. Longhurst

and Quirke [108] suggest that the radial breathing mode of a CNT submerged

in water could provide a way of determining the interaction parameters between

CNTs and fluids. The debate over the correct way to model the interaction

between water and carbon will remain open until more experimental data is
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available, or perhaps until more quantum chemistry studies are performed.

CNTs are commonly modelled as rigid structures to speed up the MD runs:

this has been reported to be a fair approximation in a previous study [109].

Alexiadis and Kassinos [110] also found that water transport was unaffected by

the use of a flexible CNT model over a rigid one.

3.3 Water structure in CNTs

While experiments have successfully determined that water becomes ordered in

smaller diameter CNTs, they have not yet provided information on water struc-

ture under such confinement. Raman spectroscopy experiments [62] have shown

that water can penetrate into CNTs with diameters as small as 0.548 nm (cor-

responding to a chirality of (5,3)) and it was deduced that water must form a

single-file chain of molecules at this diameter, as it is only possible for one chain

of water molecules to fit inside the CNT. The actual structure of water inside

CNTs can currently only be investigated using MD.

Many papers have reported that single-file water chains exist in CNTs with

diameters less than 0.9 nm [5, 11, 95, 98, 101, 111–114]. Hummer et al. [115]

found that in these extremely confined conditions, water molecules form only two

hydrogen bonds, as opposed to four in bulk conditions, and this is believed to be

related to the unusual water properties under these conditions, e.g. fast proton

transport [113].

Above this range of diameters, the reported radial and axial structure of

water varies significantly: between 0.86 and 1.39 nm, different ordered structures

are present and above 1.39 nm bulk-like water structures are present. In the

0.86 to 1.39 nm diameter range there exists a debate about the actual structure

of water, with some reports from MD simulations contradicting others. Previous

studies have shown that there is no correlation between the CNT chirality and the

internal fluid structure at diameters below 1.39 nm [5, 94]. So CNTs with different
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chiralities but the same diameter should produce similar results. Therefore the

structure of water is presented in relation to CNT diameter from here onwards

in this thesis.

Noon et al. [116] studied TIP3P water inside CNTs with diameters ranging

from 0.96-1.25 nm and found that water formed “ice sheets” under ambient condi-

tions (300 K and 1 atm). They also stated that water did not enter a (5,5) CNT,

with a diameter of 0.66 nm, which does not agree with experimental findings [62].

Mashl et al. [117] presented MD results which showed that SPC/E water under

ambient conditions forms a stacked column of cyclic hexamers in (9,9) CNTs,

with a diameter of 1.25 nm, but not in (7,7), (8,8) or (10,10) CNTs.

Liu et al. [118] found that SPC water in a 1.39 nm diameter CNT formed

helical chains and suggest that in general the structure of water in CNTs is

solidlike. However, Wang et al. [107] found that TIP3P water in CNTs with

diameters ranging from 0.96-1.39 nm displayed no obvious structuring, yet it did

not resemble bulk-like structures either, and they suggested that the ordering of

water may be sensitive to the choice of interaction potential parameters.

Thomas and McGaughey [11] reported numerous polygonal TIP5P water

structures in CNT diameters of up to 1.25 nm, above which bulk-like structures

were present. Corry [95] observed double and quadruple water chains in 0.96 and

1.10 nm diameter CNTs, respectively, using TIP3P water.

Wang et al. [107] also suggested that LJ interaction parameters between wa-

ter and carbon may affect water structuring. There are no “correct” parameters

which must be used in water-carbon simulations as discussed in the previous

section. This may explain why, for the same water model under the same con-

ditions, Wang et al. obtained different results from Corry [95]. Alexiadis and

Kassinos [119] note that low values for the interaction parameters result in polyg-

onal structures while higher values lead to disordered structures. Gay et al. [120]

suggest that the treatment of long range forces could also affect water structuring.

Alexiadis and Kassinos [110] demonstrated that the TIP3P water model pro-
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duced a polygonal water structure in a 1.26 nm diameter CNT whereas another

three-site water model, namely the SPC/E model, used under the same conditions

did not demonstrate this molecular arrangement. Thomas and McGaughey [11]

found that for a similar diameter (1.25 nm), TIP5P water formed a hexagonal

layered structure, further emphasising the effect of water model choice on the

resultant fluid structure. It has also been suggested that using thermostats can

affect water structuring [121].

Figure 3.3: Water layering on the inside and outside of CNTs with diameters ranging
from 1.1 to 10.4 nm, taken from [5].

The transition from ordered to disordered water structuring has been reported

to occur at diameters greater than 1.39 nm. Even with bulk-like water structures

inside (and even outside) CNTs, there always exists the presence of fluid layering

adjacent to the CNT surface [5, 122]. This effect causes peaks and troughs in fluid

density close to the surface before returning to bulk conditions beyond a certain

distance from the solid surface. Figure 3.3 demonstrates that, regardless of a

CNT’s diameter, the external density distribution will remain the same. However,

inside smaller diameter CNTs bulk water conditions will not be recovered. The

phenomenon of fluid layering adjacent to a surface is commonplace in nanofluidics
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and is caused by the interaction of the fluid with the surface, making the choice

of MD interaction parameters pivotal in the resulting fluid behaviour.

3.4 Fluid flow rate

Molecular dynamics simulations have shown that water is transported through

carbon nanotubes at unexpectedly high flow rates. Measured flow rates are often

compared with the no-slip Hagen-Pousielle relation, as discussed in Chapter 2, to

obtain a measure of the flow enhancement over hydrodynamic predictions. While

MD simulations are in agreement that flow enhancement does exist, there exists

a wide spread in the reported levels of enhancement.

Direct comparisons of mass flow rates from MD simulations and experiments

are not possible due to computational restrictions associated with MD. Large

pressure differences, typically O(100) MPa, and short CNT lengths are generally

used in MD simulations of this type of flow problem. These magnitudes of pres-

sure differences lead to higher fluid flow rates which can be extracted more readily

from simulation above the thermal fluctuations of the molecules and the statis-

tical noise this generates. The fluid flow rates recorded in experiments cannot

currently be reproduced using MD simulations for these reasons. CNT mem-

branes as thin as 2 – 5 µm can be manufactured [55, 58] but MD simulations are

typically performed using CNTs which are only a few nanometers in length. CNT

length and its effect on fluid flow rate is discussed in Section 6.1. One possible

way of making comparisons between MD and experiments is by using the flow

enhancement factor, ǫ. However, there exist many MD studies in this field that

do not explicitly state the pressure difference across the CNT, meaning that the

flow enhancement factor cannot be calculated [94].

Joseph and Aluru [109] modelled water transport in a periodic, 2.2 nm diame-

ter CNT and generated an equivalent pressure difference by applying an external

body force to all water molecules inside the CNT. They found that the mass flow
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rate exceeded hydrodynamic predictions by a factor of 2052 and suggested that

water orientation and hydrogen bonding are significant in the transport mecha-

nism of water through CNTs.

Thomas and McGaughey performed two MD studies of pressure driven water

flow through CNTs, looking at different ranges of CNT diameters: 1.66 – 6.93

nm [94] and 0.83 – 1.66 nm [11]. They model the flow problem by using two

water reservoirs located at either end of the CNT and apply a pressure difference

through the use of a reflective particle membrane. In the first range of CNT di-

ameters (1.66 – 6.93 nm), flow enhancement factors decrease monotonically with

increasing CNT diameter from 500 (1.66 nm) to 20 (6.93 nm). They compare

their results with those of Joseph and Aluru [109] (rescaled to the same diameter,

2.2 nm) and found that their flow enhancement was almost 3 times less than that

reported by Joseph and Aluru. Thomas and McGaughey suggest that differences

in carbon-water interaction parameters and the water model may account for

this, but do not suggest that differences in modelling techniques may be signifi-

cant. However, the application of an external body force to generate a pressure

gradient may introduce artefacts into the MD simulation since the applied force

is based upon the assumption of a bulk density inside the CNT, which may not

be the case. External body forces, which are typically very high compared to

the intermolecular forces, may also affect the dynamics of the water molecules

and hence overall water transport through a CNT. Boundary conditions in MD

simulations are discussed in detail in Chapter 4.

The second study by Thomas and McGaughey [11] (0.83 – 1.66 nm diame-

ters), demonstrated that the mass flow rate of water through a CNT is dependent

upon the CNT diameter, but not as one may expect: mass flow rate increases

with decreasing CNT diameter. Thomas and McGaughey found that the flow en-

hancement factor increased for decreasing CNT diameters until 1.25 nm, where

a sharp drop in enhancement was reported. At this diameter, water contained

within the CNT no longer exhibits a bulk-like structure and Thomas and Mc-
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Gaughey consider this as a transition to sub-continuum transport [11]. The flow

enhancement factors then increase dramatically with decreasing CNT diameter

down to 0.83 nm with a peak enhancement factor of ∼6000.

This was a significant finding by Thomas and McGaughey: the flow of wa-

ter inside CNTs of diameters below 1.39 nm can be regarded as non-continuum.

This means the problem cannot be accurately described using conventional con-

tinuum fluid mechanics with its associated linear constitutive relations and no-slip

boundary conditions. This truly atomistic problem therefore requires a molecular

dynamics simulation method.

Corry [95] was the first to utilise MD to investigate the potential of CNT mem-

branes for seawater desalination. He modelled 12 CNTs closely packed together

to form a membrane. A pressure difference was created across the membrane by

applying an external force only to water molecules in a region of the upstream

reservoir, this technique exploits the periodic nature of MD simulations and was

first introduced by Zhu et al. [123]. CNT diameters ranging from 0.66 nm to

1.1 nm were investigated. The flow enhancement factors were calculated to be

2.6 for the largest diameter and 105 for the smallest diameter. The magnitude

of enhancement reported by Corry is much lower than that reported by Joseph

and Aluru, and Thomas and McGaughey. One of the main reasons for this re-

duction in enhancement is due to the transport of ions in addition to water. The

competitive entry of ions and water into the CNT may have reduced the over-

all flow rate. Collective effects may be significant in the flow rates reported by

Corry due to the representation of a CNT membrane as closely packed nanotubes,

whereas other authors only model a single CNT. It has been shown that inter-

action of water molecules in adjacent nanotubes of the same membrane can be

significant [124, 125].

Flow enhancement factors calculated from MD simulations are subject to an

assumption of the effective CNT diameter needed in the no-slip Hagen-Poiseuille

equation, i.e. the diameter that water can physically pass through, for which there



CHAPTER 3 MD SIMULATION OF WATER IN CNTS: A REVIEW 46

is no consistency in the literature. Many authors use the cross-CNT carbon to

carbon diameter which results in lower flow enhancement factors since the hydro-

dynamic prediction will be greater. Others use the carbon to carbon diameter

minus twice σCO, as this takes into account the physical size of the interacting

molecules which causes a reduction in the effective diameter and an increase in

the flow enhancement factor. Although these differences in diameter are small,

the predicted mass flow rate is dependent upon the fourth power of the diameter,

meaning that small differences can lead to significant alterations in the reported

enhancement factors.

Water transport rates will also be affected by fluid structuring, i.e. how many

water molecules physically fit into the CNT and whether molecular ordering is

present. The CNT seems to optimise the water structure to maximise fluid trans-

port at smaller CNT diameters: when single-file water transport is present, corre-

lated molecular motion has been shown to occur [114], i.e. the motion of a water

molecule in single-file chain is directly linked to the movement of water molecules

upstream and downstream of itself. The development of this correlated motion

may account for this increase in flow rates and enhancements reported at these

CNT diameters.

3.5 Hydrogen bonding and orientation

Defining when a hydrogen bond is present is based upon oxygen atom separa-

tion, distance between hydrogen and oxygen atoms of water molecules that are

hydrogen bond candidates, and the angle θ between the potential hydrogen bond

and the oxygen-oxygen interaction vector of the two water molecules [126–128],

see Fig. 3.4 and Section 4.1.7. Each water molecule can form hydrogen bonds

with up to four other water molecules. The number of hydrogen bonds each wa-

ter molecule forms is dependent upon the fluid temperature and choice of water

model [44, 129]. Simple rigid, point-charge water models do not include many-



CHAPTER 3 MD SIMULATION OF WATER IN CNTS: A REVIEW 47

body effects or polarisation which can cause significant variations in the hydrogen

bond strength but still provide good approximations [130, 131].

H H

O

δ+

δ-

δ+
δ-

δ+ δ+

I I I I I I I I I I I I

θ

H-Bond

Figure 3.4: Schematic of a hydrogen bond in MD.

Similarly to water structuring, hydrogen bonding is affected by confinement,

in this case the CNT diameter. The average number of hydrogen bonds per water

molecule decreases from ∼4 in large diameter CNTs, where bulk-like structures

are present, to less than two for the smallest diameters penetrable by water [129].

This reduction is caused by the formation of fluid layers and ordered water struc-

tures, as previously discussed. Single file water structures are commonly referred

to as a “hydrogen-bonded chain” [114, 118, 132], in which water molecules form

hydrogen bonds with neighbouring molecules only. Hanasaki and Nakatani [133]

report hydrogen bonding profiles inside CNTs and show that if the CNT diam-

eter is large enough hydrogen bonding similar to bulk conditions will occur on

the CNT axis, but in CNTs with diameters less than 1 nm the average number

of hydrogen bonds per water molecule remains below the bulk value.

Joseph and Aluru [109] demonstrated that disrupting the smooth, hydropho-

bic surface of a 2.2 nm diameter CNT causes a reduction in measured flow en-

hancements. They attribute this to a change in the hydrogen bond network: the

average number of hydrogen bonds per water molecule increases, generating a

stronger bond network than before. This meant that there were fewer “free” OH
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Figure 3.5: Definition of orientation of the water dipole moment.

bonds directed towards the CNT surface the authors believe that this may be

related to the rapid transport of water through CNTs.

Water molecule orientation is often described through the angle between the

water dipole moment and the CNT axis as shown in Fig. 3.5. The topic of dipole

“flipping”, where the water dipole moment changes direction while travelling

along the CNT, is controversial. There are mixed reports on whether this flipping

occurs and the frequency at which it happens, if at all. Some authors have shown

water dipole flipping to occur very frequently [134], whereas others did not find

any suggestion of its existence [107]. It could be that in the latter case the

water flipping frequency was greater than the simulation time, and therefore this

phenomenon was not captured. It is unclear whether water dipole flipping plays

any role in water flow rate enhancements through CNTs. The measurement of

hydrogen bonding and dipole moment orientation using OpenFOAM is discussed

in detail in Chapter 4.
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3.6 Ion rejection capabilities

The ion rejection capabilities of CNTs are important in future nanoscale techno-

logical applications, including seawater desalination. For seawater to be potable,

at least 95% of the salt ions must be removed. Corry [95, 135] has shown in

recent MD simulations that CNT with diameters less than 1 nm are capable of

achieving this rejection rate. His work suggests that the (7,7) CNT, which has

a diameter of 0.96 nm, may possess the optimum attributes for desalination, re-

moving 95% of salt while transporting water at a suitably high flow rate. CNTs

with smaller diameters than this have a lower flow rate, while larger diameter

CNTs do not remove enough salt from the water for human consumption. Suk et

al. [136] attribute the ion rejection capabilities of CNTs to a combination of steric

hinderance and large energy barriers which completely prevent ions from entering

the smallest diameter CNTs. Beu [102] investigated water/ion transport through

CNTs with diameters ranging from 1.1-1.66 nm, using a homogeneous electric

field to drive the flow. Beu confirmed that CNTs with diameters less than 1 nm

do not accommodate ion transport due to significant energy barriers facing the

ions.

CNT membrane ion rejection performance may be enhanced by functionali-

sation of the CNT tip and inner core. Corry [69] demonstrated, using MD, that

by adding a variety of charged and polar groups to the tip of a 1.1 nm CNT

that the nanotube became more effective at rejecting ions. However, he also

found that functionalisation of the CNT reduced the mass flow rate of water and

attributed this to an enhanced electrostatic interaction between the water and

the functionalised CNT. Functionalisation of a CNT is likely to occur during the

manufacturing process but the level of control over which functional groups are

attached, as chosen by Corry, may be difficult. MD simulations of ion solutions

must incorporate a comprehensive treatment of electrostatic interactions; simple

truncation techniques are not adequate due to inhomogeneous charge distribu-

tions.
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3.7 Summary

In this chapter we have provided a review of MD simulations of water trans-

port through CNTs. There are a large number of different water models used

throughout the literature for this flow problem and the ultimate choice remains

arbitrary. The choice of water-carbon LJ parameters determines whether the in-

teraction is hydrophobic or hydrophillic and MD studies have provided guidance

when choosing these values. Water structure inside CNTs varies with diameter,

with more ordered structures forming in the smallest diameter nanotubes and

bulk-like structures in CNT with diameters greater than 1.39 nm. Different wa-

ter models have been shown to produce different fluid structures in CNTs with

the same diameter.

A number of MD simulations have demonstrated that the transport of wa-

ter through CNTs is much higher than hydrodynamic predictions. However,

there exists an extensive range of reported flow enhancements for similar diam-

eter CNTs. Differences in interactions parameters, water models and boundary

conditions may account for these variations.

The structure of the hydrogen bond network inside CNTs is believed to be

related to the high flow rate of water through the nanotubes. There exists a

debate about whether the water molecules flip orientation as they travel along

a nanotube. MD simulations have shown that CNTs with a diameter less than

1 nm are able to reject 95% of ions but the salt rejection capabilities of larger

diameter CNTs can be enhanced by functionalising their tips.



Chapter 4

Measurements and Boundary

Conditions in MD

In this chapter, the techniques used throughout this thesis for measuring fluid

properties and applying boundary conditions in MD simulations are presented. In

Section 4.1 we begin by outlining methods for measuring hydrodynamic proper-

ties of polyatomic fluids. The implementation of such models within the existing

measurement framework of OpenFOAM was an important outcome of this re-

search. Section 4.2 discusses the role of boundary conditions in MD simulations

with a focus on modelling pressure driven flow through nanotubes. Novel pressure

boundary conditions are presented in Section 4.2.3 which allow the upstream and

downstream pressures to be set explicitly by the user.

4.1 Measurements

The role of measurement techniques in MD simulations is to transform molecular

data (e.g. positions and velocities) into more apprehensible macroscopic proper-

ties. While measurements can be taken at instantaneous time steps, they will be

subject to substantial fluctuations which makes deriving accurate, reliable mea-

surements difficult. Statistical fluctuations associated with measurements are

51
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discussed shortly.

a) b)

c) d)

Figure 4.1: A variety of measurement techniques can be utilised in OpenFOAM, using
different sampling volumes which may be dependent upon the computational mesh: a)
mesh-cells and b) zone of cells or independent of the mesh: c) longitudinal bins and d)
radial bins. Dark shaded areas indicate local measurement regions within the domain.

Measurements in MD simulations are commonly performed using volumes

which are a subset of the simulation domain: molecules which reside within these

volumes are included in the measurement procedure. For a computational domain

discretised by a mesh, measurement volumes can be the individual mesh-cells (e.g.

for measuring property fields, similar to finite volume techniques) or, by selecting

a number of cells, zones (e.g. to measure properties within a large region of the

domain, or the entire domain itself). Additional measurement volumes called

bins can be used, which are independent of the mesh (e.g. to measure the spatial

variation of properties in one dimension). All of these techniques are illustrated
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in Fig. 4.1. By using more bins in a simulation, i.e. smaller volumes, greater

spatial resolution of a measured property can be obtained. However, smaller

measurement volumes lead to greater statistical fluctuations as they will contain

fewer molecules on average than larger sampling regions. The number of bins

to use can be estimated by using equations derived by Hadjiconstantinou et al.

[137], and are discussed shortly.

Measurements are taken over a sampling period ∆tav, which spans a number of

instantaneous samples, S, such that ∆tav = ∆tMDS, where ∆tMD is the MD time

step. Samples can be taken every time step making them time correlated, or taken

at times separated by a number of time-steps making the samples statistically

independent. If time correlated measurements are used then a greater number of

samples are required to reduce the associated statistical error [38].

Depending on the property being measured, the sampling time required to

obtain meaningful averages can vary significantly. Hadjiconstantinou et al. [137]

provide estimates for the number of samples required to obtain measurements

with a particular statistical error E for density, velocity and pressure, presented

in the following format by Werder et al. [38]:

Mρ =
κTkBT0

V E2

ρ

, (4.1)

Mu =
kBT0

u2

0

1

ρ0V E2

u

, (4.2)

MP =
γkBT0

P 2

0
κT

1

V E2

P

, (4.3)

where V is sampling region volume, T0, u0, ρ0, and P0 are the average tempera-

ture, velocity, density, and pressure, respectively, kB is the Boltzmann constant, γ

is the ratio of specific heats, and κT is the fluid isothermal compressibility. If time

correlated samples are used then the required number of samples for property q
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becomes:

M c
q = 2τqMq, (4.4)

where τq is the autocorrelation time, which is the length of time required before

a property becomes uncorrelated.

Fluid density is least affected by statistical fluctuations since it is only in-

fluenced by changes in the occupancy of molecules in the measurement region,

which will not be highly time-variant due to the small time step size used in

MD. For example, using Eq. 4.1, to be within 5% error of density measurement

of water at atmospheric conditions, in a 1 nm3 sampling volume, will require

102 uncorrelated samples. Pressure measurements are subject to large fluctua-

tions, so longer sampling periods are required to produce accurate measurements.

Pressure measurement is dependent upon time-variant properties, including the

intermolecular force, which can vary considerably from one time step to another

in dense liquids. Using Eq. 4.3, to be within 5% error for water under the same

conditions requires 108 uncorrelated samples.

The property measurement time-scheme in OpenFOAM, created by Borg [19],

provides the user with the flexibility to sample different fluid properties over

independent sampling periods within the same simulation run.

The choice of measurement technique is dependent upon the problem under

investigation. More information regarding these techniques is available in [19].

One of the outcomes of this present research was the inclusion of property mea-

surements for polyatomic fluids. In the following sections we describe how hydro-

dynamic properties relevant to this research are measured. The hydrodynamic

properties described in the following sections are averaged using the same equa-

tions, regardless of whether they are performed in zones or bins as these are both

local volumes of the simulation domain and are for one species of fluid.
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4.1.1 Density

The time-averaged number density in a sampling region R, of volume VR, is given

by:

〈ρR〉 =
1

SVR

S
∑

k=1

NR(tk), (4.5)

where NR is the number of molecules in sampling region, S is the number of

sampling steps, and tk is an instantaneous time step.

4.1.2 Translational and Angular Velocity

The translational velocity is computed using the cumulative average measurement

technique described by Garcia et al. [138]:

〈uR〉 =

S
∑

k=1

NR(tk)
∑

i=1

mivi(tk)

S
∑

k=1

NR(tk)
∑

i=1

mi

, (4.6)

where vi(tk) and mi are the instantaneous translation velocity and the mass of

molecule i, respectively. The angular velocity is:

〈ωR〉 =

S
∑

k=1

NR(tk)
∑

i=1

Iiωi(tk)

S
∑

k=1

NR(tk)
∑

i=1

Ii

, (4.7)

where Ii is the moment of inertia and ωi(tk) is the instantaneous angular velocity.

4.1.3 Temperature

The total temperature of a rigid, polyatomic fluid is calculated using a combi-

nation of its translational and rotational temperatures [139]. There is no contri-

bution from molecular vibration since the intramolecular bonds are fixed in our
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simulations. The translational temperature is:

〈

T trans
R

〉

=
2

dtkb

S
∑

k=1

NR(tk)
∑

i=1

1

2
mi(vi(tk)− uR)

2

S
∑

k=1

NR(tk)

, (4.8)

where dt is the number of translational degrees of freedom, kb is the Boltzmann

constant, uR is the average velocity of the fluid in the sampling region, and

vi(tk) − uR is the peculiar velocity of molecule i. The velocity uR is measured

over a number of time steps, specified by the user, prior to the temperature

measurement procedure, meaning that a slight time lag will be present. The

rotational temperature is:

〈

T rot
R

〉

=
2

drkb

S
∑

k=1

NR(tk)
∑

i=1

1

2
Ii(ωi(tk)− ωR)

2

S
∑

k=1

NR(tk)

, (4.9)

where dr is the number of rotational degrees of freedom, which is 0 for monatomic

molecules (e.g. argon), 2 for linear polyatomic molecules (e.g. oxygen) and 3 for

non-linear polyatomic molecules (e.g. water). The number of translational degrees

of freedom is always 3, regardless of the type of molecule.

Finally, the average temperature of the fluid is:

〈T ave
R

〉 = 2

(dt + dr)kb















S
∑

k=1

NR(tk)
∑

i=1

1

2
mi(vi(tk)− uR)

2

S
∑

k=1

NR(tk)

+

S
∑

k=1

NR(tk)
∑

i=1

1

2
Ii(ωi(tk)− ωR)

2

S
∑

k=1

NR(tk)












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.

(4.10)
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4.1.4 Pressure

The local pressure of the fluid is based on the fluid stress tensor, which is calcu-

lated using the Irving-Kirkwood relation [140]:

〈σR〉 =
1

VRS

S
∑

k=1

NR(tk)
∑

i=1

(mi (vi(tk)− uR)⊗ (vi(tk)− uR)

+
1

2

Nsys(tk)
∑

j 6=i

∑

a

∑

b

rab · fab
r2ab

(rab · rij)), (4.11)

where Nsys is the number of molecules in the system, rab is the separation vector

of sites a and b, and rij is the separation vector between the centre of mass

of molecules i and j. It should be noted that sites a and b belong to different

molecules as only intermolecular forces are required [22]. The normal pressure of

the fluid is:

〈PR〉 =
1

3
Tr(〈σR〉), (4.12)

where Tr is the trace operator of a tensor. This definition of pressure is based

upon the virial expression (right-hand term in Eq. 4.11) which assumes that the

fluid is contained within hard walls, however this assumption remains valid in

periodic systems [20].

The definition of pressure given by Eqs. 4.11 and 4.12, requires an additional

correction term to account for the missing force contribution that stems from

the truncation of the Lennard-Jones pair potential, discussed in Section 1.3. The

pressure is modified to 〈PR〉+ P cor
R

, where the pressure correction is defined as:

P cor
R

=

(

32

9

)

πρ2
R
r−9
c −

(

16

3

)

πρ2
R
r−3
c . (4.13)

The pressure correction is always negative and the magnitude can be in the region

of 20 MPa for water at atmospheric conditions.
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4.1.5 Axial Distribution Function

The axial distribution function (ADF) provides a measure of fluid structuring in

one dimension, which is of particular importance for fluids highly confined within

nanotubes. ADF measurement uses a combination of zonal and bin measurement

techniques and is defined as [118]:

g(x) =

1

SVb

S
∑

k=1

Nb(tk)

1

SVR

S
∑

k=1

NR(tk)

, (4.14)

where Nb is the number of molecules in bin b and Vb is the volume. The numerator

is the local density in bin b and the denominator is the total density within the

sampling region R. Bulk fluids with homogeneous density distributions will have

a constant ADF of 1 in all directions, since local fluid structuring will not be

present.

4.1.6 Drag force

The average drag force on a surface can be evaluated by using the average force

per surface molecule, given by:

〈fR〉 =

S
∑

k=1

NR(tk)
∑

i=1

fi(tk)

S
∑

k=1

NR(tk)

, (4.15)

where fi(tk) is the instantaneous force vector on surface molecule i. The total

average drag force is then calculated by multiplying the result of Eq. 4.15 by the

number of surface molecules.
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4.1.7 Hydrogen bonding in water

A hydrogen bond is the intermolecular interaction between a positively charged

hydrogen of one water molecule and the negatively charged oxygen of another.

Hydrogen bonds are stronger than van der Waals interactions but weaker than

the covalent bonds between the hydrogen and oxygen of the same water molecule.

The average number of hydrogen bonds per water molecule is calculated as:

〈HR〉 =

S
∑

k=1

NR(tk)
∑

i=1

Hi(tk)

S
∑

k=1

NR(tk)

(4.16)

where Hi(tk) is the instantaneous number of hydrogen bonds molecule i is part
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Figure 4.2: a) Illustration of a hydrogen bond in MD, and b) cylindrical region used to
determine if a hydrogen bond is present.
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of. For one water molecule to be hydrogen bonded to another it must fulfill the

following criteria, according to [127]:

1. the magnitude of the vector between the oxygen atoms of the candidate

water molecules rOO, shown in Fig. 4.2a), must be less than 0.35 nm;

2. the angle made between rOO and the OH bond vector of the donor molecule

rOH must be less than or equal to 30◦.

These conditions can be realised as a cylindrical region between the candidate

water molecules, the radius of which is related to the maximum allowable angle

between rOO and rOH, shown in Fig. 4.2b). The axis of the cylinder lies on rOO and

its length is equal to the magnitude of rOO. If a hydrogen atom lies within this

cylindrical volume then a hydrogen bond is present and both water molecules are

updated in the code to include this.

4.1.8 Normalised histogram of water dipole orientation

The positive hydrogen and negative oxygen atoms of a water molecule set up a

dipole vector which lies along the bisector of the angle made by the two hydro-

gens. The orientation of this dipole and its dynamic behaviour in confined spaces

has become a topic of interest as it is believed to be related to the unexpected

behaviour of water inside CNTs. Water molecule orientation is measured by us-

ing the angle between the water dipole moment and a specified vector (typically

the CNT axis), shown in Fig. 4.3.

The normalised histogram is constructed as follows:

1. set the range of angles over which the measurement is being made, e.g. 0

to 180 degrees;

2. specify the angle interval (e.g. 3 degrees) which is used to discretise the

entire range of angles into bins;

3. measure the angle between the dipole moment and the reference vector φ;
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Figure 4.3: The orientation of the water dipole moment.

4. identify which bin the measured angle belongs to and add a count of 1 to

that bin;

5. establish which angle interval is most common (i.e. the bin with the maxi-

mum number of counts) and divide all bin values by this maximum.

4.2 Boundary Conditions

One of the least explored areas in MD research is the application of physically re-

alistic boundary conditions to generate fluid transport. Engineering applications

at the nanoscale often require a pressure driven flow in MD simulations, e.g. wa-

ter transport in a nanotube (or nanochannel), for which various techniques exist

that are discussed shortly.

MD simulations are typically modelled as fully periodic systems, with periodic

boundary conditions (PBCs) employed at all boundaries of the domain. PBCs

provide us with a way of modelling a very small volume of fluid which is repre-

sentative of a much larger volume – greatly reducing the computational demands

of MD, enabling larger time scales to be accessed with the same computational

resources. For this reason alone, PBCs have proven to be the most popular BC
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in MD.

Despite their popularity, PBCs are limited in their application. For example,

PBCs cannot be applied to an inlet of a domain that has a different geometry

from the outlet. Such a scenario requires the implementation of non-periodic

boundary conditions (NPBCs) in one dimension. NPBCs differ from PBCs in that

they are independent and not associated with any other boundary in the domain.

There are many other scenarios where the application of NPBCs is necessary at

individual and independent boundaries of an MD domain. For example, open-

systems and hybrid MD-continuum coupled simulations [38, 141–143].

Unlike conventional CFD, boundary conditions in MD can be applied globally

or locally in the simulation domain. For example, traditional barostats (which

control pressure and density) apply boundary conditions globally as they rescale

the dimensions of the entire simulation domain, and the positions of molecules

therein, although the total number of molecules remains fixed [22]. Simple ther-

mostats, such as the Berendsen thermostat [144], can control fluid temperature

globally or locally within the domain by rescaling all molecular velocities or only

for those molecules in a local region.

The majority of the work in this thesis involves fluid transport through CNTs,

therefore the focus of this chapter is on how to model boundary conditions for this

flow problem. However, most of the boundary conditions described here could be

adapted for a variety of flow scenarios. We begin by summarising existing tech-

niques for simulating fluid transport in a nanotube, followed by an explanation

of the approaches which have been adopted in our work.

There are two common approaches to investigate pressure driven flows in

nanotube systems using MD, shown in Fig. 4.4. The first technique involves

modelling a section of the nanotube, and applying periodicity in the streamwise

direction, thereby ignoring inlet and outlet effects [93, 104, 109, 145].

A technique for generating fluid flow in this type of configuration is the grav-

itational field method [146], which applies a gravity force to all molecules in the
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Figure 4.4: Two different approaches for modelling pressure driven flow through a nan-
otube: a) only the nanotube has periodic boundary conditions at the inlet and outlet of
the nanotube, and b) including two fluid reservoirs at either end of the nanotube.

tube. The applied force can be a magnitude greater than the earth’s gravitational

pull in order to overcome the intermolecular forces. The external gravity force

mimics a pressure gradient along the nanotube when used in conjunction with

periodicity in the streamwise direction [109]. For smaller nanotube diameters,

the fluid density is not easily defined, and so there exists an uncertainty about

the actual applied pressure gradient.

Another technique to establish a pressure gradient within a nanotube with

streamwise periodicity is the reflective particle membrane (RPM) method [147].

A semi-permeable membrane is superimposed on the periodic boundary in the
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axial direction. Molecules are allowed to pass freely across the boundary in the

flow direction, but have a probability of 1-p for passing in the other direction and

probability p of being specularly reflected back into the domain. The RPM sets

up a density gradient across the nanotube, and as a result, a pressure gradient.

The probability p is used to control the magnitude of the pressure gradient: larger

values for p create greater pressure gradients. The main drawbacks of this method

are that it is difficult to control the actual inlet/outlet pressures and an extensive

trial and error procedure is required to set up the desired pressure gradient.

The second type of pressure-driven simulations examine fluid flow through

nanotubes that are part of a membrane, and therefore requires fluid reservoirs at

the inlet and outlet of the nanotube. The most popular method for generating a

pressure difference across a nanotube membrane in fully periodic systems is the

technique of Zhu et al. [123], where an external force is applied only to molecules

located in a specific region in the upstream reservoir. While this technique creates

a hydrostatic pressure difference across the membrane, the downstream reservoir

density decreases and negative pressures have been recorded [99]. This does not

realistically represent physical experiments, in which the downstream pressure is

close to atmospheric conditions.

The RPM technique can also be used in simulations with two fluid reservoirs.

In this arrangement, the RPM is located at the inlet of the upstream reservoir,

which leads to it having a higher density than its downstream counterpart, gen-

erating a pressure difference across the membrane. Both the RPM technique and

the method of Zhu et al. (external forcing) cannot be used to model the build-up

of ions in a desalination MD simulation, as demonstrated by Corry [69].

There are also MD simulations that implement two fluid reservoirs with NPBCs

in the streamwise direction. Huang et al. [148] proposed a method using two

rigid self-adjusting plates located at the extremities of reservoirs either side of a

nanoscale membrane. External forces are applied to the plates corresponding to

the required constant pressures in each reservoir. This technique involves using
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NPBCs in the flow direction but PBCs in the other two dimensions. This method

has recently been developed [149] to include flexible self adjusting plates to re-

duce the effect the rigid plates have on the molecular distributions near them.

The main disadvantage of this technique is that the number of molecules in the

simulation is fixed, meaning that eventually the upstream reservoir will contain

no fluid molecules and the simulation will end. To simulate longer time periods,

large upstream reservoirs would be required which would come with a significant

computational burden.

Firouzi et al. [150] performed dual control-volume non-equilibrium MD sim-

ulations of molecular separation by a nanoporous membrane. This technique

generates pressure driven flow via a difference in chemical potential (fluid den-

sity) in each control volume. Particle insertions are performed randomly which

may disturb the dynamics of the simulation. Any molecules which cross the ex-

tremities of the control volumes are deleted, making the simulations non-periodic

in one direction. This type of simulation is an example of a grand canonical

ensemble where chemical potential, domain volume and fluid temperature are

constant but the total number of particles in the domain is allowed to fluctuate.

In this present work we use the new continuum boundary conditions of Borg et

al. [1] to generate fluid transport using the fluid reservoir approach. Although

this approach is more computationally demanding, it is more representative of a

realistic experimental setup, and incorporates inlet and outlet effects which may

be significant.

By introducing NPBCs and controlling state quantities in user-defined re-

gions, we can impose continuum-like boundary conditions in the MD domain.

An additional motive in developing these methods is to enable MD simulations

to be included as part of hybrid continuum-molecular techniques; boundary con-

ditions from the continuum solver are applied on the MD domain using these

“controllers”. The feedback algorithm used in OpenFOAM for converging a fluid

property to a required value was originally developed by Borg et al. [1].
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4.2.1 Temperature

Temperature control is exclusively performed throughout this work using the

Berendsen thermostat [144]. This feedback technique involves re-scaling molecule

translation velocities and angular velocities to converge the fluid to the correct

temperature. This method does not conserve linear or angular momentum but

comes with the advantage that it can be applied locally in MD domains. Fluid

temperature is only controlled in the reservoirs and not inside the nanotube,

as recommended by [121]. Both translational velocity and angular velocity are

re-scaled using a scaling factor:

χ =

[

1 +
∆tMD

τt

(

T req
R

〈TR〉
− 1

)](1/2)

, (4.17)

where ∆tMD is the MD time step size, τt is a time constant which determines

the rate of convergence, and T req
R and 〈TR〉 are the required and measured tem-

peratures in control region R. This thermostat acts to control fluid temperature

through molecular kinetic energy: scaling factors less than 1 reduce the kinetic

energy (and temperature) while scaling factors greater than 1 cause the energy

to increase and fluid temperature follows suit.

4.2.2 Controlling fluid density to generate mass transport

Similar to the work of Firouzi et al. [150], we control the density of the fluid

reservoirs to create a chemical potential and generate mass transport through

the membrane. The density control region inside the upstream reservoir is shown

in Fig. 4.5; the configuration in the downstream reservoir is identical and there-

fore not shown. Unlike Firouzi et al., molecule insertions and deletions are not

performed randomly. For insertion, the USHER algorithm [151] is used which

searches for a site within the potential energy landscape via a steepest descent

iteration scheme. A molecule is inserted if the potential energy of the prospective

site is equal to the cell-averaged potential energy. In this way, the algorithm
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ensures that the inserted molecule does not overlap with existing molecules while

ensuring minimal local potential energy changes. Similarly for deletion, the can-

didate molecule is chosen with its potential energy closest to the cell-averaged

potential energy. Momentum and energy conservation steps are also performed

after a molecule is inserted/deleted by distributing the added/removed momen-

tum to neighbouring molecules, and updating the pair-forces.

As the density of the fluid increases, the number of insertion sites which

correspond to the average potential energy of the cell becomes less until no more

molecules can be inserted into the control region. Tolerances can be set by the

user to insert molecules within a specific range of potential energy values relative

to the cell average value, e.g. 10% of cell average potential energy. The greater the

tolerance value, the easier it is to insert molecules, but this can lead to significant

disturbances in the fluid properties and is not recommended. We found that

inserting within 20% of the cell average potential energy did not lead to significant

variations in fluid temperature or pressure and facilitated fast molecule insertion.

Control Zone

Figure 4.5: Schematic of upstream reservoir control zone to maintain the fluid at the
density specified by the user. PBCs are indicated by the short double black lines.
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Density control is performed away from the membrane so as not to disturb the

regions of the fluid which are of interest to us, as illustrated in Fig. 4.5. PBCs

are employed perpendicular to the flow, while NPBCs are applied in the flow

direction: both the inlet and outlet domain boundaries are specular-reflective

walls which help to control fluid density in the reservoirs. Berendsen thermostats

are applied to each reservoir to maintain a constant system temperature and

eliminate the contribution of any temperature gradients to the fluid transport.

The number of molecules which are required to be inserted or deleted over

a specified time interval, t → tn, is calculated as follows for each cell, P, in the

control zone:

∆NP(t → tn) = NINT ([ρreq
P

(tn)− 〈ρP〉 (t)]VP) , (4.18)

where NINT is the nearest integer function, as only whole molecules can either

be inserted or deleted, ρreqP (tn) is the required number density at the new time

tn, 〈ρP〉 (t) is the measured density at the old time t, and VP is the cell volume.

Full details of the USHER algorithm used in OpenFOAM can be found in [19].

As part of this work, the USHER algorithm was updated to include the in-

sertion/deletion of polar, polyatomic molecules according to [152]. This involved

updating the potential energy calculation to include electrostatic contributions,

and incorporating molecule rotations during the site searching algorithm, in ad-

dition to the original translational displacement. Results using this simulation

approach are presented in Chapter 6.

4.2.3 Controlling pressure to generate mass transport

We find that it is more effective to explicitly control the pressures in the up-

stream and downstream reservoirs, and therefore the resulting pressure difference

across the membrane. Upstream, the fluid pressure is controlled through state

constraints of pressure and temperature, while density is adaptively controlled.
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Downstream of the membrane, an open-system [143] is adopted that enables pres-

sure to be controlled whilst allowing flow through the system to develop without

being over-constrained.

Periodic boundary conditions are employed in the transverse directions, while

non-periodic boundary conditions are applied in the streamwise direction: the

left-hand boundary is a specular-reflective wall, while the right-hand boundary

deletes molecules upon collision. The wall helps control the fluid pressure and

density upstream while the deletion patch creates an open system [143].

The upstream pressure is controlled using a proportional-integral-derivative

(PID) control feedback loop algorithm in addition to adaptive control of density at

the inlet. Downstream of the membrane, pressure is controlled using a pressure-

flux technique which was originally used in hybrid MD-CFD simulations [153].

Control Zone Sample Zone Control Zone
(Pressure Flux)

Figure 4.6: Schematic of control and sampling regions in the upstream and downstream
reservoirs. PBCs are indicated by the short angled black lines.

Upstream reservoir

An external force is distributed over all molecules that reside in the upstream

control zone, to create the required pressure in the neighbouring sampling region,

shown in Fig. 4.6. The required external force is calculated using three separate

components: a proportional term, an integral term, and a derivative term. The

proportional force term is calculated from the pressure error ep = P req
R −〈PR〉 be-
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tween the measured pressure in the sampling region 〈PR〉 and the target pressure

P req
R :

fp = Kp
epAn̂

N
, (4.19)

where A is the cross-sectional area of the control zone, n̂ is a normal vector

indicating the direction of the applied force, Kp is the proportional gain (dimen-

sionless), and N is the number of molecules in the control region. The integral

force term is calculated using the accumulation of past pressure errors:

fi = Ki

(

enp + eop
)

∆tMDAn̂

2N
, (4.20)

where enp is the pressure error at the new time step n, eop is the accumulated

pressure error at the old time step o, and Ki is the integral gain (units are s−1).

The derivative force term is calculated using the rate of change of the pressure

error:

fd = Kd

(

enp − eop
)

An̂

∆tMDN
, (4.21)

where Kd is the derivative gain (units are s). The equation of motion for a

molecule, j located in the control zone is then:

aj = fj/mj + f extt /mj, (4.22)

where aj is the acceleration of molecule j, mj is the molecule mass, fj is the total

intermolecular force, and f extt is the total external force given by the sum of all

three PID components:

f extt = fp + fi + fd. (4.23)

Molecules that move from the upstream reservoir into the nanotube must be

accounted for so as to maintain the reservoir in a steady thermodynamic state.

A general adaptive method for control of density is used since both pressure and

temperature in this region are already constrained at the desired values. We

implement a new mass flux method by controlling density in the control zone at
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the boundary to be equal to the measured fluid density in the sampling region. A

steady homogeneous density distribution is always achieved because the pressure

controller forces molecules in or out of the control zone. We use relaxation to

improve the stability of our algorithm, so the target density within the control

zone is given by:

ρreq = β〈ρsz〉+ (1− β)〈ρcz〉, (4.24)

where 〈ρsz〉 is the measured density in the sampling zone, 〈ρcz〉 is the measured

density in the control zone, and β is a relaxation parameter (e.g. ∼0.5). The

number of molecules to insert/delete in control zone 1 is then:

∆N =
(ρreq − 〈ρc〉)Vcz

mi

, (4.25)

where Vcz is the volume of the control zone. Molecule insertions/deletions are

performed as described previously. This pressure control technique is best applied

in the following way to converge the upstream reservoir to the correct state point:

1. equilibrate the fluid to the correct temperature;

2. turn on the proportional and integral terms of the PID controller (Kp = 1,

Ki = 100 and Kd = 0) and adaptive density control;

3. once the fluid pressure begins to fluctuate about the required value, turn

on the derivative term (Kd = 20).

We found that including the derivative term during the initial stages of pressure

control leads to extremely large external forces, due to the highly fluctuating na-

ture of pressure during this period, causing the simulation to crash. This problem

was remedied by performing an equilibration stage using only the proportional

and integral terms of the PID controller. This pressure control technique proved

to be applicable at high pressures, but at low pressures the magnitude of pressure

fluctuations are much greater than the required value meaning that the derivative
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term constantly introduced instabilities. Therefore it is not recommended to use

the PID control technique to converge a fluid to near-atmospheric conditions.

Downstream reservoir

The pressure in the downstream reservoir is set by applying an external force to

all molecules in the control zone [153], shown in Fig. 4.6:

f ext =
αP reqAn̂

N
, (4.26)

where P req is the target pressure and α is a tuning parameter. We found that this

particular pressure control technique was more effective at low fluid pressures as

it is not based on a feedback loop algorithm. However, a trial and error procedure

to tune α is required to set the fluid at the correct pressure, which is why it is

not used upstream.

4.3 Summary

In this chapter we outlined MD measurement techniques and boundary conditions

used throughout this work. Building on the original measurement framework

created by Borg [19] we have extended the models to measure hydrodynamic

properties of polyatomic fluids. We also included a description for measurement

of the axial distribution function and the average total drag force acting on a

molecular surface. The procedure for measuring hydrogen bonding and dipole

orientation of water molecules was also described.

Two novel approaches to generate fluid transport through a nanotube mem-

brane between two fluid reservoirs were described in Sections 4.2.2 and 4.2.3. The

first involved controlling fluid density in the reservoirs to create a chemical poten-

tial across the membrane, implicitly controlling pressure. While this technique

is effective, it is more advantageous to be able to control fluid pressure in the

reservoirs explicitly.
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Fluid pressure in each reservoir can be applied explicitly by using two different

techniques: a proportional-integral-derivative (PID) feedback algorithm upstream

and a pressure flux method downstream. We found that the PID method is more

effective at higher pressures while the pressure flux technique is applicable at low

pressures. Advice about using this pressure control technique was outlined in

Section 4.2.3.



Chapter 5

Liquid Argon Flow In and

Around CNTs

5.1 Introduction

Modelling fluid interactions with CNTs is vital for many nanoscale applications,

as discussed in Chapter 1. The design and performance of such systems is de-

pendent upon our understanding of flow phenomena at this scale. Liquids under

extreme confinement behave very differently to those at a macroscopic level, with

the presence of fluid layering, molecular ordering and unexpectedly high molecu-

lar mass transport.

Ordered fluid structures adjacent to solid surfaces occur due to the interaction

of the solid and fluid molecules. This is commonly referred to as the “interface

region”, where the local fluid density deviates from the bulk value [154]. These

ordered structures generally dissipate at distances of several molecular diameters

from a solid surface. However, if the fluid is confined in a channel which is not

wide enough, these ordered structures will persist across the channel width.

Travis et al. [10] and later Travis and Gubbins [155] demonstrated using MD

that, in a channel of five molecular diameters width, flow behaviour could not

be accurately described by the Navier-Stokes (NS) equations. Velocity profiles

74
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deviated significantly from hydrodynamic predictions. However, they also found

that in a channel which was 10 molecular diameters wide the NS equations were

valid. The breakdown in the accuracy of hydrodynamic predictions was attributed

to the application of a local version of Newton’s law of viscosity, which is invalid if

the fluid is highly inhomogeneous – common under extreme confinement. Xu and

Zhou [156] studied pressure-driven liquid argon flow between parallel platinum

plates 4 nm apart using MD, and found that increasing the shear-rate (driving

force) led to an increase in fluid viscosity and the development of non-Newtonian

fluid behaviour. Ziarani and Mohamad [157] found good qualitative agreement

between an analytical solution of the NS equations and results from MD of liquid

flow in a 7 nm wide channel.

From these findings, it is clear that a criterion exists where the scale of a flow

problem becomes too small to be modelled using a continuum technique and a

molecular approach must be adopted. Establishing at what length scale this “con-

tinuum breakdown” occurs in a liquid is difficult, and no single parameter can be

used. The findings of Travis et al. [10], and Travis and Gubbins [155], do however

provide some insight into the transition to non-continuum fluid behaviour.

It is not only confinement that can produce unexpected fluid behaviour but

also the material through which the fluid is being transported. Supple and

Quirke [158] showed through MD simulations that oil was rapidly imbibed into a

1.8 nm diameter CNT at ∼445 m/s and the filling did not obey the macroscopic

Washburn equation. Skoulidas et al. [159], and later Ackermans et al. [160],

demonstrated using MD that argon gas was transported through CNTs almost

three orders of magnitude faster than through zeolites and silicalite, respectively.

Cannon and Hess [161] demonstrated, using non-equilibrium MD simulations,

that liquid argon inside small diameter CNTs forms well-ordered fluid structures.

They also found that flow rates increased towards the smallest diameter CNTs,

and attributed this enhancement to the well-defined flow structure present in this

range of CNT diameters.
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It is also important to consider the effect that the set-up of the flow problem

can have on results from an MD simulation. Huang et al. [149] investigated the

influence of entrance and exit effects on fluid flow rate by simulating liquid argon

flow through one nanopore of finite length and one which was infinitely long.

Both nanopores had a diameter of 2.2 nm (and in the finite case the nanopore

was 6 nm in length and separated two fluid reservoirs at different densities). The

infinitely long nanopore was modelled using periodic boundary conditions and

the fluid was driven by applying an external body force to all of the argon atoms

in the system. Huang et al. found that the flow rate through the finite pore was

∼40% less than the infinitely long case and attributed this decrease to entrance

and exit effects. A comparison of these simulation approaches is discussed in

Section 4.2.

The development of a molecular dynamics simulation is dictated by the choice

of interaction parameters. Ideally these values should be derived from experi-

mental or quantum chemistry methods, however this is not always possible. The

interaction of different species in a MD simulation is often obtained by “mixing”

rules that use the parameters for similar species interactions (e.g. argon-argon and

carbon-carbon) to derive a set of values for inter-species interaction (e.g. argon-

carbon). This mixing of parameters has led to a broad range of values charac-

terising the interaction between argon and carbon in the literature, ranging from

hydrophilic to hydrophobic representations, which may introduce inaccuracies in

an MD simulation [162].

Nagayama and Cheng [154] used MD to investigate the effect of surface wet-

tability on liquid argon flow in a nanochannel. They found that a hydrophobic

surface has less interfacial resistance than a hydrophilic one, and that this led

to a plug flow velocity profile as opposed to a parabolic one. They claim that

the reduction in interfacial resistance stems from a gap that exists between the

liquid and the hydrophobic surface which leads to frictionless flow. Mao and

Sinnott [163] also found that molecular diffusion through CNTs was strongly af-
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fected by the molecule-nanotube interactions. The hydrophobic nature of CNTs

is believed to be one of the most influential features in their ability to rapidly

transport fluids.

In this work we use the new continuum boundary conditions of Borg et al.

[1] to generate fluid transport. By introducing non-periodic boundary conditions

(NPBCs), and controlling state quantities in user-defined regions, we can impose

continuum-like boundary conditions in the MD domain. An additional motive in

the development of this method is that it enables MD simulations to be included

as part of a hybrid continuum-molecular technique [38, 141–143]: boundary con-

ditions from the continuum solver are applied on the MD domain using these

“controllers”.

Interacting Pair (i,j) ǫij (J) σij (m)
Ar-Ar 1.6567× 10−21 3.4× 10−10

Ar-C 1.9646× 10−21 3.573× 10−10

Table 5.1: Lennard-Jones parameters for initial cases, taken from [6].

Two different problems are addressed in this chapter: liquid argon in cross-flow

around a CNT, and a CNT linking two reservoirs of liquid argon at different den-

sities. The parameters we used for the Lennard-Jones interactions for both cases

are listed in Table 5.1. A cut-off radius of 0.8 nm was used for both argon-argon

and carbon-argon pairs. In all simulations the carbon atoms of the nanotubes

were “frozen” to their original positions, making the nanotubes rigid, in order to

reduce the computational time required for the simulations [6, 38].

5.2 Liquid argon flow past a CNT

In this section, we perform MD simulations to investigate one of the classic prob-

lems in fluid mechanics: a cylinder in uniform fluid cross-flow. In this scenario,

the cylinder is a (12,12) CNT with a diameter of 0.9422 nm and the fluid is liquid
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argon at 95 K and 1342 kg/m3. The aim of this work is to demonstrate that by

introducing novel NPBCs we can reproduce results from a larger periodic system

whilst reducing the computational cost of the MD simulation significantly.

5.2.1 Fully periodic system

x

y

z

Figure 5.1: Fully periodic simulation domain for cross-flow of liquid argon over a CNT,
with the control zone highlighted.

We begin by replicating an MD simulation performed by Tang and Advani [6],

who demonstrated that classical continuum mechanics cannot be used to calculate

drag on a CNT. They compared their MD results, of a fully periodic system, with

a finite element analysis using the same flow conditions, and found that drag forces

in the MD simulation were considerably larger.

The domain size is 30.56 × 25.47 × 2.23 nm in the x, y and z directions,

respectively, and periodic boundary conditions are applied in every direction.
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The simulation domain is shown in Fig. 5.1. Tang and Advani performed domain

size tests in their work and found that the drag force on the CNT converged

using these dimensions. The total simulation time is 2.15 ns using a time step of

2.15 fs. The interaction between all molecules in the system is represented using

the Lennard-Jones potential and the parameters for this potential are listed in

Table 5.1. The total number of argon atoms in the domain is 36 400, which is in

agreement with [6].

A uniform flow of argon is created by controlling the velocity of molecules

upstream of the CNT in a user defined zone, shown in Fig. 5.1. The control zone

is located 0.9 nm from the CNT, in accordance with [6]. When molecules are

controlled, their velocities are replaced by random velocities from a Maxwellian

distrubtion at the required temperature. The required bulk streaming velocity is

then also superimposed onto the molecule. This technique creates uniform flow

and removes any excess heat in the system. The freestream velocity is controlled

to 80 m/s every 50 time steps throughout the duration of the simulation, which is

the same method used by Tang and Advani to generate uniform flow and was first

reported by Rapaport [20]. After filling the simulation domain with molecules,

the system is converged to the correct conditions over 300 000 time steps before

measurements are taken.

5.2.2 Partially periodic system

The main properties from this simulation in which we are interested are the

velocity profiles around the CNT and the drag forces acting upon it. Therefore the

domain size need only be large enough to apply the correct boundary conditions

and include a sufficient amount of fluid surrounding the CNT, at the required

state point, for accurate drag measurement. By reducing the size of the domain

we can decrease the associated computational cost of the simulation.

However, continuing to use a fully periodic system in this situation is not

possible. In the flow direction, a reduced density region is created immediately
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x

y

z

Figure 5.2: Partially periodic simulation domain for cross-flow of liquid argon over a
CNT, with the control zone highlighted.

downstream of the CNT which would then be reintroduced at the inlet of the

domain if periodic boundary conditions were used, significantly affecting the re-

sults. In order to reduce the size of the domain, we must therefore use NPBCs

in the flow direction. Here, the domain size was reduced in the x direction, but

not in the y and z directions in order to make results comparable.

The size of the domain was therefore reduced to 10.88 nm in the x direction,

which matches a similar partially-periodic simulation by Werder et al. [38]. In

their work, Werder et al. combine an MD simulation with a CFD solver to model

liquid argon flow past a CNT, although the fluid properties are different to the

current study and the MD system was periodic in two directions and non-periodic

in the flow direction. Werder et al. control their fluid velocity by applying an ex-

ternal force to the molecules upstream of the CNT and by using moving specular

walls at the domain boundaries in the flow direction; these techniques are ex-

plained in detail in [38].
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In this present work, the periodic boundaries in the x direction are replaced

by non-periodic boundaries with two boundary zones at the inlet and outlet of

the domain, as shown in Fig. 5.2. Velocity control remains unchanged from the

fully periodic case (controlling velocity at 80 m/s and temperature at 95 K).

In additional to velocity control, molecules are inserted and deleted using the

USHER algorithm in the control zone to ensure that the fluid density upstream

remains at the correct conditions. Inserted molecules are assigned the required

free stream velocity. A mass flow rate of molecules is imposed at the inlet of the

domain to simulate inflow and reduce the burden on the density controller. This

model inserts molecules in the upstream boundary zone based on a prescribed

value, 5.7×10−12 kg/s in this case. Full details of this model can be found in [1].

The upstream boundary is modelled as a specular wall to help control density

upstream of the CNT.

A deletion patch is specified at the outlet, which creates an open system. The

downstream boundary zone is used to apply an external force on all molecules in

this region to set the fluid at the required pressure. See Section 4.2.3 for more

details about this model. The adjustable parameter α in Eq. 4.26 allows the

external force to be scaled, e.g. if α = 1 then the full external force is applied

and if α = 0 then the external force is zero. Four different α values are used in

this study: 1, 0.67, 0.56 and 0. These values come from the normalisation of the

external forces by the force required at bulk density and pressure. The pressure

of argon at the given state point is ∼0.2 MPa, obtained from [164], and this value

is used in Eq. 4.26 to calculate the value of the external force at each time step.

There are many models which exist to control fluid pressure at a non-periodic

boundary, all of which rely upon a priori data and estimates, and this present

method is no different. The required state point of the fluid at the outlet boundary

is not known beforehand and may differ from bulk conditions. As such, choosing

the correct value for α is difficult and is a common problem when using any

boundary model. Werder et al. [38] apply an effective force on molecules in
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the boundary region that is dependent upon the state point of the fluid in this

region. This effective force is measured from previous MD simulations at the

predicted state point. If the fluid properties differ from the predicted values then

the effective force will be incorrect. Other boundary models are also dependent

upon adjustable parameters such as the one used in this study. The dependence

of results on α is discussed in the following section.

These non-periodic simulations require an initial equilibration time period,

typically less than 0.5 ns, until the drag on the CNT has converged and the

number of molecules in the system fluctuates about a constant value. The time

averaging of properties commences after these conditions have been met. The

time characteristics, e.g. total simulation time, of these simulations remain un-

changed from the fully periodic case in Section 5.2.1 above.

5.2.3 Results

The streaming velocity profile obtained for the flow of liquid argon past a CNT

in a fully periodic domain is presented in Fig. 5.3, and compared to the published

data by Tang and Advani [6]. This velocity is measured across the centre of the

nanotube in the y direction using a binning method to provide a spatial average.

The sampling region is 0.48 nm wide and spans the entire height and depth of

the domain. The profile is sampled every time step and averaged over 1×106

samples.

Case α Drag Force (N/m) % Error
Fully periodic – 0.00696 0
External force 1 1 0.00735 5.6
External force 2 0.67 0.00700 0.58
External force 3 0.56 0.00690 0.86
No external force 0 0.00618 11.2

Table 5.2: Measured drag forces on the CNT for different boundary conditions.

It is clear from Fig. 5.3 that Tang and Advani have not created the correct free
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Figure 5.3: Streaming velocity profiles for flow past a CNT in a fully periodic system;
the vertical dashed lines indicate the position of the CNT around y = 0.

stream velocity; the required value was 80 m/s, but their measured value is closer

to 100 m/s. The free stream velocity measured in this present work matches

the required 80 m/s very well. The liquid argon can be seen accelerating around

the nanotube reaching a maximum velocity of ∼ 100 m/s; no such behaviour is

present in the profile produced by Tang and Advani, although it has previously

been shown by Werder et al. [38].

The average drag on the nanotube is measured using Eq. 4.15 to provide the

average force per carbon atom. This value is then multiplied by the number of

atoms in the CNT and divided by its length to obtain the average force per unit

length of the nanotube. The drag forces (per unit length) for each simulation are

listed in Table 5.2.

The boundary conditions used in both simulations are identical and yet the

results are significantly different. All flow velocities reported by Tang and Advani

are above the required values and with a lack of information regarding mass flow

rate measurement, we suggest that an error is present in their work. We measure
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the mass flow rate in our simulation at the end of the control zone and along

the centre axis of the CNT and these are compared in Fig. 5.4. These results

show that mass flow is conserved throughout the domain and that the flow rate

matches the required value. Tang and Advani provide no information about the

fluid flow rate or fluid density surrounding the CNT. We would expect the fluid

density to be at bulk conditions away from the CNT in the y direction, which

would mean that the mass flow rate of Tang and Advani must be higher than

required since the free stream velocity is well above the desired value.

The acceleration of flow close to the CNT, which is not reported in macroscopic

solutions of this flow problem, is primarily due to the reduction in the cross

sectional area through which the fluid can pass. Periodic boundary conditions

are applied in the y direction so the problem is effectively being modelled as flow

past an array of CNTs, meaning that the flow must accelerate as it passes around

the CNT in order to conserve the mass flow rate. Another reason why the fluid

accelerates close to the CNT surface is because of the local fluid structure in that
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Figure 5.5: Snapshot of argon atoms forming a layered surface close to the CNT surface.
The carbon atoms have been reduced in size for visual clarity.

region, which is now described.

A snapshot of the fluid structure around the CNT and the corresponding aver-

age radial density distribution are shown in Figs. 5.5 and 5.6, respectively. Liquid

argon located adjacent to the CNT surface forms high density layers which dissi-

pate beyond ∼2 nm from the CNT centre to bulk conditions. The phenomenon

of liquid layering adjacent to a surface is well reported in the literature, as dis-

cussed previously. The layering structure of the fluid results in the density in the

layer itself being higher, while the total density in the region close to the CNT

surface is lower and hence the flow must accelerate. Since this layering effect

occurs over a few nanometers, classical macroscopic solutions are not valid for a

cylinder which is less than 1 nm in diameter.

The primary purpose of this study is not to assess the drag characteristics of

a CNT but to investigate the effectiveness of using NPBCs in MD simulations.

By introducing NPBCs we are able to reduce the size of the simulation domain
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and decrease the computation time of the problem significantly. Using the same

velocity measurement techniques as the fully periodic case, we obtain the velocity

profile across the CNT for different outlet conditions and compare these to results

from the fully periodic case in Fig. 5.7. Drag measurements are also compiled

and presented in Table 5.2.

The velocity profiles in the PBC and NPBC cases with an external force

(α > 0) are in very good agreement, in particular when α = 0.67. However,

when no external force is applied the velocity profile deviates from the fully

periodic case. To understand why this is happening we must consider the density

profiles across the domain. Figures 5.8a) and b) show the average density profiles

upstream and downstream of the CNT, respectively.

When no external force is applied, molecules are constantly being deleted at

the outlet boundary. The upstream boundary conditions cannot accommodate

this rate of loss, which causes the fluid density throughout the simulation to

decrease. With this decrease comes a higher fluid velocity, as shown in Fig. 5.7.

Including an external force at the boundary stems the flow of molecules out of

the domain and produces more promising results.

The effect of including external forces on the drag experienced by the CNT

is shown in Table 5.2. When α = 1, the drag force is within 6% of the value

measured in the fully periodic case. By adjusting α we can reduce this error to

less than 1%. Drag measurement without an external force is inaccurate and

not recommended. Adjusting α to the correct value is straightforward when

the fully periodic MD simulation results are available, but choosing appropriate

values when they are not is difficult and more research into making this choice

is required. The inclusion of adjustable parameters in boundary models is a

common problem, as previously discussed. Regardless of this, choosing a default

value of α = 1 reproduces the correct velocity profile across the CNT and an

average CNT drag force with reasonable error values.

The total simulation time for the fully periodic case was 6 days, and 2 days
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Figure 5.8: a) Upstream mass density profile b) downstream mass density profile.

for the partially periodic cases, both using 8 processors. This corresponds to a

simulation speed up of approximately 3 times.
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5.3 Liquid argon flow through a CNT

membrane

We now consider pressure-driven flow of liquid argon through a CNT that is

embedded in a solid substrate. The main purposes of this work is: to test novel

boundary conditions introduced in Chapter 4; to investigate the behaviour of a

simple fluid under extreme confinement; and to provide further insight into the

fluid transport properties of CNTs.

Figure 5.9: CNT membrane simulation domain.

Figure 5.10: End-on view of a CNT embedded within a membrane made up of argon
atoms.
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To do this, we place two fluid reservoirs either side of a CNT membrane.

A pressure difference is created by controlling the density of the fluid in each

reservoir. This generates a concentration gradient, as previously described in

Section 4.2.2. The simulation domain is shown in Fig. 5.9.

ρ1 kg/m3 ρ2 kg/m3 ∆P (MPa)
Case 1 1300 965 49.3
Case 2 1300 1063 44.3
Case 3 1300 1189 28.2

Table 5.3: Simulation details for each case.

A (16, 16) CNT with a diameter of 2.2 nm and length of 6 nm is used. The two

membrane surfaces that surround the inlet and outlet of the CNT are constructed

of fluid molecules frozen to their original positions, see Fig. 5.10. The density of

this solid substrate is 1500 kg/m3. The type and length of CNT are chosen to

match a previous simulation performed by Huang et al. [165], who compared an

MD simulation of pressure-driven flow through a nanopore with a full NS solu-

tion. Berendsen thermostats are applied to each reservoir to maintain a constant

temperature of 133 K. The insertion and deletion of molecules was performed far

away from the CNT membrane so as not to disturb important entrance effects

that play a vital role in fluid transport through nanoscale membranes [149]. A

time step of 1 × 10−15 s was chosen to ensure that no molecules would overlap

after any time step. The dimensions of the reservoirs are 11×7×7 nm3, chosen

so that the inlet/outlet boundaries are 5 CNT diameters from the inlet/outlet

of the membrane: this ratio was shown by Mansouri et al. [166] not to influence

fluid transport in a microchannel. The interaction parameters are the same as

the previous external flow study, i.e. a strong interaction between the argon and

carbon atoms, shown in Table 5.1.

Three density (pressure) differences are considered in this initial study, shown

in Table 5.3. In each case the upstream density is controlled to be 1300 kg/m3
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and the downstream density is controlled to – in turn: 965, 1063 and 1189 kg/m3.

These values of density are the same as those used in [165]. The density changes

lead to pressure differences of 49.3, 44.3 and 28.2 MPa, respectively, which were

measured during our MD simulations. However, Huang et al. report pressure

differences (for the same density changes) of 70, 60 and 40 MPa, respectively.

After referring to thermophysical properties provided by the National Institute

of Standards and Technology (NIST) [164], it is clear that Huang et al. have

not included a correction term in their pressure measurements, as discussed in
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Section 4.1.4. For example, liquid argon at 1309 kg/m3 and 133 K should have

a pressure of ∼51 MPa, according to NIST [164]. Huang et al. [165] report

a measured pressure of 80 MPa. Using Eq. 4.13, the pressure correction at this

state point is -27.3 MPa which would give a corrected pressure of 52.7 MPa, which

is in reasonable agreement with the experimental value. If the same procedure

is applied in the downstream reservoir for each case, then the corrected pressure

differences may be obtained. We chose to match fluid densities, which have no

such associated errors, to allow a fair comparison of results.

The density and resulting pressure profiles across the domain are shown in

Figs. 5.11 and 5.12, respectively. The target densities in the reservoirs have been

reached and the controllers are operating correctly. The average number of argon

molecules in the highest density case was ∼18 000.
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Figure 5.13: Number of fluid molecules inside the CNT during the initial filling process.

The simulation procedure for each case was as follows:

1. create the mesh and fill it with molecules;

2. equilibrate each reservoir to the correct conditions while the CNT is closed,
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(Figs. 5.11 and 5.12);

3. open the CNT and allow the fluid to fill the nanotube (Fig. 5.13), and allow

steady state conditions to be reached;

4. average the fluid properties over a specified time period.

Step 3 took approximately 0.5 ns to complete: steady state conditions were

established when a constant average streaming velocity inside the CNT was ob-

tained. The total number of molecules inside the CNT over the initial filling

period is shown for each case in Fig. 5.13. Step 4 is performed over 2 million time

steps which is equivalent to 2 ns, and took 4 days to solve on 8 processors.

5.3.1 Results

We compare velocity profiles, measured using a radial binning technique, with

those of Huang et al. [165] for a nanotube of similar diameter and length. These

authors used a neutral potential model between the liquid and the nanotube, with

interaction parameters the same for liquid-solid and liquid-liquid. The velocity

profiles for each case are shown in Fig. 5.14.
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Figure 5.14: Comparison of MD results of radial velocity profile for a) case 1 b) case 2
and c) case 3. The vertical dashed line indicates the location of the CNT carbon atom
centres. The gray area indicates the regions of low fluid density inside the CNTs.
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The velocity profiles from our simulations lie slightly higher than those re-

ported in [165] for all three cases. The reason for this is that while both sim-

ulations include an attractive potential between liquid and solid, the nanopore

contained many more molecules in its walls than our CNT. This difference causes

a reduction in the fluid velocity due to the increase in the number of attractive

interactions. Huang et al. also report a fluid velocity beyond the nanopore wall,

suggesting an error as the fluid should be unable to pass through the physical

boundary. Our results show that the fluid velocity beyond a radius of ∼0.8 nm

is zero, because there are no fluid molecules in this region. The physical size of

the carbon atoms in the CNT prevents any argon atoms from passing beyond

this radius. No such effect is shown by Huang et al. The statistical noise in

the velocity profile at ∼0.6 nm is caused by the fluid structure within the CNT,

which is described in detail shortly. The area of low fluid density inside the CNT,

highlighted by the shaded area in Fig. 5.14, creates uncertainty in the velocity

measurement due to the sampling technique used, discussed in Chapter 4. In

reality, the velocity in that region would be zero since there are so few molecules

which occupy that space inside the CNT.
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Figure 5.15: Radial argon density profile. The vertical dashed line indicates the location
of the CNT carbon atom centres.



CHAPTER 5 LIQUID ARGON FLOW IN AND AROUND CNTS 96

a)

b)

Figure 5.16: a) Fluid layering inside CNT and b) Outer layer of liquid argon demon-
strating the spiral internal structure.
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Figure 5.15 shows that the liquid argon forms a well-ordered structure within

the CNT. Three layers are present, with the one closest to the CNT surface

having the highest density; this is because of the strong interaction between the

fluid and the solid. The radial density profile is the same in each case and is

independent of the applied pressure difference. In Fig. 5.13 we showed that each

CNT contains the same number of molecules, therefore the overall density is also

constant. We can visualise the fluid structure further by taking a snapshot during

the simulation, as shown in Fig. 5.16. The fluid in the outer layer (closest to the

wall) demonstrates a very high level of ordering – forming a spiral structure,

similar to that of a gun barrel, see Fig. 5.16 b). Huang et al. reported an

oscillatory density profile inside their nanopore but the fluid structure was more

disordered, resulting in flatter density peaks. They also reported a non-zero

density beyond the solid boundary, which again suggests the presence of errors

in their results.

The velocity profiles from MD are compared to a NS solution, obtained by

Huang et al. [165], for the same flow problem and also compared with a simple

analytical hydrodynamic model, all of which are shown in Fig. 5.17. Analytical

radial velocity profiles are calculated using the following:

u(r) =
R2

4µ

[

1− r2

R2
+

2Ls

R

]

∆P

L
, (5.1)

where R is the CNT radius, µ is the liquid viscosity, L is the CNT length, ∆P is

the pressure difference and Ls is the slip length. Assumptions must be made about

the nanotube radius and liquid viscosity, which are both difficult to accurately

define when considering fluids contained within the smallest diameter CNTs. By

setting Ls to zero we have the no-slip solution. The analytical solutions are

evaluated by assuming bulk viscosity values at the average pressure inside each

CNT, and using as the radius the distance from the CNT axis to the carbon atom

centres. The incompressible NS solution is based upon the no-slip assumption

and further details can be found in [165].
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Figure 5.17: Comparison of MD results, NS solutions and analytical hydrodynamic pre-
dictions of the radial velocity profile for a) case 1, b) case 2, and c) case 3. The vertical
dashed line indicates the location of the CNT carbon atom centres.
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Figure 5.18: Radial tracking of argon molecules originally located in a) the innermost
shell, b) the middle shell, and c) the outermost shell. The horizontal dashed line indicates
the position of the CNT wall.



CHAPTER 5 LIQUID ARGON FLOW IN AND AROUND CNTS 100

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  1  2  3  4  5  6

N
or

m
al

is
ed

 p
re

ss
ur

e

CNT axial position (nm)

Case 1
Case 2
Case 3

Figure 5.19: Normalised pressure profiles inside the CNT.

We can fit Eq. 5.1 to our MD results by using Ls as a fitting parameter, as

shown in Fig. 5.17. The inclusion of the slip term improves the profile prediction

slightly, but significant errors are still present. Based on the assumptions made,

and the poor fit of data, Eq. 5.1 – with or without slip, is not a reliable analytical

tool for this particular flow problem and we must turn to atomistic techniques

such as MD for accurate results under such extreme conditions.
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Figure 5.20: Normalised density profiles inside CNT.

By tracking the trajectory of individual molecules in each fluid layer we can

gain insight into the associated molecular transport mechanisms. Figure 5.18
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shows the radial positions of 3 molecules over a 0.5 ns time period as they travel

along the CNT. Molecules which are originally located in the innermost and

middle “shells” are free to move from one to another but molecules in the outer

shell do not appear to have the freedom to leave the layer. This non-continuum

behaviour is one of the main reasons why hydrodynamic relations cannot be

used to predict fluid behaviour at the nanoscale; the assumption that the fluid is

continuous and fills the entire space inside the nanotube is not valid. The tracking

of many more molecules inside the CNT is required to confirm this theory, and

will be the subject of future work.

 0

 5

 10

 15

 20

 25

 30

 5  10  15  20  25

V
el

oc
it

y 
(m

/s
)

x-Position (nm)

Case 1
Case 2
Case 3

Figure 5.21: Axial velocity profiles along the domain.

Figure 5.19 shows the internal pressure profiles of liquid argon inside the CNT.

The inlet pressure is the same in each case as the upstream conditions are iden-

tical. The fluid density and streaming velocity fluctuate about constant values

along the CNT axis in each case, as shown in Figs. 5.20 and 6.12, respectively.

Oscillations present in these profiles, located at the CNT inlet/outlet, are most

likely caused by the fluid interacting with the membrane as it passes into and out

of the CNT, however it is clear that they oscillate about constant values. Veloc-

ity must be constant since the density and cross sectional area remain fixed as

the fluid travels down the CNT. Therefore the different pressure drops along each

CNT must be associated with frictional losses, as there are greater pressure losses
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Figure 5.22: Axial temperature profiles.
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Figure 5.23: Kinetic term in the pressure measurement along the CNT axis.

when the fluid streaming velocity is higher. As with any moving fluid, friction

causes energy dissipation, which in this case is associated with the intermolecular

forces between the fluid and solid as the liquid argon flows through the CNT.

The role that this intermolecular force plays in total frictional loss is discussed

shortly.

The temperature of the argon rises as it passes into the CNT in each case,

as shown in Fig. 5.22. This temperature rise is caused by the sudden accelera-

tion of the fluid (see Fig. 6.12), which causes viscous heating (molecules having



CHAPTER 5 LIQUID ARGON FLOW IN AND AROUND CNTS 103

greater kinetic energy) which dissipates along the CNT because no similar effect

is present downstream. This temperature rise has been observed experimentally

in microtubes and is referred to as viscous dissipation [167]. Although velocity re-

mains constant along the CNT length, the temperature decreases; the streaming

velocity is not included in temperature measurement, see Section 4.1.3. However,

the fluid’s kinetic energy decreases along the CNT, demonstrated by the decrease

in the kinetic term of the total pressure in Fig. 5.23.

The kinetic term of the pressure is usually constant along the CNT, as the

temperature is controlled using a thermostat in a typical MD simulation. How-

ever, the use of thermostats in such confined regions is not recommended [121].

In this case, a thermostat would directly affect the dynamics of the fluid inside

the CNT – the pressure losses will be less, which would in turn change the fluid

velocity. We tested this and found that thermostating the fluid inside the CNT

causes the fluid velocity to rise by 5%, above the associated statistical error of

less than 2%.

5.3.2 Effect of changing CNT-liquid interaction

To investigate the effect of choosing different interaction strengths between argon

and carbon, we repeat the simulations and make the CNT more hydrophobic,

i.e., decrease the interaction strength between the fluid and solid. ǫAr-C is reduced

to 0.79834×10−21 J [161], all other interaction parameters remain unchanged.

The radial velocity profiles for these cases are shown in Fig. 5.24. The most

noticeable difference between these profiles and those of the hydrophilic case, see

Fig. 5.14, is the radial velocity profile becomes more like a plug flow and less

parabolic in shape. This phenomenon has been shown previously by Nagayama

and Cheng [154] who used MD to simulate pressure driven argon flow through

a 5.4 nm wide nanochannel. These results support the theory that hydrophobic

surfaces provide less resistance to fluid flow: streaming velocities and mass flow

rates are much higher than those reported for a hydrophilic CNT, as shown in
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Fig. 5.25. Hydrodynamic predictions would have higher associated errors in these

cases.

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  0.3  0.6  0.9  1.2  1.5

N
or

m
al

is
ed

 d
en

si
ty

Radial position (nm )

High interaction
Case 1
Case 2
Case 3

Figure 5.26: Radial density profiles within the CNT.
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Figure 5.27: Pressure profiles along the CNT with varying interaction strength.

In a previously reported simulation [154], a change in the distance between

the liquid and solid boundary was observed when a more hydrophobic interaction

was applied. Figure 5.26 shows that we do not see the same effect occurring in
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our simulations. One explanation for this may be that the fluid in the CNT is

highly confined and mobility is reduced, whereas in the previous study the fluid

was contained within walls which were further apart. Reducing the interaction

strength has caused the density in the outermost layer to decrease significantly.

Although the overall fluid density inside the hydrophobic CNT has been reduced,

the fluid velocity is much higher, which in turn has led to an increase in the mass

flow rate, as shown in Fig. 5.25.

Figure 5.27 shows the axial pressure profiles along the CNT for the hydropho-

bic and hydrophilic simulations. Pressure losses are less for a hydrophobic CNT

than a hydrophilic one, which has not been shown previously. However, pressure

losses are dependent upon the fluid flow rate, as in the hydrophilic cases. These

results are in agreement with experimental findings that showed that friction

increases with a more hydrophilic interaction between liquid and solids [168].

5.4 Summary

In this chapter we have used recently developed controllers [1] to apply continuum

fluid boundary conditions in MD to simulate liquid argon in cross-flow past a

CNT, and through a CNT membrane. Advantages of our simulation method are

that: it can apply user-specified fluid properties directly, rather than indirectly

through other means; it is not dependent upon fully periodic systems; it can

accurately generate fluid transport without any geometrical constraints; and it

is capable of performing as an essential part of a hybrid continuum-atomistic

technique.

We considered the external cross-flow of liquid argon past a CNT, initially in a

fully periodic domain, followed by the same CNT in a partially periodic domain.

By replacing the periodic boundary conditions in the streamwise direction, we

were able to shrink the length of the domain considerably, thus increasing the

simulation’s computational efficiency. The partially periodic case was ∼3 times
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faster than the fully periodic simulation. By using a combination of a mass flow

inlet and an external boundary force at the outlet, we were able to accurately

reproduce the results from the fully periodic case.

The liquid flow of argon through a CNT membrane was investigated using a

novel simulation model. Two fluid reservoirs located at either end of the mem-

brane were controlled to be at different densities and were not connected through

periodic boundary conditions. This generated the fluid driving force. We used

three density (pressure) differences and compared the results with simple analyt-

ical hydrodynamic predictions, NS solutions and an independent MD simulation

of argon flow through a hydrophilic nanopore.

Hydrodynamic solutions are based upon assumptions of the fluid properties

inside a CNT, which are not straightforward to define. The analytical velocity

profiles, and those from NS solutions were unable to reproduce the results ob-

tained from our MD simulation. This is because the fluid inside a CNT forms

a well-ordered structure and displays different transport mechanisms from bulk

flows. We can no longer rely on continuum-based solutions to accurately predict

fluid behaviour under extreme confinement, e.g., inside the smallest diameter

CNTs.

The effect of changing the interaction strength between the liquid and solid

was also examined using MD. We found that as the CNT becomes more hy-

drophobic, the flow rate of the contained fluid increases under the same pressure

difference. The flow through the hydrophilic nanopore (not a CNT) produced

the slowest fluid flow rate, while a CNT with a weak solid-liquid interaction led

to the highest flow rate. These results support the claim that surface friction

decreases when the solid-liquid interaction becomes more hydrophobic.



Chapter 6

Water Transport Through CNTs

using OpenFOAM

In this chapter we present results from MD simulations of pressure-driven flow

through (7,7) CNTs with and without defects. Cases with no defects are per-

formed to investigate the effect that changing CNT length has on the internal

flow dynamics of water. We then include vacancy sites defects (missing carbon

atoms) in the CNT structure and discuss how their inclusion alters water trans-

port through the nanotube.

6.1 Water transport through (7,7) CNTs of

different lengths

Another important physical characteristic of CNTs is their length. CNT mem-

branes as thin as 2-5 µm can be manufactured [55, 58] but MD simulations

are typically performed using CNTs which are only a few nanometers in length.

Previous simulations investigating the effect of CNT length were performed using

short CNTs where differences in length were only a few nanometers [95, 102, 169].

These reported no significant change in water flow rate. Peng et al. [170] demon-

strated by experiment that the flow of water through a protein membrane showed

108
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a non-linear dependence on membrane thickness (i.e. nanotube length). Mattia

and Gogotsi [3] suggest that the length of the carbon nanotube is the primary

determiner of the nature of the flow: in very short CNTs stochastic flow, due

to thermal fluctuations, has been observed [132]; in infinitely long CNTs, mod-

elled using periodic boundary conditions, single file diffusion dominates [145], as

also seen experimentally. Understanding the influence of length on the flow is of

central importance to understanding the nature of CNT flows in general. In the

present research, MD simulations are used to investigate water transport along

(7,7) CNTs with lengths ranging from 2.5 to 50 nm, in order to assess how the

length affects fluid flow velocity, mass flow rate and axial fluid properties.

Control 
Zone 1

CNT
 Membrane

x

y

z

Sampling Zone 1 Sampling Zone 2

Control 
Zone 2

Figure 6.1: Simulation Domain.

The configuration of the pressure-driven flow simulation domain is shown in

Fig. 6.1. Two graphene sheets are positioned at the inlet and outlet of the CNT

to form a simplified membrane representation. The CNT and graphene sheets are

modelled as rigid structures to speed up the MD runs: this has been reported to

be a fair approximation in a previous study [109]. Periodic boundary conditions

are employed in the y- and z-directions, while non-periodic boundary conditions

are applied in the x-direction: the left-hand boundary is a specular-reflective wall,

while the right-hand boundary deletes molecules upon collision. The wall helps
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control the fluid pressure and density upstream while the deletion patch creates

an open system [143]. The rigid TIP4P water model is used with a time-step of

1 fs in all the following simulations.

A pressure difference of 200 MPa is applied across the membrane in all simu-

lations; such a large pressure difference is required to resolve the dynamics of the

simulation over a shorter time period due to the large computational cost associ-

ated with MD. (Pressure differences of 5-7 MPa are generally used in industrial

filtration processes, but the resulting flows rates are too low for MD to accurately

resolve over the time accessible by MD.) Berendsen thermostats are applied to

both fluid reservoirs to maintain a constant temperature of 298 K and eliminate

the contribution of any temperature gradients to the fluid transport. The fluid

is not controlled inside the CNT so as not to disturb the dynamics of the con-

tained water molecules. Bernardi et al. [121] demonstrated that thermostatting

fluid atoms contained within walls which are rigid causes changes in fluid pres-

sure, density and streaming velocity, and so suggests caution when interpreting

results from such systems. The maximum variation in water temperature inside

any CNT in our simulations was found to be 3.5 K. Both fluid reservoirs have

dimensions of 4.4×4.4×4.4 nm3. The number of molecules in the entire domain

ranged from ∼7000 to ∼13000 for the shortest to the longest CNTs, respectively.

The upstream pressure is controlled using a proportional-integral-derivative

(PID) control feedback loop algorithm in addition to adaptive control of mass-

flux at the inlet. Downstream of the membrane, pressure is controlled using a

pressure-flux technique [153] in order to allow the flow through the system to

develop without being over-constrained. These techniques are described in detail

in Section 4.2.3

Five different CNT lengths are investigated: 2.5, 5.0, 12.5, 25, and 50 nm.

For every simulation, apart from the 50 nm long CNT case, the CNT is closed

intially while the reservoirs are filled with water molecules and equilibrated to

the correct conditions. After this initial equilibration, the CNT is opened and
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Figure 6.2: Filling dynamics of (7,7) CNTs of different lengths under 200 MPa pressure
difference.

allowed to fill naturally, as shown in Fig. 6.2. Once the number of molecules in

each CNT has reached a constant value the simulation is allowed to proceed until

the flow rate reaches a steady state value. To avoid a long simulation of filling

the 50 nm CNT, the water molecule arrangement inside the full 25 nm long CNT

is “mapped” into the 50 nm case. This operation is performed twice to fill the

entire 50 nm long CNT. This is a fair thing to do since the steady-state number of

water molecules in each CNT shows a linear relationship with CNT length, which

may be observed in Fig. 6.2. Each simulation is then advanced by a further 2 ns

before averaging of properties is performed. This step also allows any unrealistic

fluid structures in the 50 nm long CNT, which may exist because of the mapping

stage, to dissipate. All data presented below is from a 4 ns averaging period.

The simulations were performed using 64 processors (Intel X5570 2.93 GHz

CPU) and took ∼12 days to complete 4 million time steps. The 50 nm CNT

simulation was performed using 80 processors to reduce the total simulation time

to be the same as the smaller cases. The computational efficiency of the simula-
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tions were enhanced by using a particle weighted decomposition method in Open-

FOAM. The decomposition of a computational domain is typically performed

using the mesh cells where each processor is given an equal number of cells, this

is not recommended in this case since there is a large number of molecules in

the reservoirs and this is where we want to concentrate the available computing

power. The particle weighted decomposition method acts to ensure that each pro-

cessor receives an equal number of molecules, this improved the processor scaling

performance of our simulations which in turn led to a 20% decrease in simulation

time over mesh cell decomposition method.
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Figure 6.3: MD results of pressure profile across the domain showing the application of
a 200 MPa pressure difference.

The same pressure difference of 200 MPa is imposed across all the CNT

membranes, see Fig. 6.3, and the downstream reservoir is maintained at at-

mospheric conditions. Pressure is calculated from the stress tensor using the

Irving-Kirkwood method, described in Section 4.1.4. The maximum variation in

the applied pressure difference between any of the simulation runs was measured

to be 0.8 MPa. The uncertainty in the pressure difference is calculated from the



CHAPTER 6 WATER TRANSPORT THROUGH CNTS USING OPENFOAM 113

variation in the mean pressure difference between the two reservoirs.

6.1.1 Flow velocity and mass flow rate results
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Figure 6.4: Relationship between flow velocity and CNT length under a 200 MPa pressure
difference. The horizontal dashed line indicates an average fluid velocity of 14.6 m/s.

The average fluid streaming velocity for the different nanotube lengths under

the same applied pressure difference are shown in Fig. 6.4. The fluid velocities

are measured within the same 1 nm long region located at the midpoint of each

CNT. We find that there is no significant change in the fluid streaming velocity

as the CNT length increases from 2.5 nm to 50 nm. In this range of lengths, the

average fluid velocity is measured to be 14.6 m/s. Previous studies have found

that small changes in nanotube length (a few nanometers longer) had no effect

on the fluid flow rate under the same pressure difference [95]. We can confirm

that this phenomenon holds for extensions of 20 times the original length.

It has also previously been shown that there is a linear relationship between

the applied pressure difference and the resulting fluid mass flow rate and fluid
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Figure 6.5: Relationship between mass flow rate and CNT length under a 200 MPa
pressure difference. The horizontal dashed line indicates an average mass flow rate of
3.11×10−15 kg/s.

velocity [95, 136]. By using this relationship we are able to compare our average

fluid velocity with that of Thomas and McGaughey [11]. They predicted a flow

velocity of 5.2 m/s under a pressure difference of 73.5 MPa for a (7,7) CNT; ex-

trapolating these values would predict a value of 14.2 m/s for a pressure difference

of 200 MPa which is in good agreement with the flow velocities presented here.

The result in Fig. 6.4 is seemingly in contradiction to the results of Thomas

and McGaughey (see their Fig. 3 in [11]), who observed an increase in flow ve-

locity with applied pressure gradient; in our results the applied pressure gradient

(∆P/L) is also varying, but there is no significant change in flow velocity. The

contradiction only arises, however, if one assumes that the pressure gradient alone

is sufficient to characterise the driving force of the flow (which is the case in clas-

sical fluid mechanics). In fact, our results suggest that, because the nanotube

flow velocity is relatively independent of L, it is the pressure drop ∆P which is

the characteristic flow driver, not the pressure gradient. This phenomenon has
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also been discussed by Corry [95] and Suk and Aluru [99]. If this is the case, the

contradiction is resolved: in the simulations of Thomas and McGaughey it is the

increased pressure difference (∆P ) that is responsible for the increase in velocity

they observed, and not the fact that the pressure gradient was changing; in our

simulations, with ∆P fixed, the flow velocity is relatively unaffected.
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Figure 6.6: Flow enhancement factors (over hydrodynamic predictions) for different CNT
lengths.

A similarly constant relationship is present between the mass flow rate and

CNT length, shown in Fig. 6.5. As the fluid flow is non-continuum, the net flow

rate is measured by averaging the number of molecules which cross a perpendic-

ular plane located at the midpoint of each CNT over a prescribed time period;

molecules which cross in the positive x-direction are counted as positive to the

flow rate and those which cross in the opposite direction are counted as negative.

The average mass flow rate through each CNT we calculated to be 3.11×10−15

kg/s. These measured flow rates can be compared to equivalent hydrodynamic
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flow rates via the no-slip Hagen-Poiseuille relation for flow in a cylindrical pipe:

ṁ =
πR4ρ∆P

8µL
, (6.1)

where R is the radius of the CNT, ∆P is the pressure difference, ρ is the fluid

density, µ is the dynamic viscosity, and L is the CNT length. The radius used

here is related to the volume which the water can occupy inside a CNT. We take

the radius within which 95% of the fluid resides, which was found to be 0.186

nm, and the reasons for choosing this value are discussed in Section 6.1.2. Bulk

properties for ρ and µ for water at 298 K are used. While this equation is not

strictly valid in this sub-continuum flow problem, we wish to make a comparison

with hydrodynamic predictions.

The flow enhancement factor, i.e. the ratio of our measured mass flow rate

to the hydrodynamic prediction, shows a linear relationship with CNT length,

see Fig. 6.6. In contrast to what is predicted by hydrodynamic theory, at these

large pressure differences the mass flow rate does not decrease with increasing

pipe length but remains constant over the lengths considered in this study. Flow

enhancement values are in agreement with those reported by Corry [95] of O(10)

at the shortest lengths, and Thomas and McGaughey [11] of O(1000) at the

longest lengths. The reduction of the flow enhancement factor is not due to a

lower mass flow rate in shorter CNTs, as discussed in [11]. On the contrary, the

measured mass flow rate in short CNTs is comparable to that in longer CNTs.

Therefore at a fixed pressure difference, the flow enhancement factor is directly

proportional only to the CNT length.
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6.1.2 Radial and axial profiles, inlet and outlet effects

To investigate the radial structure of water in CNTs we measured the mean dis-

tribution of radial density for each CNT, see Fig. 6.7. We used 100 cylindrical

bins of equal volume, centred radially inside the midpoint of the CNT, and cov-

ering a fixed length of 1 nm axially. The density within each bin is measured

by summing the mass of water molecules contained over a specified period of

time and dividing it by the axial sampling length and the number of averaging

time-steps.
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Figure 6.7: Radial density distributions normalised with the reservoir density for CNTs
of different lengths. Measurements are taken at the midpoint of each CNT length. The
vertical dashed line at the right indicates the position of the CNT surface.

Figure 6.7 shows that the average density profile is annular, also seen in

Fig. 6.8, with a peak fluid density much higher than that of the reservoir (mea-

sured using the same technique). The total fluid density is dependent upon the

definition of the occupied volume of the CNT, for which there is no consistency

in the literature [44]. The distance between the peak density radius and the CNT

surface corresponds to the interaction length of the Lennard-Jones potential be-
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Figure 6.8: TIP4P water inside a 2.5 nm long (7,7) CNT forms an annular structure and
shows no signs of ice formation.

tween the carbon and oxygen atoms, σCO, and is unaffected by changes in CNT

length. We consider the occupied volume of the CNT to be where 95% of the

water resides which is calculated using the area under the radial density graph.

The choice of 95% is arbitrary but makes more physical sense than using either

the van der Waals radii of carbon and water or a combination of both values.

It is clear from Fig. 6.7 that even in very short channels molecular ordering is

present which may be a result of single or multiple-stranded molecular transport.

Mattia and Gogotsi [3] imply that ordered diffusion takes a certain length to

develop; if such a minimum length does exist, it must be very small. The minimal
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variation in the density peaks between the various CNTs can be explained by

small changes in the axial profiles of density, shown in Fig 6.10. We note that

our radial density profiles are similar to previous results [44] but the molecular

arrangements may differ. The arrangement of water molecules inside CNTs is

affected by a number of factors, and the choice of water model has been shown

to be one of the most influential [110], as discussed in Section 3.3.
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Figure 6.9: The total water density (defined as the number of molecules per nm length)
inside (7,7) CNTs with different lengths subject to the same pressure differences. The
horizontal dashed line indicates the average value of total density.

The changes in volume between cases are only related to changes in length

since the occupied cross-sectional area is the same. Therefore the total density

in each case can be related through the average total number of water molecules

per unit length in each CNT, as shown in Fig. 6.9. Over the range of lengths

considered in this study, the total density of water inside a (7,7) CNT is not

affected by changes in nanotube length.

A significant insight into the transport behaviour of water through CNTs of

varying length is available through examining the axial profiles of hydrodynamic
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Figure 6.10: Axial distribution functions for various CNT lengths.

Figure 6.11: Snapshot of water structure inside a 25 nm long (7,7) CNT after 4 ns of
simulation time.

properties. The axial distribution function (ADF) in each CNT is measured

by using the binning technique described in [118] and is presented in Fig 6.10.
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Velocity and pressure profiles measured using standard techniques are shown in

Figs. 6.12 and 6.13, respectively. In order to make comparison across the five

CNTs, we use the same bin width for all axial profiles, and average over a time-

period of 4 ns. We note that temperature profiles remain uniform across all the

CNTs at ∼298 K. Pressure errors measured at the inlet/outlet of all the CNTs

are within 15% of the reported values.

Water transport along a CNT is subject to inlet/outlet effects which manifest

themselves in changes to fluid properties at the entrance and exit regions of the

nanotube. The fluid has a higher density in these regions, with a corresponding

drop in the fluid velocity. The peaks of the ADFs at the inlet and outlet of all

CNTs may be caused by the simplified representation of the membrane, with the
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Figure 6.13: Axial pressure profiles for various CNT lengths.

fluid inside the CNT interacting with the membrane walls. We note that this

membrane model is commonly used in these types of simulations and that the

inlet and outlet conditions are consistent for each CNT. The effect is to cause

small dips in the axial density in the shorter CNTs and steady oscillations in the

longer CNTs (diminishing in the 50 nm CNT). These slight changes in density do

not affect the mass flow rate as the fluid velocity adjusts accordingly to conserve

mass flow rate, as seen in Fig. 6.12.

The variations of the ADF in each case may be explained by the fluid struc-

ture changing from multiple strands of molecules into a single strand at random

locations along the CNT axis, as shown in the simulation snapshot in Fig. 6.11.

This means that when multiple strands are present the measured axial density
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will be greater.

6.1.3 Frictionless flow

The fact that the CNT length appears to have no influence on the mass flow

rate is counter-intuitive from a hydrodynamic perspective (in fact, mass flow

rate appears to slightly increase with length in some cases, as seen in Fig. 6.5).

Consider the hydrodynamic expression for mass flow rate, Eq. 6.1: at such small

scales, we might expect the viscosity to drop, and thus increase the mass flow

rate – this is consistent with a hydrodynamic viewpoint. However, we would

generally expect the viscosity to be independent of the length of the CNT, and

so the question remains: why is mass flow rate constant for every L?

An explanation might be that the flow is effectively frictionless in the nan-

otube. But this cannot be the case, since a frictionless tube would imply an

infinite flow rate for a fixed pressure drop, ∆P . The resolution to this paradox

lies in Fig. 6.13. Clearly, the flow in the CNT, for each length, is not friction-

less: the pressure at the inlet is greater than the pressure at the outlet in every

case. This pressure loss, which results from frictional forces, appears mainly to

result from a short development length at the inlet in the shorter CNTs, and a

short exit region in the longer CNTs. So, in the longer CNT simulations, central

“developed” regions are present that are effectively frictionless in contrast to the

entrance/exit regions. As the CNT increases in length, these “frictionless” central

regions cover proportionally more of the total CNT length, to the point where

extensions in CNT length result in roughly equal extensions to the central fric-

tionless region. This is potentially why, for CNTs above a certain length (greater

than the short entrance/exit region), the mass flow rate is relatively unaffected

by changes in CNT length. However, the independence on L appears to be evi-

dent at the smallest channel lengths considered here; more simulations at smaller

channels would be required to confirm this hypothesis.

Another reason why the flow in a CNT appears to behave as effectively fric-
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tionless, is because the majority of viscous losses occur in the upstream reservoir,

before the inlet (as evidenced by the order of magnitude difference between the

inlet pressure and the upstream reservoir pressure, as seen in Fig. 6.13). It is

possible that this pressure loss, which dwarfs the total head loss through the

CNT, is independent of L since it occurs external to, and upstream of, the CNT.

The question that remains unanswered is whether these large external pressure

drops are physically realistic or merely an artefact of the MD domain setup for

this type of CNT investigation. Either way, the source of these external losses

and their role in determining CNT flow rate is vitally important to establish.

Pressure fluctuations are greater inside the CNTs due to the tight packing

of the molecules, so any slight variations in density can cause large changes in

pressure due to the high gradient of the intermolecular potential at these small

molecule separations. These results would benefit from longer averaging periods

to reduce the current level of fluctuation.

6.1.4 Hydrogen bonding and orientation

The average number of hydrogen bonds per water molecule is measured in the

midpoint region of each CNT and is shown in Fig. 6.14. The criteria for estab-

lishing when a hydrogen bond is formed is discussed in detail in Chapter 4. The

average number of hydrogen bonds per water molecule was measured to be 2.3,

which is in good agreement with previous studies [107, 133]. The amount of hy-

drogen bonding inside a (7,7) CNT is unaffected by changes in nanotube length,

but has been shown previously to be dependent upon CNT diameter [107].

Local hydrogen bond dynamics are investigated using a radial binning tech-

nique similar to that for measuring radial density, as discussed previously. This

enables the average number of hydrogen bonds relative to CNT radial position

to be observed: radial hydrogen bond profiles are shown in Fig. 6.15. The pro-

file remains fairly uniform across the CNT radius with a slight increase towards

the CNT axis, however it does not approach a bulk value (3.6) at the axis of
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Figure 6.14: Relationship between average number of hydrogen bonds per water molecule
and CNT length.
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Figure 6.15: Radial hydrogen bonding profiles inside (7,7) CNTs of different lengths.

the CNT as would be expected in larger diameter nanotubes [109]. Hanasaki
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and Nakatani [133] investigated radial hydrogen bond profiles in (6,6) and (8,8)

CNTs and the results presented here for the (7,7) CNT are located between these

profiles. As before, the hydrogen bond network is unaffected by changes in CNT

length.

The angle between the water dipole moment and the x-axis is measured at

every time-step for water molecules at the inlet, midpoint, and outlet of the 2.5,

12.5 and 50 nm long CNTs, and normalised histograms are created, shown in

Fig. 6.16. It is clear from these results that there are two preferred orientations

of the water molecules (measured anti-clockwise from the x-axis): 0 degrees and

180 degrees for each CNT length. This means the water dipoles align themselves

with the CNT axis and point towards the centre of the CNT at both the inlet

and outlet, which suggests a strong coupling between the water molecules in these

regions and molecules in the reservoirs. This coupling effect becomes greater in

longer CNTs – illustrated by sharp peaks at the inlet and outlet of the 50 nm long

CNT, shown in Fig. 6.16c). These results also show that the water molecules flip

orientation as they travel down the CNT, which is in agreement with the findings

of Xiao-Yan and Hang-Jun [134]. The role that water molecule orientation plays

in water transport rates though CNTs remains unclear and further research is

required. The dipole orientation may be affected by the simplified electrostatic

interaction used in this study, which should be investigated in future work.
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Figure 6.16: Water dipole orientation at the three different locations noted along the a)
2.5 nm, b) 12.5 nm and c) 50 nm long CNT axis.
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6.2 Water transport through CNTs with defects

Very few MD studies include defects when modelling CNTs; pristine, defect-

free CNTs are commonly studied, as in Section 6.1. This leaves a gap in our

understanding of water transport through these nanoscale structures.

CNT defects are, however, commonplace in experiments as it is very diffi-

cult to manufacture pristine CNTs, e.g. during the uncapping procedure (typ-

ically plasma oxidation) functionalisation defects are produced that have been

shown through simulation [69, 70] and experiment [57] to reduce water transport

rates. Other defect types that can occur during the manufacturing process are:

Stone-Wales topological defects, adatoms, and vacancy sites. Vacancy sites are

structural defects that can be mono-vacancies or multi-vacancies in the walls of

CNTs [77, 78]. The properties of CNTs, including fluid transport, will be affected

by the presence of these defects on their inner-walls and tips.

We have shown in the previous section that the flow enhancement factor,

defined as the ratio of the MD simulated mass flow rate to the hydrodynamic

prediction, increases linearly with CNT length for a fixed pressure difference.

If this trend continues up to the lengths used in experiments, which can be 2-

5 µm, then the flow enhancement factor would far exceed those reported from

experiments. The inclusion of defects in the present MD study may help to

understand the role of defects in flow enhancement.

There are many published papers that assess the change in mechanical prop-

erties of CNTs due to the inclusion of defects. Yang et al. [78] included function-

alised, Stone-Wales, and vacancy type defects in their MD study of the tensile

strength of CNTs, and found that their inclusion produced weaker CNTs. They

also found that the tensile strength of the CNT became comparable to the lower

values reported in experiments, rather than the exceptionally high theoretical

values found from calculations assuming defect-free CNTs.

There are only a few reports of the effect of CNT defects on fluid transport.

Li et al. [76] modelled using MD the permeation of water through CNTs with
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Stone-Wales defects. They found that the flow rate decreased with an increasing

number of such defects. Kotsalis et al. [81] performed MD simulations of water

inside CNTs doped with oxygen and hydrogen, and found that the wetting contact

angle of water reduced with increasing doping sites, making the CNTs more

hydrophilic. CNT functionalisation (tip and core) reduces water transport rates,

as discussed previously. To our knowledge, there has been no report of the effect

of CNT vacancy site defects on the water transport rate.

We now use MD simulations to investigate water transport through (7,7)

single-wall CNTs of a fixed length of 25 nm and examine how changing the

number of vacancy defects affects the fluid flow behaviour. The number of defects

is quantified by the percentage of carbon atoms which are removed from the

original, defect-free structure.

A single-wall CNT with missing carbon atoms would not be a stable structure

on its own due to the presence of unsaturated bonds, however such a case is

plausible for a multi-wall CNT with an inner shell having the diameter of a single-

wall CNT with vacancy sites. For desalination applications, semipermeable CNT

membranes will most likely be composed of multi-wall CNTs [3]. Four cases are

considered herein: 0%, 5%, 10%, and 20% vacancy defect densities, and we report

the effect these have on fluid flow rates, fluid densities and axial pressure profiles.

The simulation method is the same as described in Section 6.1: a pressure

difference is created across a CNT membrane using a combination of a PID con-

troller and a pressure flux technique. A time-step of 1 fs is used in all the following

simulations. The TIP4P water model is used and the carbon-water interaction is

represented by the LJ potential of Werder et al. [106]. Electrostatic and Lennard-

Jones interactions are smoothly truncated at 1.0 nm.

Single carbon atoms are removed at random places within the original defect-

free nanotube structure, until the required percentage of defects is reached. Higher-

order vacancy clusters (groups of three or four single defects) occur in the 10%

and 20% defect cases. The modelling of the CNT as a rigid structure may there-
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fore introduce errors in cases with high defect densities, and this should be the

scope of future work

6.2.1 Results and discussion
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Figure 6.17: Variation of flow velocity with percentage of CNT defects for a 200 MPa
pressure difference.

The average fluid streaming velocities for different percentages of vacancy

defects under the same applied pressure difference are shown in Fig. 6.17. We find

that increasing the number of defects reduces the average fluid velocity through

the nanotubes. Small numbers of defects (5%) cause the fluid velocity to reduce

by ∼10%, however greater quantities of defects cause a reduction of∼70%. Defect

densities are likely to be less than 10% in CNTs [78] and these results show a

significant reduction in fluid velocity may be present in this range.

The net mass flow rate is measured by averaging the number of molecules

which cross five equidistant planes inside each CNT over a prescribed time period,

and is shown in Fig. 6.18. The mass flow rate decreases with increasing numbers of
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Figure 6.18: Relationship between flow rate and percentage of CNT defects for a 200
MPa pressure difference.

defects, however the effect of including vacancy defects at lower densities is more

influential: ∼20% reduction in flow rate for 5% defects, and ∼80% reduction for

20% defects. Increasing the number of vacancy defects causes a linear reduction

in the resultant mass flow rate and flow velocity.

The mean distribution of radial water density for each CNT is shown in

Fig. 6.19. The average density profile for each case is annular and the peak

density occurs at the same radial position, which indicates that the inclusion of

vacancy defects has not altered the CNT effective radius. The radial density de-

creases with increasing numbers of defects, which means that the water molecules

are not as tightly packed in the radial direction in CNTs with vacancy defects.

The total fluid density is dependent upon the definition of the occupied volume

of the CNT which is difficult to define, as discussed previously, but we know that

this volume is the same for each CNT in this study since the effective radius and

length are consistent in each case. Therefore the total fluid density can be de-

scribed by the total number of water molecules contained within each CNT, and
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is shown in Fig. 6.20. The average number of water molecules inside each CNT

decreases with increasing defects; the inclusion of vacancy site defects disrupts

the optimum internal fluid structuring so that the number of water molecules

that can occupy the CNT is reduced.
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Figure 6.21: Flow enhancement for different percentages of defects, for a 25 nm CNT
under a 200 MPa pressure difference.

The measured flow rates can be compared to predicted hydrodynamic flow

rates via the no-slip Poiseuille relation, Eq. 6.1, as before. Bulk properties for

ρ and µ for water at 298 K are used in the defect-free case and ρ is calculated

to include the reductions in density experienced in CNTs with defects. The flow

enhancement factor for each case is shown in Fig. 6.21. This non-linear reduction

in the flow enhancement factor with increasing number of site defects is caused

by the combined lower fluid density and flow velocity.

The ADF of water contained within (7,7) CNTs with different numbers of

defects is shown in Fig. 6.22. The ADF in the defect-free case remains constant

along the entire length of the CNT, as shown in Section 6.1. Significant deviations

are present in cases with vacancy site defects, and as more defects are introduced
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Figure 6.22: Axial distribution function (ADF) of water in CNTs with vacancy site
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Figure 6.23: Snapshot of water structure inside a (7,7) CNT with 10% vacancy site
defects after 4 ns of simulation time.

into the CNT walls, these deviations become greater. The ADF profiles show that

water is compressing in certain regions and expanding in others within defective

CNTs. These effects are amplified when greater numbers of defects are present.

The drops in axial density are representative of breaks in the normally continuous

structure of water, which is shown for the 10% defect case in Fig. 6.23. This

suggests that the transport mechanism of water in defective CNTs may occur

through bursts rather than continuous diffusion, which in turn reduces the fluid

flow rate.

The axial velocity profile, shown in Fig. 6.24, is also affected by the inclusion

of vacancy site defects. The water streaming velocity remains fairly constant for
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Figure 6.24: Axial velocity profile of water in CNTs with vacancy site defects.
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Figure 6.25: Axial pressure profile of water in CNTs with vacancy site defects.

each case along the majority of the length of the CNTs before demonstrating large

peaks towards the end of the CNTs in the cases with defects. In these regions

the water density is much lower and we would expect the velocity to increase to

preserve mass continuity from a macroscopic perspective. However, due to the

lower fluid density in this region the accuracy of the velocity measurement will be

reduced, which makes drawing conclusions about mass flow conservation difficult

due to the uncertainty of the actual velocity profile at this location inside the

nanotube.

To further understand why the average fluid velocity decreases when defects

are present, we must consider the axial fluid pressure profile along each CNT,
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shown in Fig. 6.25. The presence of vacancy site defects causes the pressure

profiles to deviate substantially from the frictionless profile present in the 0%

defect case (also reported in [105]). The flow becomes more like flow in a rough

pipe: the greater pressure losses reduce the average fluid velocity.

6.2.2 Summary

We have reported new results of non-equilibrium MD simulations of water trans-

port through (7,7) CNTs, in particular how changing the CNT length and intro-

ducing vacancy site defects affects the internal flow dynamics. Using new fluid

pressure MD control techniques we have shown that under the same applied pres-

sure difference an increase in CNT length has a negligible effect on the mass flow

rate and fluid flow velocity. This results in larger flow enhancements over hydro-

dynamic expectations for longer CNTs. At a fixed pressure difference, the flow

enhancement factor is directly proportional only to the CNT length.

By examining axial profiles of hydrodynamic properties we have found that

entrance and exit effects are significant. Large viscous losses are experienced

in these regions, shown by dips in the axial pressure profiles. In longer CNTs,

central “developed” regions are present that are effectively frictionless. These

regions extend proportionally with the length of the CNT, resulting in mass flow

rates which are unaffected by an increase in CNT length.

Including defects reduces the fluid velocity and mass flow rate rate consider-

ably. Mass flow rate is further affected by a reduction in the overall fluid density

caused by the presence of the defects. Vacancy sites disrupt the smooth, contin-

uous potential energy landscape a CNT provides, causing greater pressure losses

along it, which reduces the overall fluid velocity. Flow enhancement factors are

reduced significantly with increasing numbers of defects, which may account to

some extent for the over-prediction of fluid flow rates in MD simulations using

pristine CNTs when compared with experimental results.



Chapter 7

Conclusions

This thesis provides new insight into the fundamental behaviour of liquids at the

nanoscale, based on results from MD simulation. Simulations were performed

of liquid argon and water flowing in and around CNTs using existing and novel

boundary conditions to generate fluid transport. By utilising continuum-based

boundary conditions, we investigated the external flow of argon past a CNT using

a fully periodic domain, and one which was non-periodic in one direction. A

study of pressure-driven liquid argon through a (16,16) CNT embedded in a solid

membrane was performed and compared with hydrodynamic predictions. Water

transport through (7,7) CNTs of different lengths was investigated to understand

how this physical dimension affects internal fluid behaviour. Finally, the influence

of vacancy site defects in (7,7) CNTs on water transport was investigated. The

main findings are summarised in the following.

We have extended the original measurement framework of Borg [19] to mea-

sure hydrodynamic properties of polyatomic fluids in the OpenFOAM code. A

novel procedure for measuring hydrogen bonding of water molecules has been

described. We have developed two novel simulation models to generate fluid

transport through a nanotube membrane between two fluid reservoirs. The first

model controls only the fluid density in the reservoirs to user-defined values,

creating a chemical potential across the membrane, which in turn generates a

137
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pressure difference. This technique has been successfully used to create a pres-

sure difference across a CNT membrane using liquid argon as the working fluid.

The main disadvantage of this method is that the pressure difference is an output

of the system rather than an input. Our second model allows the user to set the

required pressure difference explicitly and, by using a deletion patch at the outlet,

create an open system which allows flow to develop in the downstream reservoir.

Fluid pressure is controlled in the upstream reservoir by using a proportional-

integral-derivative (PID) feedback algorithm, which works well at high pressures

(∼100 MPa) but can cause instabilities in a simulation at low fluid pressures (∼1

MPa). The downstream reservoir is typically at atmospheric conditions, therefore

we use a pressure control technique adapted from hybrid CFD-MD simulations

that applies a constant external force and has been shown to work well at low

pressures. However, this method requires a trial and error procedure to set the

fluid to the correct conditions. We used this model to simulate water transport

through CNT membranes.

Using the recently developed controllers of Borg et al. [1], we have applied

continuum fluid boundary conditions in MD to simulate liquid argon flow past a

CNT and through a CNT membrane. These simulation techniques are not de-

pendent upon periodic boundary conditions and can be adopted in future hybrid

continuum-atomistic simulations. We studied the external flow of liquid argon

past a CNT, initially in a fully periodic domain, followed by the same CNT in

a smaller, partially-periodic domain. By replacing the periodic boundary condi-

tions in the streamwise direction, we were able to shrink the length of the domain

considerably thus increasing the simulation’s computational efficiency: the par-

tially periodic case was ∼3 times faster than the fully periodic simulation. By

using a combination of a mass flow inlet and an external boundary force at the

outlet, we were able to accurately reproduce the results from the fully periodic

case. We also found that in both cases the velocity profile across the CNT devi-

ated from what would be expected at the macroscale due to fluid layering around
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the CNT.

We have investigated the liquid flow of argon through a CNT membrane us-

ing two fluid reservoirs with density and temperature control only. We simulated

three density (pressure) differences and compared the results with hydrodynamic

predictions, NS solutions and an MD simulation of argon flow through a hy-

drophillic nanopore reported in [165]. The hydrodynamic predictions are based

upon assumptions of fluid density and viscosity inside a CNT that are difficult to

define for a highly confined fluid. The predicted hydrodynamic velocity profiles,

with and without slip terms, and those from the NS solutions did not match

the results obtained from our MD simulation. This is because the fluid inside a

CNT forms a well-ordered structure, which leads to transport mechanisms that

are different from those under bulk (macroscale) conditions. Therefore, for this

flow configuration, and certainly for smaller diameter CNTs, we can no longer

rely on continuum-based solutions to accurately predict the fluid behaviour.

The effect of changing the interaction strength between the liquid and CNT

was also examined using the same simulation setup. We found that as the CNT

becomes more hydrophobic it increases the flow rate of argon under the same

pressure difference. The flow through the hydrophillic nanopore [165] produced

the smallest mass flow rate, while a CNT with the weakest solid-liquid interaction

led to the largest flow rate. Experimental reports indicate that, as the solid-liquid

interaction decreases, the surface friction decreases [168] which is in agreement

with our results. We found that a more hydrophobic CNT led to lower fluid

pressure losses (friction) along its length.

Results of MD simulations of pressure-driven water transport through (7,7)

CNTs, with lengths ranging from 2.5 nm to 50 nm have been reported. A constant

pressure difference was applied in each simulation, created using a PID controller

and a pressure flux technique, as described previously. We found that under

the same applied pressure difference an increase in CNT length had a negligible

effect on the mass flow rate and fluid flow velocity. This means that longer
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CNTs have higher flow enhancement factors. For a fixed pressure difference, the

flow enhancement factor is directly proportional only to the CNT length. Axial

profiles of hydrodynamic properties demonstrated that entrance and exit effects

are significant in this flow problem. Large viscous losses are experienced in these

regions, and are shown by dips in the axial pressure profiles. In longer CNTs,

central “developed” regions are present that are effectively frictionless. These

regions extend proportionally with the length of the CNT, resulting in mass flow

rates that are seemingly unaffected by an increase in CNT length.

Finally, we have shown, using MD simulations, how changing the number of

vacancy site defects within the surface of a (7,7) CNT affects the internal flow

dynamics of water. A pressure difference was generated across a 25 nm CNT by

the same techniques as described above. We found that including vacancy site

defects reduces the fluid velocity and mass flow rate rate considerably. As the

number of defects increases, the velocity and mass flow rate decrease. Mass flow

rate is also affected by a reduction in the overall fluid density in the CNT caused

by the presence of the defects. The inclusion of vacancy sites leads to greater

pressure losses as the fluid travels along the CNT, which reduces the overall

fluid velocity. Flow enhancement factors are reduced significantly with increasing

numbers of defects, which may account to some extent for the over-prediction of

fluid flow rates in MD simulations (using pristine CNTs) when compared with

experimental results.

CNTs have created an exciting new field of fluid dynamics where conventional

assumptions (e.g. continuum assumption) no longer apply and we must re-think

how fluids behave when under extreme confinement. MD will continue to provide

vital results which will compliment advances in physical experiments enabling

more observations and measurements to be produced. CNTs have a huge po-

tential in the future of nanoscale fluid dynamics, particularly for desalination

applications. The efficient transport of water through CNTs, owing to their low

friction, and their reported salt rejection capabilities make them, in theory, a



CHAPTER 7 CONCLUSIONS 141

viable alternative to existing membrane designs.

7.1 Future work

This research opens a number of avenues for future investigations:

1. A necessary requirement is the inclusion of a more accurate electrostatic

interaction technique in the OpenFOAM code. This will allow accurate

MD simulations of systems with inhomogeneous charge distributions to be

performed. The recommended electrostatics method is the particle-mesh

Ewald technique, which has been adapted for systems with periodicity in

two-dimensions [171]. This would then enable our simulation model for

pressure-driven flow to be applied to water/ion mixtures to evaluate, e.g.,

the salt rejection performance of CNT membranes. Our simulation model is

robust and can be adapted to a variety of applications, such as desalination,

where the presence of periodic boundary conditions cannot accurately model

the effect of concentration polarisation [69].

2. It would be useful to perform MD simulations of pressure-driven water flow

through CNTs (embedded within a membrane) with a variety of defects,

such as functionalisation of the inner wall and tips (which would also require

an accurate electrostatics algorithm). This work would provide further

insight into which type of CNT defects most affect the water mass flow rate

and salt rejection capability. Specific functional groups have been shown

to improve salt rejection capabilities of CNT membranes with only a small

decrease in the resulting water flow rate [69].

3. The existing MD solver should be adapted to exploit graphical process-

ing units (GPUs) to handle the most computationally demanding aspects

of the MD algorithm, i.e. force computations. This step alone accounts

for 70% of the entire workload of an MD simulation. By dispatching this
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function on a GPU, rather than a standard central processing unit (CPU),

we can reduce the computational demands of MD significantly [172–176].

The CPU would function normally until the force computation step, at

which point the CPU would pass the particle positions to the GPU and

the forces would be calculated via, e.g., the OpenMM library [172] that was

created specifically for molecular modelling on GPUs. The calculated forces

would then be passed back to the CPU (OpenFOAM) and the MD algo-

rithm would advance as normal. The OpenMM library includes accurate

electrostatic interaction algorithms as standard, but only for fully periodic

systems. OpenMM cannot be used independently to run MD simulations

and the coupling with OpenFOAM requires coding at the GPU level which

is very difficult and time-consuming. A deep understanding of the complex

GPU memory hierarchy is also required since communication will involve

passing large amounts of data back and forth between the GPU and CPU.

4. The computational gains from using GPUs for MD would potentially al-

low us to simulate CNTs that are micrometres in length, bridging the gap

between length scales used in MD simulations and physical experiments.

This would determine at which point, if any, the flow rate decreases with

increasing CNT length.

5. Performing a number of MD simulations using a selection of boundary con-

ditions to generate pressure driven water flow through CNTs would iden-

tify the effect that different boundary conditions have on mass flow rate

and pressure/density distributions across the domain. This would provide

information on which technique is most appropriate for this flow problem,

as a wide variety of techniques are adopted in the literature and no single

study has compared their performance.

6. Improved water-carbon Lennard-Jones interaction parameters are required

for each water model. More specifically, it would be possible to use the
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techniques of Werder et al. [106] to fit the parameters for the TIP4P/2005,

which in a recent study has been shown to be the most promising rigid,

non-polarisable model [177].

7. Currently the only way to reduce statistical noise associated with MD mea-

surements in OpenFOAM is to use long averaging periods (large numbers of

time steps). Future developments may include more elegant approaches to

reduce these fluctuations, such as the field estimator technique [178] or vari-

ance reduction [179], which may enable meaningful averages to be obtained

over shorter averaging periods.

8. Extend the external flow case presented in this work to investigate super-

hydrophobic surfaces (most likely CNTs) which will have industrial appli-

cations in drag reduction of sea vessels and aircraft.

9. Work more closely with experimental researchers on a joint project investi-

gating desalination membranes of the future. The limitation in the appli-

cation of CNT membranes lies in their manufacturing process: large scale

production of membranes containing CNTs with diameters less then 1 nm

may not be possible. However, larger diameter CNTs, which are easier to

manufacture, can be used for desalination by tuning their functionalisation

which enhances their salt rejection capabilities. MD would be used to es-

tablish which characteristics (e.g. types of functionalisation groups, boron

nitiride nanotubes rather than CNTs) will produce the most efficient de-

salination membranes.
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