
Studies in Process Analysis and Control in Batch Reactors 

F Alvaro Diez-Lazaro BSc (Hons) 

March 2002 

A thesis submitted to the Department of Pure and Applied Chemistry, University of 
Strathclyde, Glasgow, in partial falfilment of the regulations for the degree of Doctor of 
Philosophy. 

March 2002 



'The copyright of this thesis belongs to the author under the terms on the United 

Kingdom Copyright Acts as qualified by the University of Strathclyde Regulation 3.49. 

Due acknowledgement must always be made of the use of any material contained in or 
derived from this thesis. ' 



Abstract 

This work is part of a number of projects dealing with the development of 

novel techniques for better analysis and control of chemical processes carried out in 

batch reactors. The problems of pH measurement and sampling, linked to the 

implementation of NMR and HPLC on-line analysers, are presented as key areas in 

this development work. Also, part of the engineering work surnmarised in this thesis 

assisted the work of other researchers who participated in the project. 

In the area of sampling, the difficulties associated with the collection of 

representatives samples from agitated vessels are introduced. Also, the ideas of 

calibration and modelling of sampling systems are presented. Modelling tests were 

used to optimise the design and development of a fast sampling loop system to obtain 

representative samples from stirred vessels. In addition to this, the modelling studies 

also assisted the work of other researchers in the project who needed the kinetic and 
heat-exchange parameters for the process of esterification of crotonic acid. The fast 

sampling loop was shown to be adequate for the implementation of a low-field NMR 

system for on-line analysis. The development of discrete samplers designed to collect, 
dilute and deliver representative samples for LC analysis is also covered in this work. 

A Mark IV prototype of LC sampler was tested and developed to acceptable levels. 

In the area of pH measurement the advantages and disadvantages of the use of 

thermally grown iridium-oxide electrodes are introduced. Their response was 

compared to that of standard glass electrodes and found to be faster, more stable at 
high temperatures and no alkaline error was observed. However, the problem of drift 

of the signals was not fully overcome and it is presented as the limiting factor in the 

use of the sensors for on-line industrial measurements. Finally, a new type of total 

iridium-oxide probe is presented. 
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Chapter 1: Introduction 

1. Process Analysis and Control: General Aspects 

Over the last two decades there has been a dramatic change in the chemical 

process industries. Industrial processes are now tightly constrained by high product 

specifications and subject to strict safety and envircqmental regulations" 2. These 

more stringent operating conditions place new constraints on the operating flexibility 

of a process and therefore high performance control systems are needed in modern 
industrial plants. Traditional methods for controlling chemical processes have relied 

almost exclusively on the measurement of temperature, pressure and flow rate. 
Nowadays, more information is needed for the safe and optimal operation of a plant 

and therefore it is necessary to add other types of proNss analysers. Better process 

control with the use of detailed, real time chemical measurýments has become the key 

to lowering quality costs in chemical and materials manufacturing (estimated to be ten 

per cent of saleS)2. Process Analytical Chemistry (PAC), is the application of 

analytical science to the monitoring and control of industrial ýhemical processeS2,3. 

The first stage involved in the analysis and control of processes is the 

measurement of the variable that it is required to control (controlled variable). When 

dealing with chemical processes, monitoring of chemical composition is of great 

importance in process control. In a traditional chemical manufacturing plant, samples 

are taken from reaction areas and analysed in specialised laboratories producing 

results typically in a few hours to a few days. Implementation of PAC has changed 

this scene and now analysers are situated either in or immediately next to the 

manufacturing process. They are designed to withstand the rigours of a manufacturing 

environment and to give high reliability. 

These improvements in the way of monitoring chemical processes has led to 

the definition of three main types of analysi S2,3: 

Off-line analysis. Involves manual removal of the sample and transport to a 

measurement instrument located in a specialised laboratgry for analysis. 

At-line analysis. Involves manual sampling but in this case the measurement is 

carried out on a dedicated analyser situated by the process operative. At-line 

analysis is not only based on simple transfer of laboratory analysis equipment 
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Chapter 1: Introduction 

from the specialised laboratories to the plant floor, but it is also accompanied by 

significant method development work and modifications on the measurement 
techniques to permit the use of more robust and equally reliable instrumentation. 

* On-line analysis. The type of analysis that uses fully aptomated analyser systems. 
Some authors have subdivided this type further into on-line, in-line and non- 
invasive analysi S2,3 . The differences between them are that for in-line analysis a 

sample interface is located in the process line itself eliminating the need for a 

separate sampling system (e. g. pH probes and infrared ATR probes) whereas for 

non-invasive analysis no sample contact is required since the analyser obtains a 

measurement of the process via a sample window (e. g. Raman and ultrasonic 

analysers). 

There are many control strategies that can be applied using the information 

obtained with the measurement of a specific variable. Among all of them, the most 
important are the classical techniques of feed-back and feed-forward control4 . In order 
to provide a full picture of the methodology used in proceýs analysis and control, the 
basics of two control strategies will be introduced. This will also indicate the 
importance of physical and chemical modelling in the design of controllers. 

Desired Value 
Steam 

Controller 
Mechanism Measured Value 

Control 
Valve 

ater ON 
LL 

0,4&Thermocouple 

Figure 1.1. Simplefeedback control systeM4 

In the feed-back type of control, the value obtained from the empirical 

measurement will be compared with that at which it is desired to maintain the 

controlled variable (set point). After this, the process controller will adjust some 
further variable (manipulated value) which has a direct ýffect on the controlled 

variable until the desired value or set point is obtained 4-6 
. Thýs type of control system 

or loop is illustrated in Figure 1.1 where a change in temperature for a water stream is 
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Chapter 1: Introduction 

compensated by adding more or less steam in a controlled, manner, in order to achieve 

a desired stream temperature. 

On the other hand, what a forward controller dNs is, rather than measure the 

value of the controlled variable, it measures the values Of the disturbances over the 

process and then calculates the manipulation required to balance exactly the 

disturbing effects and to keep the variable under control4-6 . 
The operation of this type 

of control is shown in Figure 1.2 where a disturbance in the flow inside the line, 

which will produce a change in temperature, is compensated by adding more or less 

steam in a controlled manner, in order to maintain the, stream temperature under 

control. Forward controllers do not need empirical measurements of the variable to be 

controlled. Therefore, this control system is preferred wNn the analysis time is high 

for the monitoring of a particular proceSS7,8 . 
There are even, variations of this type of 

controller that learn about the process and are used when the analysis response time is 

longer than the residence time in the reacto? "O. 

Stedm 
Controller 
Mechanism 

F 

Differential 
Pressure fL Temperatu Cell 

II 

II Indicator 

ater 0 

Orifice Plate 

Figure 1.2. Simplefeed-forward control system 

Modelling plays a key role in the design of control strategies. For a feed-back 

controller, a model that relates the effect of the manipulated parameter over the 

controlled variable is needed to design the control system. Similarly, a feed-forward 

controller has to contain models of how the process will respond to both the 

disturbances and to the manipulation. In addition to this, modem software packages 

can assist in the resolution of complicated mathematical m9dels". 

Sometimes the set point or desired value (or control recipe in the case of batch 

reactors 12 ) is not totally constant but depends upon the value of other variables that 

affect the process. In this more complicated case, the mathematical model of the 
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Chapter 1: Introduction 

system relates the changing set point value or model prediction with the process 

variables. 

Therefore, the model of the process is importaqt in order to design control 

algorithms needed to get a determined response. To obtain a model, detailed and 

complete information about the process is needed. Modelling is based on the study of 

mass,, component and energy balances together with the kin, etics of the process when 
dealing with chemical reactions. Therefore, preliminary quantitative chemical analysis 
is very important within the control loop in order to define the kinetics of the process 

needed for the model. 

Process, 
Control action I 

Off line samples 

[Quantitative analysis 
F 

Kinetic 
parameters: 

order of 
reaction, 
activation 
energ ... 

Mass, component Analytical 
and energy balances techniques 

Model Experimental 

L 

Model prediction data 

----fProcess controller 

Figure 1.3. Stages involved infeedback control of chemical processes 

Empirical modelling is sometimes very useful when the mathematical model 

of the process is very complicated. In these cases, models are formulated from 

measurements made on the plant. They assume that the real process dynamics can be 

represented by more simplified expressions (frequently as simple as first order 

equations) that closely fit the response. Experimental modelling is of particular 

interest with complicated systems that do not behave ideally, such as semibatch 

reactors 13 and multi-chamber tank reactors 14 
. 

If success, in process control is desired, 

the difficulties encountered in the development of a model must be kept to a 
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Chapter 1: Introduction 

minimum. As Lee et aL say, a complete and perfect mqdel is not only technically 
impossible but it is not even necessary". 

In some way, theoretical models of relatively new chemical processes can be 

considered as half-empirical since the purely mathematical model is fed with kinetic 

information obtained after analysis of experimental results and responses of the 

process that are fitted to mathematical expressions for the kinetics, such as the 

Arrhenius equation 16 
. 
All these stages involved in the analysis and control of chemical 

processes are shown in the block diagram in Figure 1.3, This figure shows how a 
half-empirical model of the chemical process determines the set point for a feed-back 

control loop. Measurements in the process will be compared with this set point in 

order to apply the adequate control action to the process. 

In most industrial chemical processes the controlleo process variables cannot 
be measured as frequently as would be desired and these meýsurements are not free of 

noise. Moreover, the manipulated variables of a process cannot be adjusted to 

implement control action as often as would be required and such adjustments are not 
'cost-free'. Because of all these reasons, a detailed analysis of the variability of the 

measurements is of great importance in order to assess wheýher a change in a certain 

variable is only due to inherent measurement 'variability' (e. g. due to noise effects) or 

such a change needs a corrective action in order to keep the pf9cess under control'. 

This is where statistical analysis of data is required and statistical process 

control and dynamic modelling becomes a more practical approach. Chemometrics is 

the science of relating measurements made on a chemical system to the state of the 

system via application of mathematical or statistical methodS3,17. Chemometrics 

applied to the acquired data is very important at the monitoring stage to avoid 

overloading of data and to get rid of unnecessary or redundant information. Data 

might also be in the presence of large amounts of noise and it would be desirable to 

take advantage of some sort of signal averaging techniques. 

Adequate design of experiments is also needed in order to get the maximum 

information about a chemical industrial process in the most time and cost efficient 

manner (i. e. with the least possible number of experiments) 17,18 
. This is of great 

importance for modelling, when the best set of experiments is required to ensure that 
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Chapter 1: Introduction 

statistical procedures" 

Improving the performance of batch reactors can be achieved by better 

control. However, this presents a difficult problem for a number of reasonS20,21. 
Firstly, information on product quality and process performance is often delayed until 

a batch is completed. Secondly, key measurements of variables which value changes 

with time (e. g. conversion, size distributions, compositiops) are often scarce and 
delayed. Finally, the final outcome of a batch process run is very difficult to predict 

using a first-principles model and thus it is necessary to deal with the problem of 
imperfect modelling. 

Paying attention to the challenges from the cont(ol point of view, Berbei-2' 

provides a good overview of control techniques to overcoming the problem of non- 
linearity and modelling inadequacies in batch reactors. A, yt ttending to the anal ical 

limitations, there is a need for fast and frequent on-line measurements during the 

process and not only when the batch has been completed. These provide valuable 

empirical information that can be used to define more accurate models of the process. 

The measurements also offer fast information about the system that can be compared 

with the model prediction in order to take an adequate control action. Time and cost 

savings can be achieved by using on-line monitoring since one becomes aware of 

problems early and a remedial action to bring the process back to normal can be taken. 

Also, in case of failure the reaction can be stopped if it Is not worth taking any 
25 remedial action 

The research presented in this thesis will deal withl studies in process analysis 

and control of processes carried out in chemical reactors. Kknetic modelling, sampling 

issues and the development of new on-line analytical tecbniques for use in batch 

reactors will be discussed using esterification reactions as moýdel processes. 

2.1. Challenging problems in process analysis and control, in batch reactors 

The PhD work presented in this report is part of the, work carried out in some 

of the projects within CPACT phase 1. CPACT (Centre for Process Analytics and 

Control Technology) is a partnership funded by industry and the OST (Office of 

Science and Technology), involving three universities and many leading chemical and 

instrumentation companieS26. CPACT phase I was divided into seven projects 
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Chapter 1: Introduction 

aiming at the development of different techniques within the area of process analysis 

and control. The research presented in this thesis deals with chemical reactors and 

ways to improve monitoring and control in these systems. Due to the author's applied 

chemistry background and as part of the Chemical Technology section of the 
department of Pure and Applied Chemistry at Str4clyde, this work provided 

assistance to some of the projects in the area of chemical engineering. For example, 
the design of sampling systems for use in chemical reactors. was one of the tasks. This 

not only allowed the collection of representative samples for off-line analysis and 

empirical modelling of batch chemical processes but it also assisted in the 
implementation of on-line analysers. 

Besides the design and testing of sampling systern§ for NMR or HPLC on-line 

analysis, some of the work described here dealt with the development of new solid- 

state pH sensors. This project began as a way to overcome some of the difficulties 

encountered while monitoring pH in other projects. It soon Ekttracted interest from the 

industrial partners in the project who encouraged a great deaý of research in this area. 

Finally, kinetic studies were used to assess the effect of sampling devices on the rate 

of the chemical processes. Furthermore, the kinetic work also assisted the empirical 

needs of control engineers in the development of a general moqeI of the process. 

2 1.1. Problem of sampling 

Within the stages involved in process analysis and control of industrial 

processes, the problem of getting a representative sample from the system is a key 

aspect, especially when dealing with chemical processes and monitoring chemical 

composition. In the last decade there has been a contirWing growth in the use of 

process analytical instruments whose performance clearly depend on that of the 

sampling system. Unfortunately, developments in analyser technology have outpaced 

those in sampling27. 

A sampling system is an assembly of components and equipment with the 

function of taking an adequately representative sample from the process, conditioning 

(or processing) the sample in such a way as to render it suit able for direct input to the 

process analyser, transporting it in that state to the analyser, presenting it to the 

analyser, and finally disposing of the sample 28 
. 

9 



Chapter 1: Introduction 

The main issues to consider when designing saknpling systems for process 
3,28. 

analysis are 

Representativeness- The sample does not necessarily have to be representative, 
but adequately representative of the process. This, means that, the sampled 

material must be adequately representative for the analytical information required. 
For example, it does not matter sometimes if the time, representativeness of the 

sampled material is destroyed via preconditioning or purposely non-representative 

sampling as long as it does not affect the validity of the information supplied by 

the analyser. 

Compatibility Sample has to be compatible with the analyser. In order to achieve 

this, sample conditioning might be required. 

Timeliness: Sampling systems have to provide timely information about the 

process which will depend very much on the response time of the analyser. 

Safety and environmental concerns- They are of grýat importance, especially 

when considering the final disposing stage involved in a sampling system. 

Reliability- Sampling systems have to be reliable in order to get samples whenever 
it is required for adequate monitoring and therefore conýrol of the process. In fact, 

as much as 90% of all process analyser problems are ultimately attributable to 

problems with the sampling system 2. 

9 Cost: Is very important at an industrial plant scale. 

Typically a sampling system for a gas or liquid cQnsists of a sampling point or 

probe, pipelines, filters, pressure regulators, valves, pumRs, flow meters, condensers 

or vaporisers, pressure gauges and other components. Selection of these parts, design 

of the components and adaptation to the system have to be carefully considered. 

The importance of getting a representative sample to get a true response from 

the analysers is clear. Poor sampling will lead to erroneous results even with the most 

sophisticated instruments of analysis. For batch reactors, saippling seems to be quite 

straightforward as in theory any point inside the vessel possesses the same properties 

if the mixture is well stirred. However, in real industrial processes this is not the case 

and further aspects must be considered in order to get .a representative sample, 

10 



Chapter 1: Introduction 

specially from heterogeneous processeS28 . The effect of ýhe flow-patterns inside the 

reactor, the stirring speed, the velocity in the sampling line, the shape, size and angle 
of the sampling probe are some of the factors that must be c4refully considered when 
designing sampling systems for chemical reactors. 

The importance of these and other factors over the representativeness of the 

off-line sample obtained via the sampling loop can be ýssessed for a particular 

sampling system, which may have not necessarily been well designed. This 
information can be used for the so called modelling of sampling system, which can 

correct the data from analysers implemented using samplin4 systems that have not 
been optimally designed. 

21.2 Implementation of on-line analysers 

Except with in-line and non-invasive analysers, where no sample transport and 

conditioning is required, the implementation of any analyýer system for use on-line 

requires the design of a specific type of sampling systeM28. Some on-line analytical 

techniques such as GC or NIR have been extensively studied and are present in 

numerous applications in chemical plants. However, others like NMR or HPLC are 

still at the development stage and trying to make their way out of laboratories into the 

industrial plantS29,30. 

In fact, two of the CPACT projects within 
. 
phase I dealt with the 

implementation of nuclear magnetic resonance spectrometry and liquid 

chromatography for on-line analysis. In both cases, sampling has proven to be a key 

aspect. The work described in this thesis also covers the sampling issues affecting 

these two projects, where multidisciplinary teams intended to develop the techniques 

of NMR and HPLC for use on-line. 

a) Implementation of NMR spectrometryfor on-line analysis 

NMR is one of the most powerful laboratory analytical tools, which is slowly 

moving into the area of process control. Early observations in 1951 showed a linear 

increase in signal amplitude with an increase in flow-ratý as an aqueous solution 

passed through a 
31 

simple NMR device 
. In the 1980s, two ýompanies tried to bring 

NMR to the field of on-line analyserS27 - They, however, were not successful and did 

not survive. Early in 1997, Foxboro purchased a company that had made some 
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Chapter 1: Introduction 

progress in NMR and put its first application into the field for analysis of a sulphuric- 
acid alkylation proceSS27,32. 

Early flow-NMR work was time consuming and sometimes tedious. The 

greater computing power of workstations and personal computers today have made it 

possible to reduce substantially the time between data collection and data reporting32 
which commonly need chemometrics and statistical treatment33 . In addition to this,, 
the constant evolution and miniaturization of electronic components has also 
facilitated the use of NMR technology in process environments. Magnet technology 
has produced smaller powerful systems that have in turn reduced the size and weight 
problems associated with laboratory systems. 

Despite all these advances, NMR is still most commonly used for at-line 

measurementS2 . 
However, 

, 
it is relatively easy to adapt the instrument to a flow cell for 

measurements on-line. With the use of flow cells for mQnitoring process streams and 
due to the non-invasive character of NMR, these systems overcome many problems 

with probe fouling typical of other techniques. Besides, the technique of low-field 

NMR offers a very fast, non-destructive, flexible and relatively cheap analysis 34 
. 

In 

fact, 
- 
in the past few years low-field NMR has been used extensively in a variety of 

industries including those involving the manufacture of food, pharmaceuticals and 

petrochemicals. Example applications include the determination of moisture content 
fat content, hydrogen content and fluorine content33. 

When the sample is flowed through the magnetic fkeld, the magnetic nucleus 

of the sample adopt one of a small number of allowed o0entations with different 
I 

energy. The transition between the few energy levels that are' permissible generates a 

radio frequency signal that is transformed into a spectrum showing chemical species 

and their concentrations. In addition to chemical compositio'p information, physical 

properties can also be correlated to the spectrum 32 
. 

The introduction of a sample from the process stream to the analyser can be 

the Achilles' heel of any on-line analytical technique. The viscosity and flowing 

properties of the process stream will determine the type of sampling system to use for 

NMR analysiS31. If the technique of NMR spectrometry is to be implemented for on- 

line monitoring in batch reactors, the development work will be closely linked to the 
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Chapter 1: Introduction 

problem of sampling in this type of vessel. Furthermore, suitable sampling 

conditioning to adequately render the sample to the process analyser has to be 

considered. A "fast-loop" is the most sensible strategy to transport rapidly a 

representative sample from the process reactor to the sampling conditioning system, 
for final delivery of the sample to the NMR spectrometer. However, in its design there 

is the need to consider carefully factors like sampling velocity, flow-rate, temperature 

conditioning and the already mentioned sampling consioerations to obtain good 

samples from batch reactors. 

This thesis reports on the sampling considýrations needed for the 

implementation of a low-field NMR analyser for on-line monitoring of batch 

processes. Preliminary experiments showed the success in the use of this technique in 

monitoring heterogeneous processes. 

b) Implementation of HPLCfor on-line anolysis 

Liquid chromatography is a very widely used laborýtory analytical technique. 

However, unlike gas chromatography, it has not successfully made the transition from 

laboratory to the manufacturing plant. As part of one of the projects in CPACT phase 

11 H. Vandenburg was asked to produce a literature revieW30 to understand the reasons 

for the current low use of on-line LC. These main reasons were found to be as 
follows- 

* Poor reliability and high cost of the sampling systems. 

e The use of flammable and expensive solvents. 

9 The complexity of the instrument and therefore the, need for qualified staff for 

calibration and maintenance. 

However, there are several incentives that encouraged the work in this project 

to try to overcome these problems. For example, on-line HPLC offers significant 

advantages over other methods such as spectroscopic and flow-injection analysis, as 

complex mixtures can be simultaneously analysed for a nqmber of components over a 

wide concentration range, with relatively simple calibratiqn. Also, there are many 

analyses where LC is the only reliable method available. These include situations 

where trace and bulk materials need to be determined, and mixtures that are too 

13 
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complex for spectrometric methods. 

There have already been developments in LC which could reduce the running 
costs and safety hazards involved in HPLC analysis. Narrow bore columns, small 
diameter packing materials and the possibility of water only mobile phases remove 
some of the problems related with the implementatiou of LC for on-line analysis. 
Better data processing and the use of chemometrics in fast liquid chromatography 
have reduced run times to a few minutes, making LC available for fast processes. 
Also, pumps and detectors are now robust and stable, reqkiiring low service. However, 

sampling and sample preparation still remain as the most difficult stage to overcome 
for LC to become more widely accepted as a process technique. Whilst sampling 

solutions exists, these can be complex and therefore expensive. Complexity also leads 

to a decrease in reliability. Therefore, the problem of the implementation of 1HPLC for 

on-line analysis is reduced to the development of simple, cheap and reliable sampling 

systems for LC. In fact, one chapter of this thesis will be dedicated to the testing and 
development work carried out with different prototypes of discrete samplers in order 

to overcome the sampling problems affecting IHPLC. Fur thermore, these discrete 

sampling prototypes can also be used for the on-line implementation of other 

analytical techniques in other CPACT projects. 

2.1.3. Problem ofpH measurement 

The measurement of pH at high temperature solutions (over I OOOC) possess a 

difficult problem. The maximum useful temperature for glass electrodes is in the 

IOOT range, as higher temperatures lead to excessive drift related to sodium ion 
35 diffussion 

. 
In addition to this, fragility is the major drawback of pH sensing glass 

electrodeS36,37. 

In particular, the current interest in alternative ways of pH sensing within this 

project came about due to the fact that the pH glass electrodes failed to monitor the 

concentration of protons during the esterification of crotonic acid. In Figure 1.4 it can 

be observed how the pH probe fails after holding a high temperature of 105T in the 

esterification process (a mixture of toluene, butanol and crotonic acid) for more than 

155 minutes. 

14 
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Solid state sensors in general and metal-metal oxide electrodes in particular, 
have proved to give acceptable responses when measuring pH under high temperature 

and pressure conditions 35 
. Among those, iridium oxide films have shown the best 

performance. There are various ways to produce these metal-metal oxide films but 

thermally grown iridium oxide electrodes represent a good compromise between 

quality of response and ease of construction. 

Several applications of various types of iridium oxide sensors have been 

reported, mainly biological applications such as pH measurements in bi0filMS36 and 

animal tissues 38 
. 
However,. no industrial scale uses have been found to the best of our 

knowledge. Therefore, the study of the performance in monitoring and control of pilot 

scale industrial processes appears to be a good challenge and an attractive focus for a 

good part of the research presented in this thesis. 
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Figure 1.4. pH probe fouling during the process of monitoring crotonic acid 

esterýfication at 100'C 

15 



Chapter 1: Introduction 

3. Aims 

As pointed out in the previous sections, this work was focussed in some of the 

relevant aspects in the monitoring and control of batch reactors. The aims of the 

research could be outlined as follows: 

e The design and development of a fast sampkg loop system to obtain 

representatives samples from stirred vessels. The difficulties associated with the 

collection of representative samples from heterogenegus processes in agitated 

reactors will be reviewed in the design. The implementation of a low-field NMR 

spectrometer in the loop for on-line analysis will be týe final aim for such a 
design. 

9 The sampling work should also assist other researchers in the project with the 

kinetic and heat-exchange parameters needed for the defknition of a general model 
for the processes of interest. 

The development of sampling prototypes designed tq collect, dilute and deliver 

representative samples for LC analysis. 

Study of the feasibility in the use of thermally grown iridium oxide sensors for pH 

monitoring in industrial applications. Analysis of,. their advantages and 
disadvantages in comparison to the use of standard glass ýIectrodes. 
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1. Reactor Facilities and Systems of Interest 

The purpose of this chapter is that of describing the experimental facilities 

available for the project. The main model reactions and processes used in the research 

will also be described. The CPACT reactor facility at the University of Strathclyde is 

available to academic and industrial users to experime% with advanced control and 
instrumentation techniques. The reactors are used by a consortium of researchers for 

studies into the optimisation and improved control of b#tch systems as well as the 

study of the use of analytical instrumentation in an on-line ýapability'. 

One of the objectives of CPACT project I was to set up a facility, which could 
be used to compare existing and new approaches to 'on-, line' chemical analysis as 

well as evaluate improved calibration methods and test novel control procedures2. The 

works on the reactor facility started in late 1998 and coptinued up to mid 1999, 

including improvements to the facility and tests which ensured that the system was 

satisfactory before the commissioning of the facility. This took a great amount of 

researcher's time so the work on the projects could not start until the facility was 

finished. In addition to this,, a new control program in a LabVIIEW environment was 

developed and tested along with the reactors 1,3 
. 

This control software is more flexible 

than the one provided with the reactors, and allows any information derived from 

analytical data to be used for control. The analytical instrumentation needed for the 

projects was also obtained during the course of the project. This included a Bomem 

MB155 FTIRNIR spectrometer, a Kaiser HoloPROBE Raman spectrometer, a Zeiss 

MCS UV-visible spectrometer, a Foss NIRSystems on-liný 6000 NIR spectrometer, 

and a Resonance Instruments low-field NMR spectrometer to be implemented on- 

l2 ine 
. 

Two main esterification reactions were chosen as model processes to be used 

for achieving the objectives of comparing on-line analytical techniques and testing 

novel analytical and control procedureS2,4--6. One of the reactions was a homogeneous 

reaction and constituted a simple model reaction to be used for initial experiments 

before moving on to more complicated processes. The second reaction possessed 

more challenges as it was a heterogeneous reaction and led to the formation of two 

different compounds where one was the preferred product. More details about these 
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processes are described later (section 1.2). 

IA- Reactor system 

As mentioned earlier, the development of advances in the area of monitoring 

and control of chemical processes in reactor systems were the main goals within the 

projects described in this thesiS2 . Therefore, it is worth, spending a little bit of time 
describing the reactor facilities before progressing any further in this report. The 

reactor system available at Strathclyde University can ý. e considered as a pilot scale 
device formed by two vessels. These are two 5 litre stirred reactors that can be used 

either in a batch mode or in a continuous manner. The lattýr is achieved by operating 

on a virtual CSTR system transferring by gravity the conteqts of one vessel from the 
bottom of one reactor to the top of a second reactor. The processed material is then 

recycled from second reactor to the first by using a diaphragm pump as shown in 

Figure 2.1. 
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Figure 2 1. Diagram of the continuous reactor system 

The vessels can also be used as two independent batch reactors. In fact, the 

batch mode was not only more challenging from the analysis and control point of 

VieW7,8 . but it also showed to be more attractive for the industrial partners involved in 

the projects 
2. Initially, only one control unit was available and the two batch reactors 
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could not be used simultaneously. Currently, an upgrading process is taking place so 
that the two vessels can be used in a batch mode at the same time9. Figure 2.2 shows 
the batch reactor diagram valid for each of the two vessels. 
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Figure 22 Diagram of the batch reactor system 

The vessels are made of glass with an inner heating jacket and an outer 

vacuum jacket. Both are made of glass to permit visual observation of the reaction. 

The inner jacket serves as a heat exchanger to maintain the reaction at the desired 

temperature. The heat is transferred to the reactor using silicon oil circulated through 

the inner jacket and temperature controlled by a heater/chiller unit. The outer vacuum 

jacket serves to minimise heat losses to the surroundings and avoid the risk of 

personnel injuries by contact with hot surfaces"O. The re, #ctor vessel and the jackets 

have two side measurement ports used to insert NIR and teTperature probes into the 

reactor. Both reactors have a top lid with nine ports for use of further on-line probes 

for temperature, pK infrared and Raman analysis. 

Three feed vessels (normally used for solvent, liquid reactants and catalyst) are 

available in the system. Two weighing scales are used to weigh the feed and dosing 

vessels giving signals used to calculate the flow of chemicals going into the reactors. 

A condenser is used to condense and reflux the vaporised rýactants and products back 

into the reactor. It can also be used to vent steam out of the system by switching off 

the condensing facility". 
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The signals coming from the different sensors in the system are transferred to 

a PC where they are monitored and recorded. WfNISO is the name of the software 

provided by the manufacturer to achieve this as well as to control the system using 

standard PID control. Examples of some of the measured 4nd monitored signals are- 
liquid levels in the vessels (important for filling and emptying processes), temperature 

in the reactor (to control the temperature of reaction), oil terpperature in the inlet and 

outlet port of the jacket (to monitor the temperature of the fluid in the jacket used to 

regulate the temperature in the reactor), flow of water through the condenser (to verify 

the good functioning of the condensers), stirrer speed (important for kinetic and 

sampling modelling), pH (especially interesting with acid catalysed chemical 

reactions), weight on the balances (to monitor and control the feed of chemicals into 

the reactor) and feed and recycling flows (to monitor and control the pumping rate). 
Figure 2.3 shows a general view of the reactor facility. 

Figure 23. General view of the two 5-L reactor system 

For smaller scale experiments a I-L reactor vessel with a single jacket was 

used (see Figure 2-4). This reactor has a small heater/chiller unit to maintain the 

reaction temperature. It also provides a reading of the temperature for the oil inside 

the jacket. The vessel has a lid with 3 ports, one used for the condenser, one for 

monitoring the temperature with a small mercury thermometer and the last one 

normally used to feed in reactants and catalyst. 
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Figure 24. General view of the I-L reactor system" 

1.2. Process esterification reactions 

As mentioned earlier,, analysis and control studies in chemical reactors are of 

great challenge and intereSt7,8. In addition to this, the use of certain types of reactions 

add some extra challenging features to those described before for batch processes. 
'Complex Reactions' are examples of this type of processes. A complex system is one 

13 in which more than one reaction occurs . They can lead to multiple products some of 

which are more desirable than others from a practical standpoint. 

It is therefore the challenge in controlling the reaction to yield optimum 

production of a desirable product which makes these types of processes of interest for 

analysis and control studies 2. The two main types of complex reactions are"- 

* Simultaneous reactions- 

* Consecutive reactions- 

A k, 
ý- B 

A 
k2 

>C 
Eq. 2.1 

!oB 
k3 

4D Eq. 2.2 

A typical concentration versus time plot for a simultaneous reaction would 

show a decrease in the concentration of reactant while the product concentration 

increases until they both eventually reach the equilibrium. On the other hand, a typical 

concentration versus time plot for consecutive-reactions would look like that shown in 

Figure 2.5. Therefore,, the consecutive-reaction system is more interesting from the 
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control point of view as there is an optimum production of B product. Maintaining the 

conditions needed for maximum production of the intermediate component B will 
frequently be the challenge for the control system. 

Figure 2 5. Typical concentration-time plot a consecutive-reaction system 

In addition to all the kinetic demands, a good process for our studies should 

also have some kind of industrial interest due to tN applied character of this 

research'. Furthermore, the process also has to be feasible to carry out in the reactor 

system available for the research, considering not only the operating conditions and 

specifications of the reactors and analysers, but also aspectsý such as safety regulations 

and running costs of the process. Therefore, control interest, industrial applicability 

and feasibility of the process were the criteria to follow ýt the time of selecting a 

reactive process for our studies. 

Industrial partners involved in these projects proposed a number of reactions 

of interest for analysis and control studies in batch reactors 2. Initially, the feasibility 

of nitration of anthraquinone was studied 14 
. However, problems with a broad variety 

of by-product forming during the reaction and poor amenability of monitoring with 

certain types of on-line analytical techniques, made this process not recommended for 

further investigation. 

The esterification of itaconic acid was another proposed reaction that seemed 

to satisfy all the criteria stated above for a good process re4Ction4-6 . From the analysis 

and control point of view, esterification of itaconic acid was an interesting and 
15 

challenging complex process that could lead to two different products . 
Since 

itaconic acid is a dicarboxylic acid, the esterification process can produce mixtures 
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of monoester and diester species. 

Dicarboxylic acid + Alcohol <-> Monoester + Diester + Water Eq. 2.3 

Figure 2.6 shows the itaconic esterification reaction scheme as well as the 
formulas of the compounds involved in the process. 

CH2 COOH + CH3C' 

CH2COOH 
Itaconic acid 

H20 

H2 COOCH6CH2CH2CH3 + CH2 

CH2COOH 

mono - butyl itaconate 

20H 

Butanol 

COOCH6CH2CH2CH3 

CH2COOCH2CH2CH2C 

di - butvi itaconate 

Figure 2 6. Itaconic esterýflcalion reaction scheme and cpmpoundfonnulas 

This reaction is acid catalysed. Baker and co-workers 15 have demonstrated that 

with limited amounts of alcohol, the acid catalysed esterification of itaconic acid or its 

anhydride produces mixtures of acid, diester and monoester. The latter can be 

separated from the diester by extraction procedureS4,16 . The melting point of the 

monoester decreases as the chain length of the alcohol increases. Therefore,, in order 

to avoid very low melting point products, a short chain length must be used. For 

safety reasons, butanol was used as an alcohol in our experiments 4. From the 

industrial point of view, mono and di-itaconate esters are of increasing interest. They 

readily undergo polymerisation, copolymerisation with other monomers and 
15 

condensation polymerisation of both ester and amide derivatives can be made . 
Although a great variety of polymers incorporating the itaconates have been reported 

in the patent literature, many of these have not been produced commercially. 

Considering the feasibility of carrying out this process in our system it should 

be mentioned that itaconic compounds are relatively innocuous materials that can be 

handled without special precautionS4,15,17 . Reaction conditions are normally not 

excessively harsh. Initially, a maximum temperature of 35"C (close to the monoester 

melting point)16 was used in the process in order to avoid the formation of polymers 

of both the acid and the ester'. However, later experiments showed that higher 
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temperatures could be used with no formation of side-products 18 
. 

Atmospheric 

pressure conditions were used and relatively small amounts of acetyl chloride were 

added as a catalyst. In addition to this, the cost of the reactants is relatively low'9. The 

reaction was carried out in toluene producing a complicAted heterogeneous mixture 

with organic phase (toluene, butanol and diester), aquepus phase and solids in 

suspension (itaconic acid is sparingly soluble)4,16,20 . 
These fWures made the process 

also challenging from a sampling point of view. 

However, despite all these favourable features for the reaction, some initial 

problems were faced which forced the use of a simpler proýess until more was known 

about the itaconic esterification. Problems with the development of a good off-line 

calibration method for CYC and HPLC were encountered 16,20 
. 
Besides,, it was not clear 

whether the formation of diester was a simultaneous process or a consecutive process. 
Preliminary experiments on the kinetics of this process dio not clarify whether the 

monobutyl itaconate was formed first and continued to form Oibutyl itaconate or if the 

diester was formed concurrently 16,18,20 

Aa 

Aner all these problems with the itaconic acid rea4ion, the esterification of 

crotonic acid was suggested as an alternative process for the projeCt2 . 
This is a simpler 

esterification reaction that produces a single ester prýduct starting from a 

monocarboxylic acid. It can be described by the reaction schýme 12 showed in Figure 

2.7. The fact that it is also an esterification process is Useful when transferring 

information (acquired with experimental experience in the study of this process) to the 

more complicated case of itaconic acid esterification. 

It is true that this new process is not as challenging as the itaconic reaction 

from the control point of view. It is not a consecutive process and does not produce 

two esters. Furthermore,, crotonic acid is soluble in the solvent and the small 

heterogeneity in the process comes from the small production of water during the 

esterification reaction 12. It is 
, therefore, not as challenging as the itaconic process 

from the sampling point of view either. However, it is a simpler process that has been 

more extensively studied in the literature than the itaconic acid esterification. 

Moreover, it has been also proposed before for on-line monitoring purposes and 

control studieS21 - 
The simplicity of the process was very useful in order to focus the 
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initial stages of the research more in the control of pure b, 4tch processes rather than in 

problems derived by the complexity of the reaction. 

CH3CH == CHCOOH + CH3CHOHCH2C 3 
Crotonic acid 2-butanol 

H20 

H3 

CH3CH =-- CHCOOCHCH2CH3 

2-butyl crotonate 

I 

Figure 27 Crotonic esterýrlcafion reaction scheme and compoundfortnulae 

Therefore, the esterification of crotonic acid was the process of interest in the 

project when the use of reactive systems was needed. For pure physical sampling 

studies, where process reactions were not important, the use of non-reactive 
heterogeneous mixtures was used. 

1.3. Other process of interest 

A -art from the esterification processes described above, there were other IF 
reactive and non-reactive processes that were used in thQ experimental work carried 

out in this thesis. Examples of these non-reactive processes are suspensions of 
inorganic salts in water 22, glass beads in water and non-miscible mixtures of solvents 

such as heating oil, toluene and water. Examples of other reactive processes are 

mainly titrations and step changes in acidity both in aqueous and non-aqueous 

environments. Detailed information on these systems and thý reasons why they were 

needed are described in later chapters dealing with the experimental part of this thesis. 
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1. Literature Review and Background Theory, on Sampling 

This section presents the essential concepts of sampling that are relevant in the 
design of a sampling system to be used in stirred batch reactors. Also,, a literature 

review of other work related with sampling from stirred vessels is presented. Some of 
the basic features of some of the commercial devices aXailable for sampling in 

reactors are also covered in this chapter. The information extracted from these 

reviews was used in the design work presented here. In addi tion to this, the ideas of 

modelling of sampling systems are introduced and used 14ter for the development 

work with the sampling designs. Finally, some theory on NNýR is overviewed towards 

the implementation of a low-field NMR spectrometer for on-line analysis of batch 

processes. 

1.1. Introduction: general concepts of sampling 

There are many measurement situations in which a sample conditioning 

system is required to deliver the sample to the process apalyser. In these cases, it is 

common strategy to use a "fast loop" to transport rapidly a representative sample from 

the process stream to the sample conditioning system with the use of a pumping 

device. The conditioning system then conditions this sample for the temperature, 

flow, pressure, etc., that can be tolerated by the analyser. The term "slow loop" is 

commonly used at the delivery stage because of the frequently lower flow rate of the 

resulting secondary sample stream that takes the sample to the analyser'. 

There are other sampling alternative to the use of %st loops that can be taken, 

as will be described in the chapter about HPLC samplers later Chapter 4. However, if 

the implementation of NMR for on-line analysis is desired, ýhe sampling loop is more 

compatible with the requirements of a continuous flow through the NMR ceI12. 

Therefore,, the purpose of a bypass or fast loop would be to provide a continuous 

sample stream at a convenient point where it would be ýnalysed or sampled and 

collected with a minimum dead volume. The point where the sample is collected in 

the reactor vessel is called the sampling point. The device that collects the sample at 

the sampling point is called the sampling probe'. 
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Probe shape, orientation and dimensions affect very much the quality of the 

sample and therefore must be designed carefulIY2 . This is due to the fact that, with 
heterogeneous processes, there are two main factors that affect the particle collection 4: 

9 Particle inertia- This is observed when the trajectory of the heavy phase deviates 

from the light fluid streamlines in a heterogeneous mixture. The magnitude of this 

effect depends upon factors like the size of particles in solution, their density, the 

viscosity of the solvent and the local veloCity5,6 . 
It is represented by the 

dimensionless group called the Stokes number which represents the dependence of 

the particle inertia over these and other variables of interest. The Stokes number 

(AA for solid particles immersed in a fluid is given by the following expression 
6 

k, V, l 

ppd' k= PUO 
18JUL (0/2) 

where: 
dp Particle size diameter (m) 

PP Particle density (kg M-3) 
UO Local velocity (ms-1) 
0 Sample tube inside diameter 

YL Liquid viscosity (kg m-1 s-1) 

Eq. 3.1 

Similarly, when using two liquid phases the expression for k can also be used to 

quantify the inertiaý but with parameters showing the average size of the droplets 

of the heavy phase instead of dp. However, this avera4e size is sometimes difficult 

to predict and is highly dependent on stirring speed, andl the viscosity of the fluids, 

and may even change with time7. A high value for k obýained with Eq. 3a means 

that the particles have very high inertia and do not follow the fluid streamlines. 

These particles tend to travel in straight lines resulting in serious sampling errors. 

These errors arise when the particle and fluid velocity are not collinear. 

a particle mqving in the fluid strikes a Particle bouncing effect- This occurs when 

surface and loses some of its inertia. If this happens neaý a sample tube opening, 

then the reduction of particle inertia can be enough to allow particles to be 

extracted where they otherwise would have not been. 

Therefore, the flow streamlines in stirred tank reactors must be considered to 

deal with the problem of particle inertiat6,8 . Also, the dimensional and shape 

34 



Chapter 3: Sampling studies in batch reactors 

features of the probe must be carefully designed in or&r to minimise the particle 
bouncing effect at the desired sampling point2. 

In a fast sampling system, the loop length must be as short as possible and the 
loop velocity as fast as practicable in order to reduce any associated lag time and 
improve timelinesS5. Some authors consider negligible the evolution of the reactive 

mixture inside the sampling system when the dead time,, i. e. the time to run the 
distance from the sample point to the analyser, is less9 than 30 s. 

Son4plingprobe 
Nocessfiow 

VZ 

V, 

V, V. (IsoltUmfic saWfing) 

VZ v 

V, < V, (Non4sokinefic samViing) 

V2 V, 

V, > V, (Non4sokinefic sampling) 

Figure 3.1. Types of sampling depending on the sampling velocity 

Besides,. sampling velocity is found to affect the performance of the sampling 

SySteM6,8,10. This effect is more important in heterogeneous mixtures of solids or 

liquids in gases than in mixtures of immiscible liquids. However, several studies have 

shown how the wrong choice of sampling velocity leads to the collection of samples 

that are non-representative of the process involving suspensions of solids in 

liquidS4,6'11'12. Isokinetic sampling is achieved when the sampling velocity equals the 

local system velocity at the point of sampling. This type of sampling must be used in 

order to ensure representative sampling from heterogeneous processeS5,13,14. If the 

sampling velocity is higher than the isokinetic value, superisokinetic sampling is 

achieved and an excessive amount of lighter particles enters the probe. However, 

under subisokinetic sampling conditions, portions of the light phase stream are 

deflected,, the lighter particles follow the deflected stream and are not collected, while 
13 the heavier particles continue into the probe due to their inertia . 

In both super and 
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subisokinetic conditions, a non-representative sample of the process is obtained'. 
These three types of sampling are ilustrated in Figure 3.1. 

1.2. Previous studies on sampling from stirred vessels 

Unfortunately, developments in analyser technolqgy clearly have outpaced 

those in sampling. There are two main reasons for this. First, there are more analyser 

than sample system manufacturers. Second, analysers always have been more 
important components of analyser projects than sampte systems. The analyser is 

usually the largest cost item in such a project. Therefore, more attention is given to its 

performance. In fact, sampling system components are largýly the same as they were 
15 20 years ago 

In the area of sampling from stirred vessels, not muýh progress has been made 

since Rushton" performed one of the first studies in 1965. lie studied the effect of the 

position and size of the withdrawal opening on the ratio of tVýo phased being mixed in 

a stirred tank. He performed experiments using glass beadý suspended in water in a 
baffled tank provided with turbine-type mixing impellers (the so called Rushton 

turbine). He proposed equations describing the local velocity at the stirrer plane as a 
function of the radial distance to the impeller blade. He also defined equations 
describing the effect of the sampling velocity on the quality of the sample collected. 
More attention will be paid to these findings later in this theýis (section 1.3.3). 

At the end of the seventies, Sharma et aL 14 considered Rushton's work and 

proposed the stirrer plane as the best place to withdraw s4mples in stirred vessels. 

They analysed the data obtained when sampling from a point at the stirrer plane and at 

different sampling velocities. They also defined a model thaý relates the quality of the 

sample with the sampling velocity at those sampling conditions. 

At the start of the eighties, Baldi et aL defined some examples of 

concentration profiles in stirred vessels with solids in suspýnsion 16 
. 

They proved that 

a representative sample can only be obtained from the region that goes from the stirrer 

plane to the point that determines 60% of the total volume in the reactor. Above this 

region the local concentration is lower than the bulk concentration. Below it, the local 

concentration is higher than the bulk value. These concentration profiles were found 

to be dependent upon the size and density of the particles in suspension. They also 
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depended upon the stirring speed. However, the profiles were found to be independent 

of the particle concentration provide that the stirring speed was high enough to obtain 

complete suspension of the particles. 

In 1984, Nasr-El-Din et aL successfully developed a mathematical model to 

study the errors arising in sa I mpling through probes projecting into the flOW12. 

However, the model was developed and tested in a strai ght pipe where the flow- 

streamlines are well defined. This is not the case with the complicated patterns that 

are present in stirred reactors. 

In 1986 Buurman et aL 17 defined the scaling-up rulýs for stirred vessels with 

respect to solids in suspension. They found similar profiles for the suspended solids to 

those of Baldi et aL, with higher homogeneity for large scale vessels. In their 

experiments the samples were drawn by gravity, i. e. no pumping system was used. At 

the low withdrawal velocities that they used, the concentration of solids in the 

samples were found not to be sensitive to the sampling velocity. This caused great 

controversy at the time and such a statement was criticized by Nasr-El-Din 8 who 

claimed that in Buurman's work an inadequate choice of sampling points led the 

author to obtain his results. Buurman replied'o that in the conditions he used, the 

orientation of the probe and sampling velocity did not havý a big influence, but was 

aware of the fact that in other conditions their effect on sampling might be important. 

At the start of the nineties, Nasr-EI-Din et al, 18 proved the importance of 

sampling in the direction of the flow. They showed how a side port perpendicular to 

the direction of the flow in a pipe line led to erroneous sampling. Moreover, the 

quality of the sample depended on many factors such as the particle size, particle 

density, fluid viscosity, solid concentration and main pipe velocity. However, they 

also proved that it is possible to define a model that is able to predict the sample 

efficiency (i. e. the quality of the sample) depending on the conditions used in the 

process. Again, this was only applicable to a straight pipe line, where the flow patterns 

are simple and well defined. However, useful ideas can be extracted from this work 

for our studies in stirred vessels. These findings are included in the design part of this 

chapter. 
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In 1993,, MacTaggart et al .4 published the most complete work on sampling 

from stirred vessels. They studied the effect of location akId sample tube geometry on 
the sample obtained from a suspension of sand in water. Tlýey also studied the effect 

of sampling velocity, stirring speed and size and concentration of solids on the 

reactor. They used a 4-baffled reactor with a Rushton-type impeller. The authors 

proved how sampling velocity and sample tube diameter significantly affect the 

sample solids concentration. The sampled solids concentration was also found to be a 

strong function of the particle size and bulk solids concentrgion in the tank. Finally, it 

was found that the shape of the sample tube also influenced the sample collection, 

although to a lesser extent. Hence, they concluded that reprýsentative sampling in a 

slurry mixing tank, stirred by a radial flow impeller, can be obtained at the impeller 

plane with a sample tube tapered to 18' or less, operating at isokinetic velocity, when 

the solids concentration does not display a strong dependence in the vertical direction. 

A few years later, the same authors used a conductivity probe to measure the 

local concentration in different points of a mixing tank6. They also compared these 

results with those obtained via the sample withdrawal pr9cedure reported in their 

previous work. The operation of the conductivity probe reliod on the variation of the 

slurry resistance as the concentration of non-conducting s9lids changes. With this 

study they proved that the flow at the stirrer plane is three dimensional and the local 

concentration at this point is different from that obtained by withdrawing samples at 

this point. MacTaggart et al. showed how the samples withorawn at the stirrer plane 

are representative of the bulk concentration in the reactor4 but not of the local 

concentration at the sampling point6. 

Other less detailed studies highlight the importance of sampling velocity and 

the design of the sampler in particle collection when defining concentration profiles 

for solids in fluidised beds'9,21, when measuring droplet size, in two-phase floWS21' or 

for sampling in separation devices such as cascade impactors or cyclones 22 
. 

Searching through journals and information that different companies have on 

the Internet,, some designs of samplers and sampling systems for reactor vessels were 

found. However, only a few of them take into consideratiqn the ideas and findings 

obtained by the researchers mentioned above. One of thee few examples that verify 
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this is the new sampling device that Freitas et aL developed for measuring solids 
hold-up in fluidised three-phase reactors 23 

. The sampler consisted of a cylinder with 
two valves, one at each end. The cylinder was connected to a long rod that permitted 

sampling at different depths in the reactor. For sampling, the cylinder was introduced 

into the reactor in the direction of the flow and with the výlves opened. The valves 

were closed simultaneously for sample collection. This study highlights the 
importance of sampling in the direction of the flow and the erroneous measurements 

obtained with sidewall sampling. 

Other designs of samplers for reactors like the Neotýcha PV system 24-29 (see 

Figure 3.2) are reported to allow the customer to place the suction hose in the exact 

spot where it is wanted to draw the sample from the reactor. However, features 

regarding the orientation of the sampling port or the sampling velocity, which affect 

the representativeness of the sample,. are not specified. This happens also in other 
30 31 

sampling devices like the Technova system , and the ASI Applied Systems design , 
where a sample is pneumatically retrieved, analysed ana collected. The non-used 

sample is then returned to the vessel via a dip pipe. Other mechanical samplers like 

the Giba-Geigy system 32 
, which uses a retractable plunger that is inserted into the 

process vessel, also pay little attention to the orientation of the probe and the sampling 

velocity. 

Figure 3.2. Detail of the Neotecha PV reactor sampling systeM26 

Prosys Sampling Systems Ltd. have three different designs for the sampling of 

liquids from reactors 33 - an overflow top reactor sampter, a recirculation reactor 

sampler and the bottom reactor sampler. The overflow reactor sampler extracts a 
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liquid sample from the top of the reactor via a dip pipe that is purged using nitrogen. 
Vacuum is applied to the system and the sample is drawn through the standpipe, 

which overflows and fills the sample chamber. The bottom reactor sampler operates 

via a piston that retracts and the sample fills the sample chamber and sample bottle by 

gravity. The recirculation top reactor sampler pumpsl the sample through a 

recirculation loop for a short period using a double diaphragm pump. This is reported 

to guarantee a representative sample and allows accurate pH readings to be taken. 

Again, none of these designs refer to the orientation of the probe or the sampling 

velocity. 

i, ýt' llmlký TG 

711 
SAC 

vI 

_IT 

Figure 3.3. Detail of the pHampler reactor sampling systeM34 

To the best of the author's knowledge, the pHampler reactor sampler by the 

Ethylene Corporation" (see Figure 3.3) is the only design in the market that refers to 

a specific location of the sampling point. In the pHampler the liquid is pulled from the 

reactor and pumped through a pipe loop that may include various analytical 

equipment. There is also a discontinuous version for liquid addition and manual 

sampling of reactors. In both of the designs it is advised to locate the sampling point 

just above the agitator blade in order to achieve representative sampling. This is due 

to the fact that the return point is located exactly beside the sampling point and 

therefore good mixing is needed to avoid the collection of part of the returned sample. 

However, the design does not pay any attention to the position and orientation of 
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the probe with respect to the flow- streamlines inside the vessel. The sampling velocity 

to be used during the sampling is not considered either. 

In conclusion, not much work has been undertaken in the area of sampling 
from stirred vessels. Moreover, the few ideas proposed and achievements obtained in 

the field have not been considered significantly at the tiTe of designing sampling 

systems for chemical reactors. The goal of this project was the design of a fast loop 

sampling system to implement NMR for on-line analysts which would consider the 

findings obtained from previous research. Further studies within the project were 

performed in order to test and optimise the design of the saqipling system. 

1.3. Design of a sampling system for chemical reactors 

This section summarises the main considerations found in the literature and 

that have been taken into account at the time of designing an optimised sampling 

system for chemical reactorS2 . As discussed in the p revious section, the most 

important factors to be considered in the design of any saTpling device for flowing 

systems are- 

* The flow patterns present at the sampling point and orientation of the sampling 

probe with respect to them. 

* Engineering features of the sampling probe regarding its size, shape and 

dimensions. 

0 Sampling velocity to be used. This factor is related to the design of the pump that 

is needed for the sampling loop. 

Other important considerations, regarding the safety aspects related with the 

design as well as the materials needed to build the sampling prototype, are also 

considered in this section. 

1.3.1. Flow patterns and sampling point 

review of previous studies concluded that thq flow streamlines must be 

carefully considered for the design of sampling systems in stirred tank reactorS2. Also, 

the sample probe must be orientated parallel to them to overcome the problem of 

particle inertia4 6,8 
. 

There have been many studieS35-41 trying to define the streamlines 

in stirred reactors. They have used experimental techniques such as LDA (Laser 
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Doppler Anemometry) or mathematical simulations like CFD (Computational Fluid 

Dynamics) predictions. Both methods have been shown to agree very well and 
describe similar flowpatternS35,37,40. 

The shape of the streamlines and effectiveness of mixing in a vessel depends 

upon the dimensions of the vessel, the type, shape and dimensions of the stirrer and 
the presence of baffles in the reactor 42-44 

. However, for any configuration, one of the 
few regions where the flow field is best defined is at the *tirrer plane". For efficient 

stirrers (e. g. Rushton type, the most efficient and studie4 stirrer)39,43, well defined 

radial streamlines are found at the stirrer plane (see Figtýre 3.4) where a parallel 

orientation of the sampling probe with respect to the flow lines is more feasible than 

at any other point in the vessel. Several authors have tried tQ define the concentration 

profile of solids suspended in stiffed reactors 16-17 
. They foýnd that a representative 

sample can only be obtained from the region that goes from th 
,e 

stirrer plane to 60% of 
full volume of the tank 16 

. Outside of this region, the concentration of particles is 

different compared with the bulk concentration, due to sedimentation factors and 

particle bouncing at the bottom. In fact, some withdrawal studies in stirrer vessels 
have shown that the best place to locate a sampling probe in order to obtain a 

representative sample of the bulk phase is the stirrer plane 4. The sample probe should 
be orientated parallel to the flow lines, which are normally radial in the proximities of 

the stirrer. 

SIDE VIEW 

c 

--' 

k_ 

BOTTOM VIEW 

Figure 3.4. Flow streamlines in a stirred reactor with a Rushton type stirrer and 

four baffles" 
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1.3.2 Features of the sampling probe 

The dimensional and shape features of the probe must be carefully designed in 
order to minimise the particle bouncing effect at the desired sampling point2 , although 
the final shape of the probe is usually a matter of intuitive design 45 

. Different types of 
probe-ends have been tested in some of the published work in the field as illustrated 
in Figure 3.5. It has been showed that the probe must be tapered to minimise particle 
bouncing, although the type of edge has proven not to affect excessively the quality of 
the sample when sampling at the stirrer plane 6. 

Blunt Sample Tube 

1 -1 
Tapered Sample Tube 

45 Face Angle Tube 

Figure 3.5. Schematic of the three main types of sample tubeS6 

The sample tube diameter can have a large impact oh sampling when sampling 
is normal to the flow direction. The effect gets less important when sampling is 

4 
almost parallel to the flow, as when sampling from a point Nýithin the impeller plane . 
When sampling normal to the flow, it is desirable to sample with as large a sample 

tube as possible 6. This is obvious since the larger the tube diýmeter the easier the flow 

lines are modified in order to get into the sample tube. Again,, the significance is much 

less at the stirrer plane where the particle inertia factor is not so important4 
. 

Considering the particle bouncing effect, the diameter of the sampling tube must also 

be as large as possible since the larger the diameter of the týlbe the lower percentage 

of sampled particles are affected by particle bouncing and therefore, the sample is 

more representative 22 
. 

Also, risk of blockage occurring decreases with larger 

diameters. In the literature, it is recommended that the inlet orifice should be at least 

ten times bigger than the maximum size of particle or droplet size and never IeSS45 

than 6 mm, although the use of smaller sampling probes have been reported with solid 

19,46-47 suspensions 
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Generally, a proper sampling probe design sýould avoid any undesired 
disturbances of the flow. However, this is only of impprtance when sampling in 

pipelines and not in stirred reactorS2 . This is due to the fact that in stirred vessels the 
disturbance of flow is desirable in order to improve mixing. Therefore, the design of 
probes for sampling in reactors does not need to be very careful in terms of flow 
disturbances, as long as the flow patterns do not change dramatically. 

The probe should also be of sufficient strength to withstand the bending 

moments imposed by the maximum velocity conditions 45 
. The maximum permissible 

length of any probe from its support, required to avoid the stresses created by the 

stream velocity conditions, can be determined from the following expression 9: 

ed 
2 (d 2 

+d 
2) -0.25 

00 
K,, 

u2 
- Eq. 3.2 

M. XP 

where 6 and p are the modulus of elasticity and detisity of the probe material 

respectively, do and d are the outside and inside diameter of the probe tube, U,,, 
-, 

is the 

maximum possible velocity of the process fluid at the sampling point and K, is a 
dimensionless constant (; z--3.4) . Finally, some authors advise the use of tubes with a 

bend radius equal to or greater than five times the diameýer of the sampling line 48 
. 

This should be borne in mind if the sampling probe is to be bent to reach the desired 

sampling point. 

1.3-3. Siunpling velocity 

Once the features, position, and orientation of the probe are chosen, sampling 

velocity has been found to affect the performance of thq sampling systeM6,8,10. This 

effect is more important in heterogeneous mixtures of solids or liquids in gases than in 

mixtures of liquids in different phases'. However, several studies have shown how the 

wrong choice of sampling velocity leads to the collection of samples that are non- 

representative of the process in suspensions of solids in, liquidS4,6,11,12. Isokinetic 

sampling is achieved when the sampling velocity equals thý local system velocity at 

the point of sampling. Therefore, this type of sampling is preferable in order to get 

representative samples fTom heterogeneous processes', ", 14. If super or subisokinetic 
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conditions are used, a non-representative sample of the process is likely to be 

obtained. 

a) Design of the pump 

There are two important aspects to be considereo in the design of a pumping 

system for any sampling system. First, the type of pump to be used should be the 
initial consideration. Once this is selected, the requirements needed from the device 

should be considered in terms of head and flow-rate 2. 

When selecting the type of pump for any servke, it is necessary to specify 

carefully all the features of the system such as the liquid to be handled, total dynamic 

head, suction and discharge heads and, in most cases, the temperature, viscosity, 

vapour pressure and specific gravity of the fluid to be pumped. There exist graphs 

which helps in pump selection depending on the conditions and range of operation. At 

a pilot scale, i. e. when working with low head and capacity Yalues, centrifugal pumps 

are the most suitable type 49 
. 

The primary advantages of a centrifugal pump are 

simplicity, low initial cost, small space, low maintenance expenses, quiet operation 

and uniform (non-pulsating) flow. The latter is very impqrtant when pumping in a 

pipe system for continuous sampling purposes, especially when a constant sampling 

velocity is to be maintained. However, in some cases whel there are large solids in 

suspension, a different type of pump must be used. 

'Regarding the requirement for the pumping systemý it is important to realise 

that the testing of sampling systems is linked to the analysis of the effect of sampling 

velocity on the representativeness of the sample. Therefore, the pump to be used in 

the sampling loop must be capable of reaching at least iWkinetic conditions at the 

sampling probe. Hence , it is clear that the specifications of ýhe pump needed for our 

loop depended upon the local velocity at the sampling ppint which is mainly a 

function of the stirring speed 2. In the design of the pump, the range of stirring speeds 

most commonly used in the system were considered. Also, ýhe equation described by 

Rushton to describe the local velocity at the stirrer plane was used in our design, 

bearing in mind that this mathematical expression is only applicable to a particular 

type of stirrer and vessel configuration". Nevertheless, the equation provides a good 

estimation of the conditions at the sampling point that can be included in the standard 
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equations for pump design 49,50,5 1 
and gives an idea of the pumping requirement for the 

current research. The Rushton equation" relates the local velocity with the impeller 

rotational speed, the impeller diameter and the radial distapce from the centre of the 
impeller', and can be represented as. - 

uo Eq 3.3. 

UO Sampling velocity (ftls) 
B, Constant dependent upon the number of impeller blades and the 

ratio of the impeller to tank diameter (11rev) 
N Impeller rotational speed (rev1s) 
D Impeller diameter (ft) 
r Radial distance measuredftom the centre of the impeller (ft) 

This expression is applicable only in the plane of a radial flow impeller 

between the impeller blade tip (r/R=D/2R) and near the tank wall (r/R; zý0.95) where D 

is the diameter of the impeller and R is the radius of the vessel. In our case, with given 

values for B1, D and N, r can be varied between r/R,, ztý0.95 and r/R=D/2R. Therefore, in 

the design, the isokinetic sampling velocity was in the range between the local 

velocity at the edge of the impeller blade and the local velocity at the proximity of the 

wall2. In addition, sometimes it may be useful to work at ýampling velocities greater 

than the isokinetic conditions in order to decrease the de4d time and increase the 

effectiveness of the fast sampling loop. This is feasible only if the sampling error is 

not very high under these conditions, which depends upon the sampling system to be 

used. 

The isokinetic conditions normally give the minimum limit of velocity that can 

be used when sampling heterogeneous mixtures. This is due to the fact that the 

sampling error is normally higher at subisokinetic conditioPS4 . When sampling from 

homogeneous mixtures the sampling velocity does not affePt the representativeness 

and the velocity would usually be superisokinetic in order to, reduce the dead time in 

the sampling system2- 
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Detailed information on the calculations and specifications involved in the 
design of the pump are outlined in Appendix 1. They are based on the considerations 

stated above. 

1.3.4. Safety considerations in the design 

Considering the high velocities at which the sample flows through the loop at 
isokinetic conditions, it is necessary to take special precautions regarding the safety 
aspects in the case of leaks. The extent of any safety action to be taken always 
depends upon the risk associated with the chemicals used iiý the process. A summary 

of the main features needed for risk assessment of the principal chemicals used in this 

project are described in the following table 52 
. 

Table I I. Analysis of the risk for the chemicals used in the esterýflcation of 

crotonic acid 
Pvapor 

(mBar at 20'Q 
Flash Point 

(Q 
NFPA code of toxicity 

(1-4) 
Toluene 29 4 2 

2-Butanol 17.3 14 1 
Crotonic acid 0.25 88 3 

As can be observed from the table, these compoun& are not extremely volatile 

and therefore the risk of flammability is moderate. In fact, this was the reason why 
butanol and not methanol was chosen for the esterificatign reactions used in this 

project. However, the flash points are quite low for both buýanol and toluene 
53 

. This 

requires precautions in the system, especially regarding electrý I connections that can ýCA 

produce sparks. The high value of NFPA (National Fire Protection Association, USA) 

for crotonic acid comes from the fact that it is a highly co7osive substance 52 
. 

The 

main risk associated with these chemicals occurs because sonle of the experiments are 

carried out at temperatures about 100T. Under these conditiqns, the reactive mixture 

becomes extremely corrosive as well as volatile. Therefore, any potential risk of 

leakage must be identified, assessed, and carefully controlled or mitigated. 

As outlined in the specifications of the pump, the maximum pressure that the 

pump provides in the sampling system (less than 0.3 atm. )ý has to be lower than the 

pressure that the connections between fittings are able to withstand. This is the reason 
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why threaded connections are preferred to quick-fit fittings that might pop off if the 

pressure builds up. Nevertheless, any pressure building up in the system due to, for 

instance, blocking of flow-meters, control valves, etc., can be prevented by installing 

a pressure relief valve in a bypass line between the outlet of the pump and the 

reactor 5. This is shown in the example of the sampling system sketched in Figure 3.6. 

) 

1. Reaction vessel 
2. Pump 
3. Flow-meter 
4. Control valve 
5. Off-line sampling valve 

7 

6. Pressure relief valve 
7. Pressure gauge 

Figure 3.6. Sketch of sampling loop with pressure relief line 

Other safety actions that help to mitigate the effect of leaks in the system are 

strategically located drains in the proximity of the system. In fact, the sampling loop 

could be cased in a second protective layer that would contain any spillage of 

chemicals and lead any leaking liquid to an adequate drain. This would reduce the 

damage until the operators detect the leak and stop the experiment. Another way to 

stop the process in the event of leaks would be the installation of leak detectors in the 

loop. Two different approaches can be considered for this purpose 54 
. One is the 

installation of a case with two parallel conductive wires in all the lines and fittings in 

the loop. As the reactive mixture is conductive due to the acid in solution, any leak 

would short-circuit the two wires, trigger an alarm system and stop the pump in the 

loop. This alternative is not only very tedious to implement but it could also be open 

to many interferences producing false alarms. The second option for the installation of 

leak detectors is much simpler. It assumes that the loop is protected with a second 
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layer (as described above) leading any possible fluid leaking from the process to a 

specific point where a single leak detector would be located. 

For the purpose of the research described in this thesis only the type of 
connections between fittings and the use of trays with absorbent pads to contai in any 

possible spillages were considered. The other alternatives, which are more 

sophisticated and expensive to implement, can be taken into consideration for future 

needs. Finally, the protection of the analysers used in the experiments was also 
55-57 carefully assessed following the standard guidelines for b4pst practice 

1.3.5. Other considerations 

Taking into account all the features described already concerning the 

characteristics of reactors and the sampling probe, the structure or final shape of the 

sampling system could be designed. As can be seen in Figure 3.7, the reactor 

provided from HEL has a suitable hole for a probe slightly under the impeller plane. 

This goes very well with the already justified need of sampling at the stirrer plane in 

order to get representative samples from reactor vessels. 

Figure 3.7 Detail of the reactor port usedfor the sample collection 

When designing the returning point of the sampling loop back to the reactor,, 
t2. several circumstances had to be taken into accoun . 

1. - The returning point had to be quite a way from the sampling point in order to 

avoid immediate "resampling" of the mixture already extracted. Designs such as 

found in some references 24-34 did not take this factor into consideration and are 

only appropiate if the mixing speed is high enQugh to provide an almost 

instantaneous mixing of the sample returned back to the reactor. 
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2. - The jet of fluid back to the reactor had to modify the flow streamlines as little as 

possible. This is very important in the proximity of the sample probe. Therefore, it is 

of interest to place the returning point as far as possible from the sampling point. 

Considering these points and the fact that spare pQrts for probes were placed 
58 

on the top of the reactor , 
it was convenient to use one of these holes as the returning 

point. This port had to be the one furthest away from the sampling point, i. e. the one 
diagonally opposite. The orientation of the returning jet was towards the reactor wall 

2 (see Figure 3.8) since this makes the returning stream lose its kinetic energy . This 

avoids the power of the jet modifying the flow features of the reactor. It also makes 

the stream fall down nearer the wall where the flow streamlines have the same vertical 
direction. The flow-patterns are then almost unchanged and the streamlines in the 

point of sampling keep their typical horizontal orientation. 

Figure 3.8. Detail of the returning point configuration 

Insulation of the loop also had to be considered irl order to minimise heat loses 

in the loop and return the unused sample back to the reactor at a similar temperature 

to the rest of the content of the reactor2. This was of particular importance as most of 

the processes carried out in the reactor system were isothermal, i. e. they operated at 

constant temperature". Therefore, it was important to returp the unused sample from 

the loop to the reactor at a similar temperature to that which it had when the sample 

was extracted. The theoretical design of a insulation system basically consists of 

working out the radius and heat conductivity features of the material to be used as an 
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insulator 2. Another consideration at the time of designing the thickness of the 
insulator is the cost of the insulator. There exist graphs ýVhich show how the total 

costs varies with the insulation thickness in order to determýne the most economically 
favourable thickness and then the optimum insulation thickneSS60 . However, these 
kind of economical aspects were not considered in this design since the aim was to 

avoid changes in temperature and not to decrease costs yia reducing heat energy 
losses. This criterion would, though, be of great importance Výhen designing industrial 

installations. 

The theoretical calculations related to the design of the insulation system are 
described in the Appendix 2. They were based on heat balýnceS60,6' and showed that 

2 
the drop in temperature was minimal and could be neglected . 

In addition to these 

theoretical considerations, the capacity of response of the heater/chiller system was 

another important factor to consider. It automatically controls the temperature in the 

reactor system. The performance of experimental tests is the best way to evaluate the 

importance of this effect and analyse how such a control 4evice can cope with the 

decrease in temperature as the sample flows inside the loop. In other words, it was 

necessary to carry out experiments to see how the automated ýemperature controller in 

the reactor helped to avoid the effect of a mass flow coming into the reactor with a 

temperature slightly less than the temperature inside the vessels. The tests performed 

for this evaluation are described later on this chapter. The results obtained in the tests 

proved that any drop in the temperature of the sample wheA it was returned back to 

the system could be successfully compensated by the liýater/chiller unit which 

controls the temperature of the jacket in the reactor. Therefore, a lack of insulation did 

not affect greatly the ability of the system to keep the reacýor mixture at a desired 

constant temperature - 

Finally, the sampling loop had to be constructed wit4 materials that withstand 

the conditions of operation and the flow of corrosive cheýnicals inside them. 316 

stainless steel is the most popular material used in the construction of sampling 

systems if non-corrosive materials are used 33 
. Teflon and PTFE encased materials, 

together with special alloys such as hastalloy, are the choýce when more reactive 

chemicals are employed. 
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Detailed drawings and information on the final design of the sampling system 
can be seen in Appendix 3. 

1.4. Modelling of sampling systems 

As shown earlier, even if a sampling system is optimally designed to get 

representative samples, factors such as sampling velocity can affect the performance 

of the system4,5 . 
Therefore, a sampling system can be modelled and used to analyse 

how parameters such as the sampling velocity, density of the different phases in the 

mixture and temperature affect the representativeness of the samples collected with 
the sampling device 2. Provided this modelling is feasiKe and the model is robust 

enough, no need for careful control of isokinetic conditions would be necessary, as 

any non-representative sample collected at non-isokinetic conditions could be related 
to a representative sample by using the model. This modýlling of sampling systems 
has many potential useful applications. In fact, similar calibkation procedures for non- 
isokinetic probes have been used for solid flux measurements in fluidised beds'9,20 

. In 

process analysis, this is interesting because not all of the sampling systems that exist 
in industry have been optimally designed in terms of shape, dimensions and 

orientation of the probe for good sampling from heterogeneous processes. Some 

examples are the commercial systems for sampling from cbemical reactors mentioned 
in the introduction of this chapter 24-34 

. 
Also, replacing sampling devices in a chemical 

plant by others more optimally designed could be a highly costly process, requiring 

major modifications to the reactor vessels and some other existing infrastructure. If 

modelling of any of the already existing sampling systems is feasible, any non- 

representative sample that they provide from heterogeneous systems could be related 

to a more representative value by using the model. Therefýre, the final analysis of 

data can be corrected. 

Another interesting application of the modelling of sampling systems is the 

implementation of analysers for on-line monitoring. In some, cases (as will be seen in 

the case of NMR) the analyser requires special conditions for the sample that differ 

from the isokinetic conditions needed to obtain representatiYe sampleS2 . 
The delivery 

of non-representative samples to this particular analyser would not be a problem if a 

robust model of the sampling system is applied for correction of the analytical data. 
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Apart from physical modelling, a chemical modelling of the loop might also 
be needed to account for the differences between the reactive evolution of the sample 
in the loop and that of the mixture that remains in the reactor. This chemical model 

can usually be obtained by comparing the kinetics of a particular process both using 

and not using the sampling system2,9. 

1.1. Physical modelling of the loop 

The physical model of a sampling system relates the quality of the sample with 

the physical parameters that affect the sample collecýion. In reactor vessels, the 

quality of the sample is usually measured as the withdraNKal-bulk concentration ratio, 

which is commonly known as sampling efficiency. There have been some studies 

trying to define robust physical models of sampling systenýs in stiffed vessel S4,11,14,16 

and in more simple systems such as straight pipelineS12,18 

Rushton" was the first in defining a relationship, vyhich shows the effects of 

withdrawal velocity on the concentration in the extracýed sample. He studied 

suspensions of sand and glass beads (specific gravity 2.41) ýanging in size from 100 

to 250 ýim diameter and for concentrations between I ýnd 20 vol%. In these 

conditions he found that: 

- At subisokinetic conditions (i. e. u,, /ul<l): 

cw 

_)-0.14 = K(uw Eq 3.4. 
CT Ul 

- At superisokinetic conditions (i. e. u,, /u, >1): 

Cw 
= K(uw )-0.087 Eq 3.5. 

CT UI 

where- 
CW Withdrawal sample concentration (glml) 
CT Bulk concentration in the tank (glml) 

uW Withdrawal sampling velocity (Mls) 

Ul Isokinetic sampling velocity (Mls) 

The parameter K in the equations was found to be dependent on the type of 

opening. Rushton found that K=1.25 for flush openings in the wall and K=1 with 
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openings one-fortieth of tank diameter in from the wall. He also found that K vary 

with different densities of solids or liquids. For example, he found that when alumina 

particles were used (specific gravity 1.6) the K values were 90% of those for sand and 

glass. Particle size also affected the equations. Smaller particles resulted in smaller 

values of the exponents whereas larger particles produced ýarger concentration ratios, 

and the exponents in the equations should be larger. 

Almost 15 year later, Sharma et aL 14 performed a caýeful analysis of more data 

in a great variety of suspensions. They obtained more Oetailed expressions that 

considered the effect of changes in density and location of tlýe sampling probe on the 

quality of the sample. They concluded that: 

(0 - 1) = C( 
Ap 

Xz)0.5 [(Ue )-I, 
_ 

1] Eq 3.6 
p, De ui 

where: 
0 Separation coefficientCWICT 
P Liquid density (g/cm3) 
A Density of the solidparticles (g/cm 
z Insertion length (cm) 
De Diameter of the outlet (cm) 
Ue Velocity of suspension in the outlet (cm1s) 
Ui Velocity of suspension inside the vessel in the vicinity of the outlet at 

isokinetic withdrawal (cm/s) 

C is a constant dependent on the particle size. The equation was valid for 

Z>T136 where T is the diameter of the tank. The relationships shown above were 

obtained in baffled tanks using turbine-type impellers. Wdi el al. 16 also studied these 

systems but they defined the profiles of suspended solids, i. e. a relationship between 

the withdrawal-bulk concentration ratio and the stirring speed. Their most important 

conclusion was that this ratio is C. X, =I (where C. s is the concentration of the 

withdrawn sample and C,, is the bulk concentration in the vessel) when L=0.25-0.55 

(where L is the normalised distance from the vessel bottorý). This relationship was 

only valid when the stirring speed was greater than the minimum stirrer velocity for 

complete suspension (N,, ). Other relationships for the case of N<N,, were also found 

but they are not relevant to this work as N>N,, was always be used in our experiments. 
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Other work was performed in simpler systems such as slurry pipelines where 
the flow-patterns are better deflned. For example, Nasr-El-Din el at 12 proved the 
relationship C/Co = (r. /R)2 (uJu) as valid for a probe projecting into the flow. In this 
relationship C/C, is again the withdrawal-bulk concentratiQn ratio, r. determines the 
undisturbed upstream portion, R is the sample radius, u, the isokinetic velocity and u 
is the sampling velocity. 

A few years later, the same group of researckers proved that in the same 
system but with the sampling port in the wall, the follo-tying correlation was able to 
predict the sampling efficiency": 

Cw 
= exp[-A(I -a 

ja Kb1 Eq 3.7 c0 

K=k PS -pf Eq 3.8 
PS 

where: 
Cw Sample solids concentration (vol? 1q) 
CO Solids concentration in the main pipe (vol0lo) 
A Constant in the semi-empirical correlation 
C49 Solids volumeftaction in the main pipe = G/I 00 
K Modifiedparticle inertia parameter 
k Particle inertia parameter 
A Solids density (kglm3) 

IM3) Pf Fluid density (kg. 
(They obtained the best fit when A=0.46, a=1.0 and b=0.5) 

Finally, MacTaggart et al . 
4, in the most recent work using baffled turbine 

stirred vessels, proved that Rushton and Sharma were right in their predictions. 
However, their equations were found applicable only fK the particular conditions for 

which they were developed. MacTaggart et aL showed that 
-there are many factors that 

affect the particle collection, and it is almost impossible to define a simple set of 

equations to define all of them. MacTaggart et al. only oytlined general conclusions 

that can be extracted from their studies such as the preýferable use of isokinetic 

sampling in order to obtain a sampling efficiency (Cw/C. ) close to unity (i. e. 

representative sampling). 
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1.2 Chemical modelling of the loop 

So far, only physical modelling of the loop haý been referred to, based on 
physical variables such as sampling velocity, density or particle size. However, the 

reactive evolution of the sample in the sampling loop system can be different to that 

of the mixture that remains in the reactor'. If this is the caae, chemical modelling of 
the loop is needed to account for these differences. This chemical model can be 

experimentally obtained by comparing the kinetics of a particular process both using 
and not using the loop. Table 3.2 summarises how the kinýtics of the process affect 

the design equations for the three types of ideal reactors", " 

Table 3.2 Equations of design for ideal chemical reactors62'63 

xx 4f 6'XA v =cons tan t>0 
-- C f 4f C&A 

O=NAO 
f BA TCH REA CTOR 

AO 
x AO VrA AO r. 

v x 'if ChCA PLUG FLOWREACTOR CAOf 

q XAO rA 

v 
CAO 

XA - XAO CSTR SYSTEAll 

I 

q rA 

where- 

0 Time of reaction in a batch process (s) 
T Mean residence time in a continuous reactor (s) 
V Reactor volume (W) 

q Flow-rate of chemicals in a continuous syskm (M 31S) 

NAo Initial number of molesfor reactant A 
CA 0 Initial molar concentrationfor reactant A 
XA Fractional conversionfor reactant A 
XA 0 Initialftactional conversionfor reactant 
rA Kinetic equation as afunction of reactant A. 

In real reactive systems (i. e. with non-ideal mixing patterns) and systems 

formed by devices with different flowing properties, the chemical model is generally 

obtained by dividing the system into more simple ideal reactorS63 . Hence, a system 

like the batch reactor plus sampling loop could be considered as formed by the main 

reactor itself, considered as an ideal reactor, and the loop, which is equivalent to a 
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plug reactor whose longitude is given by the dimensions of the sampling loop. 
Finally, the equations in the model will depend upon whether the reactor is a batch 

system or a CSTR (Continuous Stirred Tank Reactor)2. 

a) Batch reactors 

With batch reactors, the differences between the reactive evolution of the 

mixture that remains in the reactor and the sample that flows in the sampling loop 

system are likely to be negligible. This is due to the fact that, in theory, the chemistry 
in the vessel (described by the design equation of a batch reactor) is equal to that of 
the sample flowing through the loop (described by the design equation of a plug flow 

reactor)62,63 . This is only true if the mixing inside the rýactor and the plug flow 

properties in the loop are close to ideal63. In the case of CSTR, even in theory and 

considering ideal reactors, the evolution of the reactive mixture is different to that of 
the sample flowing through the loop. Therefore, chemical Todelling is more crucial 
for CSTR systems than for batch systems2. 

b) CSTR reactors 

As mentioned above, in a CSTR plus sampling loop systems the reactive 

evolution of the sample in the sampling loop system is always different to that of the 

mixture that remains in the reactor62,63 . 
Therefore, if this difference in evolution is 

wanted to be minimised, the volume of the tubular sampling system should be as low 

as possible and the flow-rate as fast as practicable, provided that the superisokinetic 

conditions do not affect the sampling collection in the particular design of sampling 

device 2. These conditions mean that the sample is collected with a minimun dead 

time and is more representative of the content in the reactor at the time of sampling. 

Some studies9 have proposed a maximum dead time of 30 s for sampling systems in 

reactors in order to obtain highly representative samples. 

The particular features of CSTRs force the, engineer to take special 

considerations for the design of sampling systems. TN ideal model for CSTR 

postulates that the feed mixture gets the final conditions a$ soon as it gets into the 

reactor. This assumes that ideal flow patterns of perfeqt mixing are present63 . 
However, there are cases that cannot be handled by these assumptions since the flow 

patterns are not close to these extreme limits. This can be caused by such aspects of 
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real equipment at comers, baffles, and so on, that can lead to stagnant regions, or non- 
uniform flow paths that can lead to bypassing of fl uid 62,63 

.A sketch of the 
abnormalities in the flow inside the reactor due to bypassing is shown in Figure 3.9. 
This modifications of the flow patterns due to the bypass flow of certain elements of 
fluid may alter the required paralleling of the flow streamlines and the sample probe 
at the point of sampling2 . However, these bypass flow pAhways are usually forced to 

run near the wall at the impeller plane 63 
. Keeping our sample probe carefully away 

from the wall should be enough to overcome the problem 2. 

Bypass flow 

-0 Mixing flovv 

Figure 3.9. Non-idealflow patterns due to bypassing in CSTR systems 

1.5. Implementation of a NMR spectrometer for on-line analysis 

In the NMR technique the magnetic moment (nuclear spin) present in e. g. the 

hydrogen nuclei are aligned in a magnetic field. Application of it promotes nuclei to 

an excited state. The excited nuclei generate a small and oscillating magnetic field 

which induces an alternating voltage in a detection Coil64 . 
The area of this signal is a 

direct measure of how many nuclei of any specific type are present in the sample. 

NMR is well suited to a variety of process control and quality control 

applications. Its capabilities for chemical selectivity and its non-destructive character 

have attracted interest for process and quality control applications since the 1950's 

and 1960' S65 . 
The non-destructive character of NMR rendýrs it specially attractive 

from the point of view of having the NMR sample available fýr other subsequent tests 

or returning it to the main production line 2,65 
. 
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The fact that NMR experiments are usually performed at or near room 

temperature (although much higher or lower temperature's can be used if desired) is an 

advantage with respect to GC methods for monitgring thermally sensitive 

components. Another good point of the NMR tephnique is that, unlike 

chromatographic methods, it does not use dangerous sojvents as no dilution is 

needed 
64 

. However, the greatest advantage of NMR over g4 
's 

chromatography is the 

much lower analysis tiMe66. In fact, the time of analysis is within an acceptable time 

scale (seconds or minutes) depending on the sample. 

Besides all of these considerations, NMR is in principle applicable to a wide 

range of sample forms and sizes, so that representative samples of most processes can 

be examined. Finally, another advantage of NMR for process control is that relatively 

trouble-free and rugged spectrometers can be designed, which do not require highly 

specialized personnel65,67. 

However, there are also some disadvantages that h4ve limited the popularity of 

this technique in chemical plants. The most important is the high cost of the NMR 

instruments,, sometimes 5 to 10 times higher than other techniques available for 

process analysis65. For NMR analysis the running costs are low, though" . 
Finally, the 

NMR technique is much less sensitive than others such as 11ý spectroscopy 69 
- 

Although the use of NMR for control applications iý scientifically still in its 

infancy in many respects, the literature in this area is already voluminous, although 
65 

much of the most successful work is highly proprietary and therefore not published . 

1.1. Features of a NMR system for on-line analysis 

There are essentially two different types of modem NMR strategies for use in 

process control65,67: 

* Time-domain strategies, which distinguish one compoRent from another by means 

of differences in behaviour in the time domain and do opt require high-resolution 

magnets, typically using low-field permanent magnets. 

Frequency-domain strategies that depend on distinguishing resonances according 

to chemical shifts and require high-resolution magnets, often based on high-field 

superconducting magnets. 
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Some authors divide this latter alternative into two types depending on 

whether the high resolution instrument is used in a laboraýpry in the plant for at-line 

tests or the spectrometer is specifically designed for on-line 4nalysiS66. 

High resolution instruments are more expensive and less rugged, although they 

are sometimes demanded for at-line applications. They also require more specialized 

personnel. These reasons have made low-resolution spectrometers have more 

potential than the high resolution models (either high-field or low-field) for on-line 

analysiS65,67. In process applications a permanent magnet operating at less than 100 

MHz is preferred over cryogenic magnetS70. 

One obstacle to the potential growth of time-doxnain process NMR is the 

tendency for some of the instrument manufacturers to exAect the applications to fit 

their instruments, rather than developing instruments to match the potential 

applications. The most specific aspects of process NMR instruments are related with 

the probe design and the sampling requirementS65,66. In fact the sampling system is the 

most important modification that a NMR spectrometer has to undergo for use in on- 

line analysis. There are two main approaches to achieve this: 

" Either the NMR probe is filled with the material to analyse and the flow is stopped 
71-73 for analysis 

" Or the sample flowing at a slow rate is analysed using flow NMR with cells 

provided with premagnetisation regions and ways of averaging the spectra 

obtained at different time intervalS65,67. 

Flow NMR presents an advantage over stoppeO flow measurements as the 

NMR result represents the average signal of a large amoupt of sample from the flow 

across the probe during the time of the measurement. Therefore, flow NMR partially 

resolves the problem of sampling in heterogeneous materials and could avoid the 

necessity to construct large sample probes, which also require costly magnet 

modificationS67 . 
However, if the sample is heterogeneous, both the first and the 

second alternative could allow the different phases to separýte out if the flow-rate is 

very low thus affecting the analysis. Neudert et aL73 applied the stopped flow 

technique successfully for heterogeneous systems although they noticed a high 
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variability in the results. However, they did not giNe clear indications of how 

heterogeneous the system that they used was. 

The work in flow NMR started in the early 195(1§. In 1951, Suryan showed a 

linear increase in signal amplitude with an increase in flow rate as an aqueous solution 
70 74 

passed through a simple NMR device 
. Mclvor presented in 1969 one of the first 

designs of NMR flow cell and highlighted that the technique had advantages over the 

use of static samples. He observed that flow NMR enablýs higher radio frequency 

power to be used without fear of saturation. This leads to #n increased accuracy in 

quantitative analysis. However, he noticed some disadvantages, the most important 

being the loss of resolution which made the observation of small couplings difficult to 

resolve at that time due to the lack of statistical techniques th4t are now available. 

In flow-NMR analysis, a sample stream flows through the magnetic field. The 

magnetic nucleus of the sample "line up" with the magnetic field direction. Once 

aligned, they are pulsed with radio frequency waves to move them off their aligned 

axiS75-76 . 
The amount of the deflection and the time tQ return to alignment are 

determined by the sample's molecular structure. The resýlting realignment of the 

molecules in the magnetic field sends a radio frequency signal back. This signal is 

transformed into a spectrum showing chemical species and their concentrations. 

Multiple pulses are averaged and the analysis is available within minutes or even 

seconds 
76 

Early flow NMR work was time-consuming and tedious, in part because of the 

absence of high-speed data processing capabilities. The greater computing power of 

workstations and PCs today have made it possible to substantially reduce the time 

between data collection and data reporting70 . This has been crucial in the 

implementation of NMR for on-line analysis. Also, chemometric techniques can be 

used to extract the desired information from the often corýyoluted spectra provided by 

low-field flow NNM spectrometers. These techniques use lbathematical and statistical 

methods to enhance the productivity of chemical experimentation66,69. 

There are numerous instrument vendors that manufacture and sell instruments 

designed for control applications. All of these instruments, have been based on low- 

field magnets (20-60 NIHz proton resonance frequency) with most of them not 
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capable of high-resolution performance 
65 

. For many years Bruker Instrument 

company has been the worldwide leader in vending control NMR spectrometers with 
its Minispec serieS65'77 (see Figure 3.10). Other important manufacturers are 
Foxboro 76 

, Resonance Instruments,, Process Control Technology and Oxford 
Instruments 69 

. 

Figure 3.10. LowfieldNMRfrom the Minispec series" 

Low field NMR spectrometry has been used extensively in a variety of 

industries,. mainly in those involving the manufacture of food, pharmaceuticals and 

petrochemicals. Examples of applications include the. determination of moisture 
69 

content,, fat content,, hydrogen content and fluorine content . 
Polymer manufacturers 

can use low-field NMR measurements for determining ViSCoSity7O. NMR can also be 

used to determine flow rates and study other related phenomena such as velocity 

distributions and profileS69'78 
. 
Finally, high-field NMR combined with HPLC has been 

extensively used in the pharmaceutical induStry69. 

1.5.2. Problems: flow-rate, probe design and temperature conditioning 

A NMR system enclosing the production line would offer the best 

performance as it would avoid the use of special sampling devices. However, this is 

not suitable for physically large samples which would require a large and expensive 

magnet. In these cases, a side-stream solution diverted from the main line through a 

smaller magnet is normally used 67 
. 

This approach (adopted in our sampling loop 

SySteM)2 assumes that the sample has the same characteristics as in the main stream,, 

which is usually valid for liquids or solids with low viscosity. With viscous samples 

laminar flow can be produced due to the low flow rate used in the line. This may lead 

to separation of phases and therefore affecting the NMR results. If this occurs, the 

concentration obtained with the NMR measurement would change continuously with 

time. 
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Many probe designs incorporate a premagnetizatjon region that enables the 

spins to be completely polarised prior to reaching the deteqion region. This produces 

a larger signal69. In a continuous or a stopped flow experiment premagnetization of 
the sample occurs as the sample flows through the magnet before the detection flow. 

For quantitative measurements, all sample nuclei must be completely premagnetized 

prior to observatioh67 . The faster the flow rate the lower is the magnetization time 

producing lower intensities and poorer quality spectra. H9wever,, the faster the flow 

rate the less saturation effects are observed and the intensity is higher. Therefore, 

there is an optimum value for the flow rate where the intensity reaches a maximum 
level. This is shown in Figure 3.11. 
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Figure 3.11. Intensity of the NMR signals as afunction o4f theflow-rate 67 

The NMR cell is the conduit through which the process stream flows, and 

therefore it must be able to withstand temperatures and pressures, some of which are 

extreme. The standard glass-lined cells are suitable in low-p; ressure, low-temperature 

applications, but as the pressure and temperature increase, Materials such as Teflon, 
J1 

Kel-F. or other nonhydrogen-bearing non-metallic materials must be used 70 

The physical properties of the stream are a factor in determining the diameter 

of the cell. Standard 5-mm-diameter NMR tubes are suitable for low viscosity liquids 

containing a significant number of protons. Larger diameters 6-25 mm are used for 

streams of high-viscosity materials or solids as they allow easier passage as well as 

assist in providing larger sample volumes for an enhanced signal-to-noise rat, 070. In 
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addition, the flow-cell material must not react with the chýmical process and must be 

resistant to fouling, corrosion or adherence by chemicals. 

In the design of continuous-flow NMR probes thý geometry of the cell is 
important. The flow cell should enable laminar flow and wýll (memory) effects must 
be avoided. To aid laminar flow the cell should be held velically and with the flow 

going against gravity to avoid the presence of air bubbleS69. Iý is said 67 that the sample 
flowing through the NMR instrument must be in equilibriuýn with its environment. 
These equilibrium conditions involve a regular laminar flow for liquids, no thermal or 

concentration gradient, and a constant packing for solid samples. If the NMR cell is 

broader than the connecting line, then a gradual tapering of the NMR cell helps to 

avoid the formation of eddy flows and therefore turbulenceS69. 

The low-field magnets are usually constructed of rate-earth materials and can 
be affected by temperature variations that produce frequency drift, making 

temperature control of the magnet critical. To avoid this, a system "lock" to a specific 
frequency (either by software routines or by hardware design) is normally used 70 

. 
The 

low-field NMR produced by Foxboro is reported not to affect the results when the 

sample temperature fluctuates 76 
. 

However, while the effect of the variation in the 

temperature of the magnet can be reduced with the use of lock channels, that due to 

the variation in the sample temperature can not easily be elýminated 79 
. In fact, some 

authors have reported difficulties due to the lack of tempergure control that led to 

erroneous results in the case of heterogeneous or strongly exothermic reactionS73. 

Regardless of sample type, one precaution that is essýntial for maintaining the 

integrity of the magnet-probe assembly is the removal, of any ferromagnetic 

contaminants from the sample before it enters the NMR probe. Otherwise, the 

homogeneity of the permanent field is destroyed, thereby rendering the NMR analyser 

uselesS70 . 
The use of in-line self cleaning filters that are capable of working 

continuously can be implemented in the sampling line if required"O. 

All of these flow, probe design and temperature factors must be carefully 

considered when the NMR system is to be implemented in the sampling loop for on- 

line NMR analysis of the processes carried out in the reactor system. Therefore, the 

implementation requires sample conditioning to deliver the sample at the conditions 
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of temperature and flow-rate needed for NMR analysisý. The adjustment of the 
temperature is not covered in this work since the analysis of the effect of temperature 
in the response of the low field NMR instrument was one of the aims of other 
projectS2,79 . 

In terms of flow-rate, a low flow-rate (0- 100 ml/min depending on the 
heterogeneity of the sample) through the NMR ce1179 is needed in order to get an 
acceptable response from the system and retain an appropriate retention time of the 

sample in the magnetic field. These flow rates are considerably smaller than those 
I used to achieve the isokinetic conditions needed to get representative samples from 

the proceSS2. 

A flow-cell was already designed 79 according to the requirements highlighted 

above. A sketched of the glass (4 mm OD) flow-cell with premagnetisation region 

used in the experiments carried out in this work is shown in Figure 3.12. 

FRONT LEFT SIDE RIGHT SIDE 
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50 mm 3.5 nuR 

40 mm 
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20 nun 
40 mm 

240 mm 200 mm 
180 nun 

Figure 3.12. Glass NMRflow-cell used in the low-field NMR experiments79 

1.5.3. Solutions: subsampling and modelling of sampling systems 

There are two alternatives to solving the problem of flow conditioning for the 

implementation of on-line NNM spectrometry2. One is to change the flow-cell for one 

with a considerably larger diameter so that the flow-rate decreases as the sample 
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flows through the NMIR, instrument and remains long enough in the magnetic field. 
This alternative implies substantial modifications of the hardware of the NMR 
spectrometer and therefore was found not to be viable 79 

. The other possibility is to get 
a subsample from the sampling loop (that is assumed to contain a representative 
sample) at a lower flow-rate. Similar strategies are used with isokinetic probes used in 

particle size measurements that need a particular flow-rate through the instrument22. 

Sample collection from pipes is simpler than from chemical reactors as the 
flow-patterns are better defined 6,12 

. 
Besides, isokinetic sampling is not as important as 

in sampling from reactors as the orientation of the sampJing probe parallel to the 

streamlines is more feasible. An example of a probe configuration parallel to the 
direction of the flow is the fitting sketched in Figure 3.13. This second alternative to 

sort out the problem of flow conditioning was the one that was chosen for application 
in this project and is sketched in the Figure3.14. 

Figure 3.13. Connection fitting to extract a representative samplefrom a straight 

pipe-line in a direction parallel to theflow-streantlines 

In any case, as mentioned in the previous section, modelling of the sampling 
loop system can sometimes get away with problems of the non-optimum orientation 

of the sampling probe 2. If a robust model of the loop is *produced, the NMR loop 

system could be connected and samples could be collected straight from the reactor at 

a low flow-rate. These samples, obtained at non-isokimtic conditions, would not be 

representative of the process but their analysis could be corrected by using the 

sampling model. A study of the feasibility of using the model for this purpose is one 

of the aims of the study in the implementation of the NMR system for on-line 

analysis. 
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4. Control valve 
5. Off-line sampling valve 
6. NIVIR analyser 

Figure 3.14. Sketch of sampling loop plus NMR line 

1.6. Technical features of the fast sampling loop for chemical reactors 

The theory reviewed in the previous sections within this chapter constituted 

the basis for the design of the sampling loop for our batch reactor system 2. Full details 

of the final design are attached as an Appendix with calculations and sketches 

included (see Appendices 1-3). The following points summarise the main conclusions 

extracted from the literature review outlined above- 

The stirrer plane is the area where the flow patterns are better defined and the 

probe can be better orientated for representative sampling. 

The inside diameter of the sampling probe should be greater than 6 mm and it 

should be orientated horizontal between the stirrer blade and the reactor wall. 

The pump should be able to provide a flow rate at least equal to that which 

determines the isokinetic sampling conditions. This depends on the stirring speed 

used in the process. 

A secondary loop will take a sample from the main sampling line (where the flow 

patterns are simple and well defined) and render it to the NMR system at a flow- 

rate within the range 0- 100 ml/min. 
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Temperature conditioning of the sample can be covered after the effect of the 
temperature over the NMR signals is assessed. 

3. Experimental and Results Obtained in the Area of Sampling 

This section summarizes all the experimental work and results obtained in the 
testing and optimization of the sampling system. The sampling loop was built 
following the guidelines described at the beginning of the chapter. The section begins 

with a brief description of the problems faced in the initial stages of construction. The 
improvements implemented over the original design are also described, as well as the 

standard sampling procedures needed for the correct use of the sampling system. After 

this, the modeling experiments and calibration tests are outlined for the case of 
physical and chemical processes. At this stage, the results obtained in the use of the 

reactor facility in kinetic and thermodynamic experiments are also described. Finally, 

the results obtained in the implementation of the low-field NMR system using the 
loop are covered at the end of the chapter. 

I. Construction of a fast sampling loop and initial tests 

Three different versions of the loop were built. The first prototype was 

constructed using 316 stainless steel pipe work with an air driven pump made of the 

same material. Problems with corrosion were detected iRthe 316 stainless steel alloy 

when crotonic acid was used as reactant and concentrated sulphuric acid was added as 

the catalyst. Therefore, the tubing was substituted by corrosion resistant PTFE lines 

connected by glass fittings. The pump was replaced by a Ritchie & Mackenzie PTFE 

cased centrifugal pump (Reference number B25-AO)81. Its technical specifications 

meet the requirements listed in Appendix 2. In addition, the stainless steel stirrer 
82 inside the reactor had to be replaced by a home-made PTFE stirrer 

The use of glass fittings with quick-fit connections caused great concern about 
3 

safety in case pressure built-up in the system caused the fittings to pop_off$ 

Therefore, these connections were replaced by PTFE fittings with compression 

ferrule-type connections that withstand pressure conditions 84 100 psig, higher than the 

maximum pressure that can be reached in the system (less than 5 PSig)2 . The much 

higher cost of these new fittings was the reason why the glass connections were 
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installed first and their performance was carefully analysed. The high quality of the 

new connectors and their capacity to withstand relatively high pressure conditions led 

to the decision of not using the high pressure relief valve initially designed. The high 

cost of this element also contributed to taking this decision of not building the 

pressure relief line. Instead, other safety measures were adopted. For instance, 

collecting trays with absorbent pads were installed underneath each of the reactors 

and the pump in the 10OP85 
. 

Furthermore, a ball-valve toý isolate the loop in case of 
leaks and a safety switch were installed to disconnect the pump in case of material 
failure in the connections". 

Finally, the use of pressure indicators in the line-s was avoided for economic 

reasons and due to the fact that this element was found not to be essential for the 
initial versions of the sampling system. The use of a flow-meter in the NMR loop was 

also avoided as the flow-rates in this line were fairly low (in the range of 0-100 

ml/min) and could be easily measured manually (i. e. measuring the volume flowing in 

the loop in a certain period of time). The final version of the sampling loop is 

sketched in Figure 3.15. 

6 

Sampling loop (main line) 
NMR line 

16t 

1. Reaction vessel 4. Control valve 
2. Pump 5. Off-line sampling valve 
3. Flow-meter 6. NIVIR analyser 

Figure 3.15. Sketch of sampling loop withoutpressure relief line 
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3.1.1. Dead volume and sainpling procedures 

The dead volume was determined by adding water to the loop and measuring 
its volume. The results and the preci III iment sion obtained in the replicates of this experi 
are summarised in Table 3.3. As can be observed,. the total dead volume constituted 
11.6% of the total volume inside the 5-L reactor system (normally 4 litres). It should 
be mentioned that the sampling system was designed regardless of the volume of the 

reactor. Therefore, this dead volume would be the same if the device were to be used 
in bigger industrial reactors. 

Table 3.3. Dead volumefor the differentparts of the sainpling loop system 

Pump 
_ 

150 5 
ý7Ne 12 

Flow-meter 80 3 
Main loop pipe-work 121 4 
AMR loop pipe-work 85 ±3 

AMRflow-cell 15 ±1 E 
Total samphng loop system 463 ±8 

The standard protocol for the use of the loop started off by opening the 

isolating valve at the sampling probe and switching on the pump. The samples could 

be collected through the off-line port or via the NMR loop where the flow-rate could 

be controlled using a needle valve. For off-line sampling, the most representative 

sample would be obtained when the valve is fully opened at the time of sampling. 

This is due to the fact that only in this case is the collection parallel to the flow 

streamlines in the 10OP2 
. However, this is not feasible when high sampling flow-rates 

are used to achieve isokinetic conditions. Therefore, a small sampling error was 

produced by proceeding in this manner. Later on this report it is proved that this error 

is not so important when sampling from straight pipe-lines, where the flow-patterns 

are well defined. When sampling from agitated vessels the orientation of the sampling 

probe is more crucial as the flow-patterns are not well defined and the turbulences in 

the system may even produce a change of patterns with time 
2. Results in the literature 

confirmed these factS4,6. 

The sampling experiments were stopped by switching off the pump before 

closing the isolating valve. Part of the content remaining inside the loop was 
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drained out through the off-line port and NMR loop. The rest of the liquid still in the 
loop was located inside the pumping chamber. This could be drained by opening a 
hole (normally blocked with a screwed-on stopper) at the bottom of the casing of the 

pump". As this orifice was difficult to access, it was found to be easier to disconnect 

the pump from the loop and drain the content of the loop and pumping chamber into 

the collecting tray with absorbent pads. The little dead volume remaining inside the 

pump was removed by turning the pump upside down. The loop had to be carefully 

cleaned with acetone before it was assembled and used again. 

As the continuous assembling and dissembling of the loop might have 

damaged the connections in the 10OP82 the system had to be tested periodically for 

leaks using water. Those connections that were damaged during the cleaning stage 
had to be replaced to avoid material failure in the lines. This undesired effect was the 

consequence of using soft PTFE in the loop and could be avoided by improving the 

access to the bottom draining hole in the pump so that can be used for draining instead 

of dismantling the loop. 

1.2 Calibration of theflow-meter 

It has been mentioned previously that one of the most interesting sampling 

experiments is the study of the effect of sampling velocity on the quality of the off- 

line samples 2. This study is one of the most important analyses leading to the 

development of a reliable sampling system. In order to know the flow-rate (related to 

the sampling velocity) in the loop, a prior calibration of the rotameter implemented in 

the line was needed. The stainless steel float in the original flow-meter was replaced 

by a PTFE float to avoid corrosion problems. As Teflon is lighter than steel, the new 

float had to have a smaller diameter in order to be used in the rotameter to measure a 

similar range Of flOWS82 
. 

Therefore, after this replacemelA, the flow-meter needed to 

be recalibrated. The new PTFE float had to be constructed with the faces well 

machined to avoid air bubbles getting attached to the float and therefore modifying 

the reading obtained on the meter. Moreover, the symmetry of the float had to be 

maintained since the smaller diameter of the PTFE float would have made the float 

oscillate too much, affecting the reading. Another way to, sort out this symmetry and 

oscillation problems would be to construct a float with a larger diameter and make it 
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82 heavier by using a steel float covered in PTFE 
. 

The easiest and safest way to carry out the calibration of the flow-meter was to 
perform a direct measure of the volume being delivered in a certain period of time for 

the different marks of the scale of the meter. This had to be carried out with water as 
the flow-rates within the isokinetic range were fairly large (normally in the range 0-10 
I/min) and splashes of liquid were likely to occur with these conditions. Calibration 
information for other liquids that are more hazardous can be obtained in two ways. 
Either by using in-line clean non-invasive measurement systems to measure the flow- 

rate (e. g. hot wire anemometers or magnetic meters) 86 or from results obtained with 
water are extrapolated to the new substances. This latter method was the one adopted 
in this work and is described in the following section where the results obtained for 

water and other mixtures are presented. 

a) Calibration with other liquids and mixtures 
When hazardous mixtures are used it is advisable to avoid the direct 

calibration of the flow-meter and correct the parameters obtained for water using the 
density of the new system. In the most common rotameters or variable-area flow- 

meters,, a float, moving vertically within a linearly tapered tube, exposes a variable 

area to the flow. At design conditions the differential press'pre remains constant across 
the float, because buoyant and weight forces are constant and the float height changes 

to expose the area that satisfies Bernoulli's equation 87: 

Pf 
(v 2 

-V 
2 
f 

Pfl 
-pf2 

2g 
f2 1) 

where (see Figure 3.16): 

Pf 7 Pressure at the inlet of the meter (kglm2) 
Pf. 2 Pressure at the equilibrium point (kglm2) 
Pf Density of thefluidflowing in the meter (kglm3) 
Vfl Fluid velocity at the inlet of the meter (Mls) 
Vf2 Fluid velocity at the equilibrium point (Mls) 
9 Acceleration of gravity (M42) 

Eq. 3.9 
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Figure 3.16. Area and velocity nomenclature in a variable-areaflow-meter" 

The flow area between the tube and the float is then an indication of the flow- 

rate. Since the float height is a linear function of the flow area, visual observation 

allows the flow-rate to be observed. Using Bernouilli's equation and considering the 

static pressure acting downwards, the total pressure acting, upwards and the variable 

flowing area, the following equation can be obtained for the flow-rate across the 

86-88. meter 

2g, Vfl 
qf K VA 

Aý 
pfl 

-1 Aa Eq. 3.10 
P 

rf 

where- 

qf Flow-rate for a particularfluid (m31s) 

KvA Flow coefficient to correctfor thefactors not included in the analysis 
9 Acceleration of gravity (Mls, 2) 
Vfl Float volume (W) 

Afl Float area (W) 

Pfl Density of thefloat (kglm3) 
Pf Density of the particularfluid (kglm3) 
Aa Annular area between thefloat and the tube wall (W) 

If this mathematical expression for water is divided by the same equation 

when another mixture is used,, the following equation can be obtained which relates 

the flow of any fluid with the calibrated flow-rate of water89 

qW (Pfl - P. ) Pm 

qm P. (Pfl - P') 
Eq. 3.11 
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where- 

q1v Flow-rate qf water 
qi, Flow-rate qf the mixture 
Pf Density qf the rotameterfloat (pf = 1.984 glcm3fior the PTFE. float) 
Pul Density qf water 
Pin Density of the mixture 

It is therefore clear that there is a density correction associated with the change 

of fluid. Viscosity corrections are difficult to calculate and can be neglected when the 

values are not too different for the two fluid S86,87. Usually, the value of viscosity 
below which no correction is required , is provided for a particular float design. This 

number is called the viscosity immunity ceiling 87 
. 

It could not be found in the 

literature for the float design used in this project. 

The experimental results obtained for the flow-meter calibration with water are 

presented in Figiire 3.17 along with the theoretical calculations for toluene (density = 

0.867 Kg/m'), saturated sodium carbonate in water at 30'C (density = 1.375 Kg/M3) 

and a 1% weight/weight suspension of glass beads in water (density = 1.013 Kg/M3). 
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Figure 3.17 Flow-meter calibration plots. /or water, toluene, saturated sodium 

carbonate in water and I% glass beads in water 
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3.1.3. Heat transfer in the loop 

The majority of the processes carried out in the reactor system were 
isothermal58 . Therefore, it was of interest to return the unused sample from the loop to 
the reactor at a similar temperature to that which it had when the sample was extracted 
from the vessel. In order to achieve this, an insulation system had to be designed (if 

needed) to avoid the heat losses in the loop. This design basically consisted in 

working out the radius and heat conductivity features of the material to be used as an 
insulator2. Another important consideration at the time of designing the thickness of 
the insulator can also be the cost of the insulator 60 

. 
With a simple energy balance between the two ends of the sampling systen-4 it 

could be worked out how the heat losses in the loop produced a decrease in the 

temperature in the fluid flowing through the pipe. The basic chemical engineering 

equations and calculations for the design of the insulation are described in Appendix 

2. The results showed that even with a very small thickness of insulation the 

temperature at the return point was very similar in value to that at the sampling point 
(99.99% of this value)2. 

In other words, theoretical calculations showed that the temperature drop in 

the sampling system could be considered as negligible provided that the flow-rate 

through the loop was not extremely low. However, these theoretical hypothesis 

needed to be verified experimentally and, for this purpose, several experiments 

involving the heating and cooling of water in the system were performed. In these 

experiments, the heating capabilities of the system were analysed with and without the 

sampling loop. Several flow-rates were applied in the loop and the temperature at the 

return point was monitored for comparison with that of the mixture inside the reactor. 

Four litres of water were used in the experiment. In Figure 3.18 the temperature 

profiles for these heating experiments are plotted. The set-point for the jacket 

temperature was a constant value of 900C. A short discussion about these profiles is 

given opposite Figure 3.18. 

It can be seen that in both of the cases (with and without the loop being used) 

there were considerable heat losses that did not allow the system to reach the 

temperature set for the jacket. Also, the heat losses in the loop were not found to vary 

with the flow-rate of the sample through the loop. 
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Figure 3.18. Tem erature profiles for a heating experiment (set-point for jacket 

temperature 90'Q with and without the main sampling loop 
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Figure 3.19. Temperature profiles for a cooling experiment (set-point for jacket 

temperature 200C) both using and not using the main sainpling loop 
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Similar experiments were performed when the water was cooled with a jacket 

temperature set-point of 20T. Results are plotted in Figure 3.19. It can be seen that 

there was a heat gain in the system when the sampling loop was working. The release 

of energy was probably due to friction in the pump and in the pipe-work and did not 

allow the system to reach the temperature set for the jacket. The fact this heat gain 

was slightly higher for faster flow-rates supported this argument. 

a) Modelling of the heat transfer in the reactor system 
The empirical temperature profiles obtained in the heating and cooling tests 

described above can be used to develop a mathematical model of the heat exchange in 

both the reactor only and the reactor plus the sampling loop system. These models are 

of interest for control purposes where the heat losses are needed in order to design 

temperature control systems for the reactor facility. However, the models were only 

relevant for the sampling work described in this thesis when a reaction was carried out 
in the process. 

In fact, later in this chapter, an example of this type of modelling is covered in 

more detail for the crotonic acid esterification reaction. In this case., the modelling 

work assisted the studies of the effect that the sampling system had over the kinetics 

of reactive processes. In conclusion, only with exothermic or endothermic reactions 

could the heat losses produced in the sampling loop affectl the normal evolution of the 

reaction and needed to be carefully considered 2. 

b) Insulation of the loop 

From the profiles presented above, it has been shown that there were 

appreciable heat losses in the loop as well as a heat gain that was more significant at 

low temperatures. However, it should be remembered that there were also 

considerable heat losses in the reactor system without thq loop and that these losses 

did not affect the capability of the system to maintain a desired temperature in the 

mixture for reactions at constant temperature. Therefore, although the system took 

longer to reach the set-point for the temperature of reaction, once it got there, the 

reactor system was perfectly capable of maintaining a constant reactor temperature 

in the system. This is shown in Figure 3.20 where the temperature profiles of a 

heating experiment with water (set-point- 95'C) are compared with and without the 

loop. In both cases the system was capable of reaching the set point, although the 
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heating rate was slightly lower when the sampling loop was working. Similarly, for 

experiments at low temperature, the fact that a heat gain existed did not imply that 

temperatures below 26'C could not be set for the reactor mixture when the loop was 

working. This temperature set-point could be perfectly reachable but, to achieve this 

purpose, the control system would need to set a lower temperature for the oil in the 

jacket than in the case where the sampling system was not working. 

100- 

? Iýpoýqfi hýj A, _oý 

80- 

60- 

(D CL 

E 
40 - 

20- 

Reactor only 
Reactor + Sampling loop 

0-1 111111111 
0 10 20 30 40 50 60 70 80 90 

Time / min I 

Figure 3.20. Temperature profile for a heating experiment (set-point for reactor 

temperature 95C) using and not using the loop 

in conclusion,. both the reactor only and the reactor plus the sampling loop 

system produce heat losses that made it impossible to reach a temperature inside the 

reactor similar to that set in the jacket. However, the processes of interest for this 

project were carried out at a constant temperature set-point for the contents in the 

reactor and this could be achieved regardless of the heat losses reported above. 

Therefore,, no insulation was implemented in the reactor system or the reactor plus the 

sampling loop system at this stage. Should the insulation be needed for future 
2 

experiments, the guidelines and key points outlined in this thesis should be followed 
. 
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3.2. Evaluation and modelling of the sampling system 

It has been already been mentioned that even if a sampling system is optimally 
designed to get representative samples, factors such as sampling velocity can affect 

the performance of the system. An interesting exercise can be the modelling of the 

particular sampling system to define how parameters such as the sampling velocity, 
density of the different phases in the mixture and temperature affect the 

representativeness of the samples collected with the sampling device. The advantage 

of such a model is that, provided of the model is robust enough, no need for careful 

control of isokinetic conditions would be necessary, as any non-representative sample 

collected at non-isokinetic conditions could be related to a representative sample by 

using the model. Similarly, the effect of other variables could be predicted and the 

analytical information could be corrected using the model equations. However, the 

development of such a model is very time consuming and often its necessity is not 

justified. Furthermore, these models are exclusive to the particular type of sampler 

used in the process and the conditions present in the process (e. g. composition, 

particle size, type of stirrer, type of vessel, range of stirring speeds, range of 

temperatures, etc. ). Therefore the development of a general model of the sampling 

loop system was out of the scope of this project. Nevertheless, this work was 

concerned with the analysis of the effect that some of the physical and chemical 

variables had over the quality of the samples obtained using the fast loop designed for 

the implementation of NNM analysers. 

This simplified modelling work was therefore focussed on the testing of the 

designed sampling system. This design was based in the rq. viewed work on sampling 

and information collected about other sampling prototypes ip the market. If during the 

modelling experiments a specific variable is found to affecý considerably the sample 

collection, an univariable model could developed to corrNt its effect. Finally, the 

ultimate goal in the project was to ensure that an adequate sample was being delivered 

to the NMR instrument implemented in the sampling system,. 

3.2.1. Physical modelling 

The physical model of a sampling system relates the quality of the sample with 

the physical parameters that affect the sample collection. As already mentioned there 
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are man-y physical variables that affect sampling, such as sampling velocity, stirring 
speed, sampling point and orientation of the sampling probe, shape of the sampling 
probe, type of mixture, ratio of the different phases, particle size, type of stirrer, type 
of vessel, and range of temperatures used in the process. It is therefore clear that a 
complete modelling study considering all these factors is complicated, time- 
consuming and of little industrial interest. Hence, this work was focussed on the effect 
of the two most important variables affecting the particle collection: sampling velocity 
and stirring speed. The rest of the variables were normally fixed by the conditions in 

the process (e. g. temperature, type of stirrer, type of mixture etc. ) or by the parameters 
of design (e. g. location of sampling point, orientation and shape of the sampling 
probe, etc. ). Nevertheless, some attention was also paid to some of the other 
parameters such as the location of the sampling point, type of the stirrer, type of 
vessel (i. e. use of baffles) and type of mixture, to check the effect of them on the 

sample collection. 

In this work,, the experiments to study the quality of the samples were carried 

out in two different systems. It should be mentioned that in reactor vessels, the quality 

of the sample was usually measured as the withdrawal-bulk concentration ratio, which 

is commonly known as sampling efficiency. Initially, some tests were performed in 

the 5-L reactor system. However, this facility did not ofEer the flexibility that was 

expected in terms of variable speed for the stirrer or interchange ability for different 

types of agitators. In fact, mechanical problems in the stirrer motor led to failures that 

forced us to look for alternative devices to carry out the experiments. Therefore, the 

majority of the experiments were performed in a 5-L beaker (see Figure 3.21) that 

was intended to simulate the conditions in the reactor. A flexible Heidolph RZRI 

stirrer head motor was used for varying the stirrer speed and trying different types of 

stirrers. A complete description of the features of this alternative system are listed in 

Appendix 4. The conclusions extracted from the work with this vessel were 

extrapolated to the usual sampling and reactor system where some improvements 

were implemented. 

80 



Chapter 3: Sampling studies in batch reactors 

,I 

Figure 3.21. General view of the two 5-L beaker system and its two sampling ports 

a) Isokinetic velocity at different stirring speeds 

As stated above, the most interesting modelling experiments were those that 

give information on how the sampling and stirring velocities affect the sample 

collection. However, prior to their performance, it was necessary to define the iso-, 

sub- and super-isokinetic sampling conditions that were present in the system. In other 

words,, the local velocities at the sampling point had to be defined for different values 

of stirring speed. In these experiments two different sampling locations were used- 

one at the stirrer plane (which is the optimally designed location according to the 

literature that has been reviewed) and another considerably above that region. Only 

one sampling probe orientation (horizontal) was used in both cases, as preliminary 

tests89 and literature reviews 2 showed that vertical probes are not good for sampling 

from stirred vessels. Two different vessel configurations were used to analyse the 

effect of baffles (which improve mixing) over the sample collection. The choice of the 

two sampling points was made for the following reasons- 

9 First , it was intended to prove that the stirrer plane was a better region for sample 

collection,, especially when the horizontal orientation was chosen for the sampling 

probe. 

9 Second,, the feasibility of modelling the sample collection at points where the 

sample representativeness is not good (e. g. at the point above the stirrer plane) 

could be studied. If this is found to be feasible, the idea of using these models to 
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correct the final analyser data in plants where poor designs of sampler are used, 
would be demonstrated. This is related to the fact that any non-representative 
sample that the non-optimised sampling system provides from heterogeneous 

systems could be related to a more representative value by using the model. 

Similar to the case of flow-meter calibration,, a safer approach for the local 

velocity measurements was to measure the performance In water first. Subsequently, 

the results obtained in water could be extrapolated to other fluids and mixtures using 
simple mathematical expressions and neglecting the compressibility of the fluids. 

i. Experiments with water 

As the local velocity can be related to the pressure at the sampling point by a 

simple mechanical energy balance, measurements of pressure at the sampling point 

were performed for different stirrers (see Figure 3.22) and stirring speeds. The effect 

of the presence and absence of baffles in the system were also studied. The 

relationship between the pressure (called impact pressure and measured with a simple 

manometer at the particular point) 86 and the local velocity at the sampling point is 

given by Eq. 3.12. 

-ý2gAh 

where- 

v Local velocity at the samplingpoint (mls) 
Gravitational constant mIS2) 96 

Ah Dýfference in height qf the liquid in the manometer 

Eq. 3.12 

u Figure 3.22. Different types of stirrers sed in the experiments (a) Flat 2-blade (b) 

Curved 6-blade (c) RoMor 3-blade (d) Pitched 6-blade 
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89 Preliminary experiments were successfully performed In the 5-L reactor system 
before moving to the 5-L beaker system. The manometer used for the measurements 

was a simple graduated L-shaped tube connected to the sampling port. In the absence 

of stirring the level of liquid in the tube was the same as that of the 3 litres of water in 

the reactor. With stirring, the pressure at the sampling point produced an increase Ah 

in the level of liquid in the L-shaped tube. The results obtained in this system can be 

observed in Figure 3.23 (sampling point at the stirrer plane, no baffles), Figure 3.24 

(sampling point above the stirrer plane, no baffles), Figure 3.25 (sampling point at 

the stirrer plane, with baffles), Figure 3.26 (sampling point above the stirrer plane, 

with baffles). 

Not only could the pressure measurements be used to calculate local velocities 
but they also gave an indication of the flow patterns that the different stirrer blades 

produced in the mixing vessels. For example, in the experiments with no baffles it 

could be observed that Stirrer (c) was the type that produced the lowest 
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Figure3.26. Pressure at the sampling point for different stirring speeds and type 

of stirrers: samplingpoint above the stirrerplane and with baffles 

pressure values (i. e. local velocities). This was due to the fact that this impeller 

impulsed the fluid towards the bottom of the vessel where it lost some of its energy 

and then ascended in the proximity of the walls. Stirrer (a), on the other hand, 

impulsed the fluid towards the wall at the stirrer plane where it also lost some of the 

energy and then both ascended and descended in the proximity of the walls. 
Stirrer (b) and Stirrer (d) produced an intermediate situation between the two cases 

described above. Consequently, the local velocities with these stirrers had 

intermediate values at the stirrer plane. Above this plane, both Stirrer (b) and Stirrer 

(d) produced the highest pressure values because the jets of liquid ascending beside 

the walls lost less energy than in the case of Stirrer (a) (where the energy was lost 

against the wall) and Stirrer (c) (where the energy was lost against the bottom of the 

vessel). 

The results were more difficult to justify if baffles were used due to the 

unpredictable turbulences produced in the system. Baffles improved mixing with 

these variable turbulences that had the side effect of decreasing the reproducibility of 

the results (i. e. larger error bars). It should also be highlighted that the experiments 
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with baffles resulted in lower pressure values than when the baffles were not used for 
both the sampling collection at and above the stirrer plane. Furthermore, there was a 
sucking effect that produced the pressure at the sampling point above the stirrer plane 
to decrease to a lower value than in the absence of stirring. This is observed in Figure 
3.26 where negative values are shown. 

Table 3.4. Results obtained in the regression analysis of the measurements of the 

pressure at the sampling point 

No baffles With baffles 

Sfirrer type Sfirrer plane Abv. stirrerplane S&rer plane Abv. sfirrerplane 

(a) Y=0.0172x-1.4449 Y=0.0062x-0.6238 Y=0.0038x-0.4285 Y=-0.0012x+0.1175 
R2=0.9802 R'= 0.9853 R2 =0.9908 R 2= 0.9966 

b Y 0.0147x-1.5321 = Y=0.0066x-0.5743 Y=0.0019x-0.1944 Y=-0.0022x+0.2479 ( ) R2=0.9826 R2=0.9944 R2 =0.9887 R 2= 0.9920 

Y=0.0084x-1.0012 Y=0.0051x-0.6948 Y=0.0040x-0.5647 Y=-0.0025x+0.3862 (C) 
R2 =0.9935 R2 =0.9862 R2 =0.9812 R2=0.9469 

d Y=0.0142x-1.3012 Y=0.0067x-0.5657 Y=0.0055x-0.7058 Y=-0.0027x+0.2535 ( ) R2=0.9912 R2 =0.9967 R2=0.9912 R 2= 0.9895 

Finally, it can be mentioned that in all of the cases the pressure at the sampling 

point (or equivalently, the local velocity) varied linearly with the stirring speed. The 

mathematical expressions obtained in the linear regression analysis carried out over 

the results are summarised in Table 3.4. This table also shows the regression 

coefficients (W) obtained in the statistical analysis, which were greater than 0.98 in 

most of the cases. The equations in Table 3.4 show the relationship (Ah=f(r-p-m-)) 

between the pressure at the sampling point and the stirring speed for each one of the 

conditions used in the experiments. Therefore, using these expressions the local 

velocity could be calculated as v= ý2-gAh 
. 

When the velocity values were 

multiplied by the cross sectional area of the sampling probe (diameter =6 mm), the 

sampling flow-rate conditions could be determined. M(hen analysing the results 

obtained in the sampling tests, it was preferable to work with isokinetic flow-rates 

instead of velocities as the former is usually a control variable being monitored with a 
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specific type of flow-meter. Figures 3.27 and 3.28 show how the isokinetic sampling 
flow-rate changed with the stirring speed when different stirrers, vessel configurations 

and sample locations were used. 

In Figures 3.27 and 3.28 it can be observed that at the stirrer plane almost all 

the data showed positive values for the flow-rate and a continuous increase when 
the stirring speed was incremented. However, this did not occur when sampling was 

produced above the stirrer plane when negative values were observed, although the 

absolute values always increased with the stirring speed. A positive value of the flow- 

rate means that the direction of the flow is towards the sampling probe. When a 

negative value was obtained, a suction effect was produced and the direction of the 

flow was opposite to the flow in the sampling probe (i. e. towards the centre of the 

vessel) which did not help sampling. The fact that negative values were obtained 

above the stirrer plane supports the configuration of the flow- streamlines 

Stirrer (a) 
AD- Stirrer (b) 

I- 

Stirrer (c) 
0.8- Stirrer (d) 

Stirrer (a) + Baffles 

-4- Stirrer (b) + Baffles 
000 C ---- Stirrer (c) + Baffles 

0.6- Stirrer (d) + Baffles 

m b- 
0.4- 

0 

C 
:20.2 - 0 
.D 

0- 1 
10 200 300 400 500 600 

-0.2 - 
Stirring speed / r. p-rn. 

Figure 3.2 7 Isokinetic flow-rate conditions at the stirrer plane when tlýfferent 

stirrer, vessel configurations and stirring speed are used in the 5-L 

beaker system 

87 



Chapter 3: Sampling studies in batch reactors 

0.8- 
-0- Stirrer (a) 

Stirrer (b) 

0.6- Stirrer (c) 
Stirrer (d) 
Stirrer (a) + Baffles 

0.4- -41- Stirrer (b) + Baffles 
Stirrer (c) + Baffles 

- Stirrer (d) + Baffles 

0.2- 
m 

0 
f4- 

.0 

0- 
1- ------ -------- -- -1 - ---------- --- -------------- 

a) 100 300 400 500 600 C 
_x 0 

-0.2- 

-0.4- 

-0.6- 
Sfirring speed / r. pm 

Figure 3.28. Isokineticflmv-rate conditions above the stirrer plane when dif 
. 
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stirrer, vessel configurations and stirring speed are used in the 5-L 

beaker system 

in systems with baffles proposed by Rushton". This is represented in Figure 3.4 

where the patterns followed a circular movement with the direction of the flow 

towards the centre of the vessel well above the stirrer plane. Finally, it should be 

highlighted that the absolute values for the isokinetic flow-rates were always higher at 

the stirrer plane than above this location. 

ii. Extrapolation to other liquids and mixtures 

The extrapolation of the results obtained with water to other mixtures could be 

made directly as the local velocity did not depend on the characteristics of the mixture 

being used. This could be observed in the theoretical Eq. 3.12 that relates the local 

velocity with only the gravity and the reading in the manometer. If a different fluid is 

used, the pressure at the sampling point changes as the weight of the liquid above this 

point also changes. However, the kinetic energy at this point does not vary as it only 

depends upon the stirring speed and the stirrer configuration. Therefore, the local 

velocity remains unchanged with the new fluid. Also, Ah, the difference in height 
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of the liquid in the manometer, does not vary either as the change in the weight of the 
liquid compensates the change in the static pressure at the sampling point. 

The empirical equation obtained by Rushton also proves this lack of 
dependence. Hence, equation Eq. 3.3 shows how the local velocity only depends upon 
the number of impeller blades, the ratio of the impeller to the tank diameter, the 
impeller diameter and the radial distance between the impeller blade and the tank 

wall. 

However, all of these arguments assume that the fluid is incompressible 

although little error is introduced when this is not the case so long as the velocity is 

not greater than 60 m/s. If the velocity is higher, the relation between the pressure and 
the volume of the gas must be considered 86 

. These conclusions also assume that the 
viscous forces are negligible in comparison with the inertial forces as the stirring 

mechanism was believed to operate under conditions such that the power consumption 

was independent of the viscosity44. Therefore, the effect that the change of the 

viscosity of the fluid had over the local velocity could also be considered negligible. 

b) Sampling at different stirring speeds, different sampling velocities 

At this stage the flows delivered by the pump in the sampling systems were 
defined and the isokinetic conditions were also known for the different stirring speeds. 
Therefore, the interesting experiments of studying how the quality of the sample 

varies with both the stirring speed and the sampling velocity could be carried out. The 

experiments were performed in the two systems mentioned above: 5-L reactor facility 

(preliminary tests) and 5-L beaker system (a more flexible device that allowed us to 

study a wider range of parameters). Besides, two different processes were analysed: 

systems with solids in suspension and liquid mixtures of two immiscible phases. 

i. Svstems with solids in suspension 

Initially, a saturated solution of sodium carbonate in water was used for 

preliminary experiments in the reactor 89 
. Good temperature control was crucial in 

these experiment as the solubility of the salt varied significantly with the temperature. 

The advantages of such a system were that blockages of salt in the lines were easily 

removable with hot water and the samples were easy to analyse by simple titration 

methods'39,90. However, several disadvantages were found that led to no further use 
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of this process. Deposits of salt were found to block rotameters and valves very 
frequently as the solution touched cold surfaces while flowing in the loop. In addition 

to this,, the grow of crystals in small cavities present at the bottom and side ports in the 

reactor was a potential cause of breaks in the glass surface. 

A process was chosen using a low concentration suspension of small glass 

beads in water. The results obtained in some preliminary tests in the reactor system 89 

are shown in Figure 3.29. In this test, the sampling velocity was varied using the 

same constant stirring speed. The mixture was a 0.75 % (weight/weight) suspension 

of glass beads (425-600 ýtm diameter) in water. Three replicate experiments were 

performed at identical conditions. The scattering in the results was found to be due to 

the presence of dead volumes and changes in the direction of the flow inside the 

sampling loop. When some of the changes in direction (two elbows and one tee) and 

dead volumes (in the sampling port being the samples collected at the return point) 

were removed from the sampling line, the results plotted in Figure 3.30 were 
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E 0.7- 

0.5 - 

0.4- 

0.3- 

SO. 2- 
Replicate 1 

0.1- 0 Replicate 2 

A Replicate 3 

---1 0.0-1 

8 9 10 11 12 13 14 15 16 

Sampling velocity cm s-1 

Figure 3.29. Percentage recovery of glass beads for a 0.75% glass beads-water 

mixture for three replicates of the same experiment when different 

sampling velocities are used89 
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sampling velocities are used and after some modifications in the loop 

were implemented" 

obtained. These results showed less scattering in the values obtained for the sample 

concentrations,, which were closer to the bulk value. It has to be borne in mind that,, 
for a particular sampling system, if the concentration values are not equal to the 

bulk concentration this is likely to be due to inefficient mixing. On the other hand, if 

there is a high deviation between replicates this is very likely related with the 

efficiency of the sampling system. However, a high standard deviation-mean value 

ratio in the results obtained in these experiments was expected as the concentration of 

particles was very low in these tests. 

Therefore,, from these preliminary tests it could be concluded that: 

9 The mixing efficiency in the 5-L reactors was quite poor due both to the type of 

stirrer used in the experiment (type flat 2-blade) and to the configuration of the 

vessels (with no baffles). 

9 The design of the sampling loop had to be improved in order to enhance the 

precision in the sampling experiments. Any unneeded obstacles to the free flow of 
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particles in the loop (such as valves and flow-meters) had be removed to increase 

the reproducibility in the results. 

These conclusions were considered at the time of designing the experiments in 

the 5-L beaker system that are described below. In these new tests the sampling loop 

consisted of a simple flexible silicon rubber tube with no elbows, flow-meters or 

control valves. The flow-rate was controlled by using a variable speed peristaltic 

pump. It should be mentioned at this stage that the same centrifugal pump that was 

used in the experiments with liquid mixtures of immiscible liquids (see next section) 

was tried with the suspensions of glass beads. However, the pump impeller was 

getting blocked very easily and a peristaltic pump had to be used. The effect of using 

a peristaltic pump instead of a centrifugal type (preferred for the continuous flow 

characteristics that allow more reproducible sampling conditions) is analysed later. 

1.8- 
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Cy0.2581 x-0.3662 

1-R2=0.9m 
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0 
U- 0.6- 
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0- 1 
023456789 
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Figure 3.31. Calibration relationship for water only when the flow-rate is varied 

using the different marked positions in the peristaltic pump speed 

controller 

The first stage in the tests related with the physical modelling of the sampling 

system is always the calibration of the device in terms of flow-rate. In other words, as 

the use of a flow-meter was avoided in the line, the way the flow-rate varied with 
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position o1L"the flow regulator in the pump needed to be defined. By doing this, the 
sampling velocity was known for each condition used in the experiments. In these 
calibration experiments, the flow-rates delivered by the pump were measured (as 

volume in a certain period of time) for the different marks in the flow regulator. This 

was performed using 3 litres of water only as the presence of glass beads was not 
found to affect the flow-rate controlled by the regulator. Furthermore, the stirrer speed 
was varied in these experiments to analyse its effect in the control of the flow-rate. 
Also, the effect of different stirrers and the presence and absence of baffles was also 
studied. However, neither the stirrer, nor the stirrer speed and the presence of baffles 

were found to affect the results obtained in the calibration experiment and therefore 

the intrinsic capability of the system to control the flow-rate. Figure 3.31 shows the 

calibration results and how the flow-rate (i. e. the sampling velocity considering the 
diameter of the sampling line used in the system) changed, with the mark position in 

the flow regulator. 

Once the conditions for the sampling experiments were perfectly defined, the 

tests related with the physical modelling of the sampling system could be performed. 

In these experiments, the quality of the samples obtained using the sampling line were 

studied for different concentration of beads and values of the sampling velocity. First, 

a set of experiments were performed at different sampling velocities, stirring 

conditions and stirrer configurations in order to assess the best conditions for 

reproducible sampling. This was carried out using 3 litres of a 1% glass beads-water 

mixture and sampling from the two points, at the stirrer plane and above the stirrer 

plane. Stirrer (a) and Stirrer (c) with and without baffles were used as they produced 

the best mixing conditions, as will be shown later with the experiments with mixtures 

of immiscible liquids. Using the conclusions extracted from these experiments, 

another test was performed at the optimum conditions determined for the calibration 

of the sampling system. Different concentrations of mixtures glass beads-water were 

used in this experiment. 

The results of the preliminary experiments to define the best sampling 

conditions are shown in Figures 3.32 and 3.34. The analysis of the precision in the 

results is shown in Figures 3.33 and 3.35 where the %RSD is plotted for the triplicate 

experiments carried out in different conditions. 
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In Figure 3.32 it can be observed that the type of stirrer and vessel 
configuration had a more important effect on the sample collection than the sampling 
flow-rate. In none of the situations and conditions used in the experiments, was 
representative sampling (i. e. 1% concentration) achieved. However, 

- the closest values 
were obtained when the system Stirrer (a) + baffles was used at high stirring speed. 
This was an equivalent system to the Rushton impeller type used by other researchers 
in other sampling studieS4,1 1 due to its good mixing efficiency. The use of higher 

stirring speeds than 600 r. p. m. was not feasible in our 5-L system due to limitations in 

the experimental set-up. However, it appears that with Stirrer (a) + baffles a higher 

stirring speed could have delivered more representative samples. Stirrer (c) + baffles 

provided the very second best conditions. Finally, Stirrer (a) with no baffles gave the 

worst mixing conditions and therefore it provided the worst sampling conditions. 

If the %RSD in triplicates of these experiments is analysed (Figure 3.33) the 
following conclusions can be reported. The higher the stirring speed the lower the 

%RSD (i. e. more precision in the results), this being the factor that has the biggest 

effect in the reproducibility of the results. Also, the better the mixing conditions the 

lower the %RSD. This was the reason why the system Stirrer (a) + baffles showed the 

lowest %RSD values at high stirring conditions whereas Stirrer (a) showed the worst 

results. The influence of the sampling velocity (i. e. sampling flow-rate) on the %RSD 

varied depending on the conditions used in the experiments. However, in general 

terms, the higher the sampling flow-rate the more precise the results were (i. e. lower 

%RSD values) and the less these results were affected by the stirring speed (i. e. flatter 

curves) and system configuration (i. e. more similar values with different 

configurations). The effect of the sampling velocity on the reproducibility was greater 

though, and more unstable when bad mixing conditions were used as can be observed 

at low values of the stirring speed or when bad mixing configurations (e. g. Stirrer (a) 

only) were used. It should be noticed that in some of the %RSD results zero values are 

plotted at low stirring speeds. This is a consequence of the reproduction of non- 

representative sampling where no glass beads were collected and will also be 

observed in other %RSD graphs. 
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When th%- samples were collected from the port above the stirrer plane similar 
conclusions were obtained (see Figure 3.34). Stirrer (a) + baffles provided the most 
stable conditions in terms of variation with the flow-rate and representativeness of the 

sample. It must be highlighted that the system with only Stirrer (a) provided 
concentration values higher than expected showing that its capacity to lift the glass 
beads was high. These values also show a parabolic trend that varies greatly with the 

sampling flow-rate. This shows that the agitation with Stirrer (a) showed an optimum 

value at around 450 r. p. m. At higher values of the stirring speed the glass beads 

possibly lost some kinetic energy by impacting against the walls and were not lifted as 

much. This would therefore explain the decrease in the concentration values above 
450 r. p. m. 

If the %RSD values are studied (Figure 3.35), the most stable conditions with 

respect to the stirring speed and also the lowest %RSD values were observed with the 

system Stirrer (a) + baffles. Stirrer (a) also showed quite a flat curve with relatively 

low %RSD values. However, as has been previously mentioned, this system was not 

as stable as Stirrer (a) + baffles when the sampling flow-rate was varied. 

Therefore, these results led to the conclusion that the system Stirrer (a) + 

baffles was the one that provided the most balanced conditions in terms of 

representativeness, mixing and reproducibility in the results. So, this was the system 

of choice for the analysis of the calibration of the sampling system, where different 

concentrations of glass beads-water mixtures were used. The results have also shown 

agreement with the results obtained by previous researchers in the sense that the 

Rushton turbine was found to be the best system to provide good suspensions for 

sampling experimentS4,11 . 
However, no representative sampling (i. e. sample 

concentration =I %) was obtained at sub-, super- or isokinetic conditions. Indications 

that very high stirring speeds should be used in order to achieve this has been shown. 

The result also showed that, although the sampling velocity had an effect on sampling, 

the mixing conditions (i. e. type of stirrer and configuration of the vessel) played a 

more important role in sampling. Therefore, when designing sampling systems, great 

attention must be paid to the configuration of the system. Once the good mixing 

properties were ensured, the sample location and orientation of the probe had the 

second biggest influence on sampling. Finally, sampling velocity had the least 
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important effect and superisokinetic conditions usually guaranteed high 

reproducibility and representativeness in the results. 

Stirrer Plane Une where sample concentration= bulk concentration 
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Based on these considerations,, the calibration experiment was performed at 

1.70 I/min (highest sampling flow-rate used in the experiments) from 3-L of a mixture 

of glass-beads and water in different concentrations. The system used was Stirrer (a) 

+ baffles. The results obtained in the calibration test are plotted in Figure 3.36. The 

results showed that, although representative sampling was not achieved in any of the 

sampling conditions, a robust calibration was possible for both sampling at and above 

the stirrer plane. It is also observed that in both cases the sample concentration values 

were lower than the true value or bulk concentration. When sampling above the stirrer 

plane, the concentration values were lower due to the patterns of the streamlines, 

directed towards the centre of the vessel opposite to the sampling direction". 

Moreover,, the local concentration of solids tended to decrease as the height increased 

due to the weight of the particles. This agreed with the concentration profiles reported 
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by other authors 16 
- Finally, the error bars were bigger when sampling above the stirrer 

plane. This also showed that the port at the stirrer plane was preferable for sampling 
purposes. 

ii. Liquid mixtures of two phasec! es 

Initially, several tests were performed in the 5-L reactor system before it was 
required to move to the more flexible 5-L beaker system". Interesting results were 

obtained when sampling from a 50-50 toluene-water mixture at different sampling 

velocities and different stirring speeds. From the results shown in Figure 3.37, it can 
be observed again that the quality of the stirring had a more important effect on the 

quality of the sample than the sampling velocity. 

55- 
Bulk goij cgLity1a. ion 50 ------------------------------------ -------------------- 

45- T 
> 40- 

30- 
4- 
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=25- 

$%201 
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10- 150 rpin 
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10 11 12 13 14 15 16 17 18 19 
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Figure 3.37 Percentage recovery of toluenefor a 50: 50 toluene-water mixture at 

60'C when different sampling velocities and stirring speeds were 

used" 

Similar experiments to those described above with glass beads were performed 

in the 5-L beaker system for different mixtures of immiscible oil (oil for heat transfer, 

from Across Organics, Cat. No. 26877-0025) in water. The oil (with a similar density 

to toluene) was used instead of toluene to avoid any toxic smells in the beaker which, 

m+k-e the 5-L system, was an open system. Initially, a centrifugal pump (see 

Appendix 4 for details) was used in the sampling loop implemented in this system. 
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However, in later experiments, the same centrifugal pump as used in the test with the 
glass beads was used for comparison in the results. The flow-rate in the system with 
the centrifugal pump was controlled by varying the input potential to the pump via a 
home-made voltage regulator (within the range 0-220 V). The main advantage of this 

method is that it avoided the use of needle valves in the line that are obstacles to the 
free flow of the heterogeneous mixture and can easily block the lines. The 
disadvantage of this way of controlling the flow-rate was that the change in voltage 
not only produced a variation in the speed of the pump impeller but it also varied its 

torque? '. Therefore, this may mean that, at low voltages, the torque being delivered 

would not be sufficient to achieve the flow of highly viscous fluids. In fact, this was 

observed in some of the results presented below as will be seen later. 

The first stage in these tests related with the physical modelling of the 

sampling system was again the calibration of the device in terms of flow-rate. In other 

wordsY as there was no flow-meter in the line, the way the flow-rate was varied with 

the input voltage needed to be defined. By doing this, the sampling velocity (or 

equivalently the sampling flow-rate) would be known for each value of the input 

potential used in the experiments. However, this calibration procedure was more 

complicated than in the case of the peristaltic pump as the potential varied and, as 

mentioned above, so did the torque applied to the impeller in the centrifugal pump. 

Therefore, the flow-rate in the sampling loop would not only depend on the input 

voltage to the pump but also on the pressure at the sampling point (related with the 

stirring speed), the density of the fluid flowing through the loop (related with the 

composition of the mixture of phases and with the mixing conditions). 

Figure 3.38 shows how the flow-rate of water in the sampling loop changed 

when the input voltage was varied in the centrifugal pump and when different stirring 

speeds and system configurations were used. It therefore reflects the effect that the 

pressure conditions at the sampling point had over the flow-rate delivered by the 

pump. It can be observed that as the stirring speed increased, the flow-rate tended to 

decrease for all of the configurations except Stirrer (c) + baffles. However, this was 

believed to be due to air bubbles entering into the sampling probe through the deep 

vortices that was formed at high stirring speeds rather than to the change in pressure 
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conditions. Visual observations confirmed this and agreed with the fact that the 

system Stirrer (c) + bafi 
. 
fles did not show any vortices during mixing. 

Figure 3.39 shows how the flow-rate of a 50% oil-water mixture in the 

sampling loop changed when the input voltage was varied in the centrifugal pump and 
when different stirring speeds and system configurations were used. Therefore, the 

effect of using a heterogeneous mixture and the quality of the mixing of the two 

phases over the flow-rate delivered by the pump were analysed. In fact, the mixing 

conditions make a change in the density of the fluid that flows through the loop and 
hence the flow-rate being delivered by the centrifugal pump. Again, it was observed 
that as the stirring speed increased, which increased the ratio of oil (lighter phase) in 

the mixture, the flow-rate tended to decrease in all of the configurations. Similar to 

the case of water being mixed with trapped air, increasing the amount of oil entering 
the loop changed the density and viscosity of the mixture inside the sampling device. 

This affected the flow-rate as the results show in all of the plots represented in Figure 

3.39. 

Figure 3.40 shows how the flow-rate of different oil-water mixtures in the 

sampling loop changed when the input voltage was varied in the centrifugal pump and 

when different system configurations were used. Therefore, the effect of using 

different heterogeneous mixtures over the flow-rate delivered by the pump was 

analysed in this test. The stirring speed used was 550 r. p. m. in all of the tests. As can 

be observed, this had a similar effect to the mixing conditions factor mentioned above. 

In fact,, the change in composition also produced a variation in the density of the fluid 

that flowed through the loop and therefore the flow-rate being delivered by the 

centrifugal pump. Again, increasing the amount of oil entering the loop changed the 

density and viscosity of the mixture in the sampling device in such a way that the 

flow-rate decreased. 

The information extracted from these results could be used to determine the 

flow-rate present in the loop when the input potential to the pump was changed and 

depending on the stirrer and vessel configuration used in the experiment. However, 

it should be highlighted that these tests were performed at the stirrer plane and no 
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Chapter 3: Sainpling studies in batch reactors 

experiments using the port above the stirrer plane were carried out. This was due to 
the fact that if the tests were performed above the stirrer plane, during the flow-rate 

measurement the level of liquid fell below the sampling port due to the liquid being 

extracted into the measuring cylinder. If more water had been used to overcome this 

problem (as used in other tests performed without stirring), the liquid would have 

overflowed the open vessel when the stirring was started. Therefore, the data on flow- 

rate in the experiments above the stirrer plane was determined using the calibration 

results obtained at the stirrer plane. By doing this, the same pressure values and 

mixing conditions as in the port at the stirrer plane were considered for a port that was 
located 8 cm above. The author is aware though, that an error was carried over and 

this is considered at the time of extracting appropriate conclusions from the results. In 

fact, it will be shown later that this approximation had little effect on the conclusions 

extracted from the results of the experiments. 
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Figure 3.41. Flow-rate of a 50% oil-water mixture in the sampling loop when the 

mark in the controller scale was varied in the peristaltic pump used 

in the 5-L beaker system and when &fferent stirring speeds were used 

Finally, the result shown in Figure 3.41 illustrate how these changes in 

conditions did not affect the flow-rate being delivered by the peristaltic pump. 
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This was due to the fact that the flow in the peristaltic pump was varied by actuating a 
controller intrinsic to the pump. This built-in control system has been designed to 
actuate the rotational speed of the impeller and keep a constant torque in the system. 

Figure 3.42 shows how the quality of the samples collected at the stirrer plane 
changed when both the stiffing speed and the sampling flow-rate were varied for 

different vessel and stiffer configurations. It can be observed that at high stirring rates 
the sampling was more representative and less dependent on factors such as sampling 
flow-rate, stirrer type or vessel configuration. In fact, above 300 r. p. m. a good mixing 

was achieved, the curves became flatter and sampling did not depend on the stiffing 

speed. Only the system Stirrer (c) + baffles differed slightly from this general 

tendency. In this particular system, the dependence upon the sampling flow-rate was 
larger and only if the flow in the loop was very fast were good mixing conditions 

above 300 r. p. m. (i. e. flat curve) achieved. Two important conclusions can be 

concluded from the results in the system Stirrer (c) + baffles. First, the mixing 

conditions in this system were the worst for all of the configurations tested. Second, 

the centrifugal pump in the loop improved mixing at high flow-rates. This second 

conclusion is covered in more detail later when these results are compared with 

similar tests performed with a peristaltic pump. 

Figure 3.43 shows the %RSD data obtained when triplicates of these sampling 

tests were performed. The results show how the precision in the results increased at 

high stirring speed, as the mixing conditions got better. The sampling flow-rate did 

not have a big effect on the %RSD when the values of stirring speed were high. 

However, the %RSD values were usually lower when the sampling flow-rate was 

high. High flow-rates were also preferable as the dead time in the analysis is lower. 

These results show again that the worst mixing conditions were obtained in the system 

Stirrer (c) + baffles with higher values of %RSD, specially at low stirring speeds. 

When the samples were collected above the stirrer plane the results shown in 

Figure 3.44 were obtained. It must be highlighted that, due to the lower pressure at 

the sampling point, higher input potentials to the pump were needed in order to 

produce a considerable flow in the loop. This is the reason why the results at low 

sampling flow-rates (i. e. low input voltages) are not shown in the plots. Furthermore, 
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Chapter 3: Swnpling studies in batch reactors 

in some of the experiments the flow in the loop was unstable due to the low torque 
and large plugs of water flowing between the oil in the loop when the mixing 
conditions were not good. Thus Stirrer (c) showed an unusual behaviour at low flow- 

rates. This also explains why most of the plots showed a common trend with high oil 
concentrations at low stirring speed and a sudden step change to high representative 
concentrations at high stirring speeds. Therefore, with bad mixing only oil (lighter 

phase) flowed in the loop. When the mixing was improved some water entered the 
loop and caused the fluid in the line to become less viscous. This enhanced the 

movement of the pump impeller, which turned at low torque values, and therefore the 
flow-rate suddenly increased. This higher flow-rate in the loop improved mixing itself 

and the samples collected at these conditions became more representative. 

In conclusion, these unstable flow conditions made sampling above the stirrer 

plane less favourable than at the stirrer plane. However, the results also show that at 
high stirring speeds and sampling flow-rates this problem could be overcome and 

representative sampling could be achieved. Finally, the system Stirrer (q) + baffles 

showed again poor mixing properties as higher stirring speeds were needed in this 

case to achieve good sampling. On the other hand, the system Stirrer (a) produced a 
deep vortex and impulsed the heavier phase (i. e. water) to the top of the vessel at 

relatively low stirring speeds. This produced a stable flow in the loop even at low 

stirring speeds, improving mixing and representative sampling. 

The real difference between the different configurations, when sampling above 

the stirrer plane, is observed if the %RSD values of the triplicate tests are studied 

(Figure 3.45). Here, it can be observed that high flow-rates had to be used to obtain 

reproducible curves and high precision in the results. At low flow-rates the trend in 

the %RSD curves varied depending on the stirrer and vessel configuration that was 

used. Paradoxically, the system Stirrer (q) + baffles, which showed the worst mixing 

conditions, showed the most stable %RSD curves. On the other hand, the %RSD 

curves for Stirrer (a) + baffles were very variable and therefore unstable. This could 

be explained by considering the flow-patterns in these type of system. In fact, the 

patterns for the system Stirrer (a) + baffles (i. e. Rushton turbine) showed a flow in 

the opposite direction than the sampling flow at the port above the stirrer plane. This 
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could be the reason for the high variability in the results obtained in this system. On 
the other hand, in the system Stirrer (c) + baffles the flow at the sampling port was 
not fast and could be more easily changed in direction as the fluid (being pushed to 
the bottom of the vessel) lost most of its kinetic energy. 

As mentioned before, the flow in the loop and through the centrifugal pump 
was believed to improve mixing in the system. In order to demonstrate this, 
experiments were performed with a peristaltic pump for comparison. This type of 
pump produced a plug flow that did not improve mixing as much as the centrifugal 
type, where the impeller reduced the size of the drople% 

' of the phase in suspension. 
With the purpose of showing more clearly the differences in mixing enhancement 
between the two pumps, the comparison was performed in the system which showed 
the worst mixing conditions (i. e. Stirrer (q) + baffles). 

Therefore, similar experiments to those performed with the centrifugal pump 

and the Stirrer (c) + baffles were carried out using a peristaltic pump in the sampling 
line. The results and %RSD obtained in the experiments with the peristaltic pump are 

represented in Figure 3.46 both at and above the stirrer plane. These results were 

compared with those obtained when a centrifugal pump was used in the line (shown in 

Figures 3.42 and 3.44, and Figures 3.43 and 3.45 for the %RSD). It can be observed 

that there was less variation between the curves when the flow-rate was changed for 

the case with the peristaltic pump. Therefore, the effect of sampling flow-rate was less 

important for the sample collection when using the peristaltic pump. As mixing was 

found to be the most important factor affecting the sample collection, this showed 

how the centrifugal pump improved mixing in the line. ]Finally, the %RSD v4lues 

showed similar trends for both sampling with the peristaltic and the centrifugal 

pumps. 

From all the results shown above,, it was concluded that at high stirring speed 

and sampling flow-rates, representative sampling was obtained from both the 

sampling port at the stirrer plane and above. Furthermore, there was usually a value of 

the stirring speed above which representativeness reached a maximum. These 

conclusions are shown with the results given in Figure 3.47 where representative 

sampling is seen at any value of bulk oil concentration (between 0-50% volume), 
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for any stirrer and vessei configuration and when sampling at and above the stirrer 
plane. Looking at the %RSD values it is observed that most of the configurations 
showed acceptable values, specially at high bulk oil concentrations. However, Stirrer 
(c) appears to be the system that gave the flattest curves, and therefore more stable 
%RSD values and less variation in the precision of the results. 

c) Physical model of the sampling loop 

The set of tests already performed with the sampling systems were useful to 
study how some physical variables affected the quality of the samples collected with 
the sampling loop. The main variables analysed in those eNperiments were the stirring 
speed, sampling flow-rate, type of stirrer, configuration of the vessel and ratio of the 
immiscible phases. The purpose of this analysis was: 

* Define the best conditions for sampling using the fast-loop designed for the 

reactor system. 

0 Show that either representative sampling or reprodO, cible sample collection (i. e. 

non-representative collection that can be calibrated) could be obtained with the 
fast sampling system at the optimum conditions defined above. 

These two objectives were successfully achieved after the performance of the 

tests. However, with the use of statistical treatment, a physical model of the sampling 
device could have been obtained. This model would define how the physical 

parameters affect the representativeness of the samples and could be used to quantify 
how non-representative a sample was for the particular physical conditions present in 

the system. The definition of a robust physical model would though, require a very 
large number of experiments as there are many variables, many reactor configurations 

and processes that can be used. Furthermore, such a model would not always be 

useful as the sampling conditions usually remain unchanged and good control of the 

optimum sampling conditions is preferred. Therefore, it was more interesting to define 

the optimum sampling conditions and this was the reason why the definition of a 

general physical model was out of the scope of this project. The results did prove, 

however, that a good calibration of how the quality of the sample changed was 

sometimes possible. Therefore, it was demonstrated that a robust physical model was 

obtainable under certain conditions. 
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3.2 2 Chemical modelling of the sampling system 

The chemical modelling of the sampling loop accounts for the differences in 

the reactive evolution of the sample in the sampling loop system and that of the 

mixture in the reactor. This chemical model could be experimentally obtained by 

comparing the kinetics of a particular process both using and not using the 10OP2. In 

this section, the kinetics of the reaction used in the tests (ý. e. esterification of crotonic 

acid) are defined. Also, the analytical procedures used in these kinetic studies are 

presented. Later in the section, the new kinetics when the loop was used are defined in 

order to analyse how the sampling conditions affected the chemistry of the process. 
Finally, the information collected in these experiments was used to define the 

chemical model of the system. 

a) Kinetics of the process 

For the determination of the kinetic parameters for the reaction of crotonic 

acid the 5-L reactor system was used, although preliminaýy tests were also performed 
in the I-L reactor system. In the I-L reactor, off-line samples were obtained during 

the reaction at regular intervals by sampling from the bottom port. Before sampling, 

the dead volume of liquid in the port was removed and put back in the reactor to 

ensure representativeness. In the 5-L system the samples were taken at regular 
intervals from the sampling port at the stiffer plane and after removing and feeding- 

back to the reactor the small dead volume of liquid present in the line. The sampling 

system was a simple 8 cm glass tube (ID 6 mm) inserted in the reactor port and with 

an open-close glass valve in one of the ends. Several expýeriments were carried out at 

different temperatures and the samples obtained were analysed by gas 

chromatography (GC) following the procedure described below. 

i GC analvsis 

The GC method of analysis used for the off-line monitoring of the 

esterification process was adapted from that reported by MacLaurin etal. ". Wells of 

Avecia provided the parameters used in this method, which were used as a starting 

point". The capillary column that they used was a 25 m. Chrompack Cp-Sil-5 CB of 

0.25 mm ]ID. Since a slightly different column was available to us (a 25 in Chrompack 

Cp-Sil-5 CB 0.32 mm ED capillary column) some changes in the original method 

118 



Chapter 3: Sampling studies in batch reactors 

were needed. The parameters used in the new GC method of analysis are summarised 
in Table 3.5. A Carlo Erba 8000 GC instrument with Chrom-Card acquisition 
software was used for the analysis. 

Table 3.5. Parameters of the GC method of analysis used to monitor the 

esterýrication of crotonic acid 

Column Cp Sjl'5 CB 25m ID 0.32mm 
Carrier gas He 
Detector Flame ionization detector 
Temperature program 75'C (3 min) 

30*C/mim 
) 150'C (5 min) 

- - Temperature at injector and detector 25 0 "T 
Flow-rate carrier gas 1.5 mi/min. 
Split ra o 40: 1 
Peak width 0.1 
peak threshold I 
Minimum area 100 
Internal Standard Undecane 
Solvent Dichloromethane 
Dilution of samples 8x f0-3 % w/w sample 

7x jo-5% w/w Internal Standard 

A typical chromatogram observed in the GC analysis of the samples extracted 

from the crotonic acid esterification process is shown in Figure 3.48. In the 

chromatogram it is seen how the peaks for both the butanol and the toluene could not 

be resolved and these two compounds were eluted together with the solvent. The 

monitoring of the concentration of butanol had to be sacrificed with the use of this 

new column. The concentration of toluene was not of interest as toluene was used 

only as a solvent for the reaction. The peak for crotonic acid showed to be fronting. 

No better results were obtained when parameters such as the flow-rate for the carrier 

gas or the temperature program were varied. The resolution for the ester peak was 

improved by increasing the split ratio and the dilution of the samples injected into the 

column. This avoided overloading of the column, which was observed when the initial 
93 

parameters from the method reported by Wells were used with the new column 

Finally, the resolution for the internal standard (i. e. undecane) was good for 

quantitative analysis. Therefore, the ester peak was used for the off-line monitoring 

and kinetic studies for the esterification of crotonic acid. 
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Figure 3.48. Typical chromatograin of one of the sainples extracted from the 

estetification of crotonic acid 

ii. Analvsis of the kinetics of the estetification of crotonic acid 

The reactions in the I-L system were carried out by adding 86 g (I mole) of 

crotonic acid (Aldrich 11,301-8) and 154 ml (1.7 moles) of 2-butanol (Aldrich 

B8,591-9) to 500 ml of toluene (Merck 28676,468) following the procedure described 

by MacLaurin et al. 92,94-96 
. 

Toluene was used as a solvent to help the removal of 

water, and hence to improve yields 94 
. 

After a sample at time zero was taken, the 

reaction was initiated by adding 2 ml of sulphuric acid. Paratoluene sulphonic acid 

was also studied as a catalyst since it has similar catalytic effects but it has the benefit 

of causing lower side reactionS94-95 . 
Another advantage of this acid is that it is not as 

strong as sulphuric acid and, in theory, it does not tend so, much to protonate back the 

acid favouring the reverse reaction. However, no notable differences were observed 

between the reactions when the two acids were used. After initiating the reaction, 

samples were taken for off-line analysis and quenched in an ice bath. 
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From the preliminary experiments carried out in the I-L system, two 
conclusions were obtained that affected the kinetic studies later with the 5-L system 

A problem with the quenching procedure employed was detected. Only putting the 
samples overnight in an ice bath straight after sampling and keeping them at room 
temperature until analysis did not seem to be enough to stop the reaction. The 
reaction was observed to proceed further. This was ponfirmed by comparison of 
the results obtained by HPLC just after the reaction was concluded and the GC 

97 results obtained one week later 

The conclusions obtained from the kinetic studies, performed with the results 
obtained in the I-L system were satisfactory. The tests could be used to obtain a 
good kinetic model provided the results were corrected to overcome the problem 
of quenching98 . Therefore, the kinetic model showed some promising predictions 
that could be considered for the studies in the 5-L reactor. 

The results shown in this section focus on the work using the 5-L reactor 

system. A comparison between the kinetic parameters obtained in the studies with 
both of the reactor systems is shown later. In the reactions carried out in the 5-L 

system, 516 g (6 mole) of crotonic acid (Aldrich 11,301-8) and 924 ml (10.2 moles) 

of 2-butanol (Aldrich B8,591-9) were added to 3000 ml of toluene (Merck 

28676ý468)95-96 
.A stirring speed of 250 r. p. m. was used in all of the reactions. By 

using the GC method described above, the analysis of the samples taken at regular 
intervals during the esterification process was carried out. This was done for the same 

esterification reaction at three different temperatures in order to acquire data to work 

out the activation energy of the process. The results obtained are shown in Figure 

3.49. In the figure it can be observed that the reaction rate diminished as temperature 

decreased. This was expected for an endothermic process. Similarly, the time to 

achieve the value of conversion at equilibrium increased when the temperature 

decreased. 

A rigorous kinetic study of reversible reactions with stoichiometry 

A+B"C+D is usually quite complicated". Normally trial-and-error methods must be 

used. They require the choice of different values for the rate constant and the 

comparison of the concentration-time data with the suggested integrated kinetic 
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equation for each value in order to establish the best value. However,, this analysis can 
be simplified as is shown below. 
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Figure 3.49. Monitoring of the crotonic acid esterýflcation at three different 

temperatures in the 5-L reactor system 
59,99,100. The kinetics would be defined by the following equation 

d[A] 
kýf [A] [B] - k, [C] [D] Eq. 3.13 

dt 

that can be integrated giving the following relationship" 

1/2 
,_ 

ý2, v [X] 1(, 8 -q 
1/2 + 

q t=iri- 1/2 
Eq. 3.14 

12, v [X] /(, g +q+ 

where- 

[X] = [A],, - [A] Eq. 3.15 

,8= -kf f ([A]ý, + [B],, ) ++ [D], )j Eq. 3.16 
Ke 

; v=kf(l- 
1 Eq. 3.17 

K e 

qp2- 4ay Eq. 3.18 
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kf {[A]., [B],, -I [C],, [D],, ) 
Ke 

where. 
[A]o Initial alcohol concentration (M) 
[B]o Initial acid concentration (M) 
[CIO Initial ester concentration (M) 
[B]o Initial water concentration (M) 
[Xj Extent of reaction 
kf (M3 Mol-I -1) Forward reaction rate constant s 
kr Reverse reaction rate constant (M3 Mol-Is-1) 

K, Equilibrium constant 

Eq. 3.19 

However, this difficult analysis can be avoided if measurements are made 
before much reaction has occurred9, "'. Under these conditions the concentrations of 

the products would be small, making the reverse rate negligible. Hence the data can 
be analysed as though the system was irreversible to determine the forward-rate 

constant. With this result and the equilibrium constant, the rate constant for the 

reverse reaction can be obtained. This procedure is called initial-rate approach and is 

frequently used to simplify kinetic studies" 

The kinetic studies for the data obtained using integration methods and the 

initial-rate approach showed a good fit to an irreversibleý second order reaction model. 
Such a model predicts that for a reaction aA + bB -> P the concentration changes 

according to - 
d[A] 

_ 
kR [A][B] Eq. 3.20 

dt 

and, therefore, using the integration method99"oo: 

In [A] 
_ In 

[A], -[X] b[A]� -a[B], kR + In 
[A], Eq. 3.21 

[B] [Bjo -b [X] a [B]o 

where- 
[Ajo Initial alcohol concentration (M) 
[Blo Initial acid concentration (M) 
[XI Ester concentration (M) 
kR Reaction rate constant (M3 Mol-I S-1) 

ab =I = Stoichiometric coefficientsfor crotonic acid esterification 
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It should be noticed that the water concentration has not been considered in the 
kinetics rate expression as a product concentration since the water was separated from 

the non-aqueous mixture where the reaction occurs because it was not soluble in 

toluene'00. This was one of the reasons why the toluene improves the yield in the 

process and was chosen as the solvent for the reaction 94 
. 

The tests for second order of reaction are plotted in Figures 3.50,3.51 and 
3.52 for the results obtained at the three different temperatures. It should be 

mentioned that in one of the preliminary experiments in the I-L reactor the reaction 

was carried out at II O'C,. the boiling point of the toluene 53 
. 

However, the samples 

obtained at these conditions were highly heterogeneous with a clear separation 

between the toluene and the water being produced during the reaction. This caused 

problems of reproducibility in the results obtained with the GC analysis. This 

sampling problem was confirmed by the detection of outliers in both the GC results 

and the NIR monitoring of the proceSS94 . 
Finally, to model the dependence of kRwith 

the temperature T, the Arrhenius equation was used'00. Plotting ln(kR) versus ]IT, the 

E,, IR value was obtained as the slope of a straight line (see Figure 3.53). 
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Figure 3.50. Test for second order kinetics for the crotonic acid estenjicanon 

reaction camed out at I OOC 
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Ngure J. 51. Test for second order kinetics for the crotonic acid esteriflication 

reaction carried out at 80'C 
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Figure 3.52. Test for second order kinetics for the 'crotonic acid esterification 

reaction carried out at 60'C 
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Figure 3.53. Temperature dependence of rate constant for the crotonic acid 
estetification reaction 

Therefore, the following second order reversible reaction model was proposed 
for the esterification of crotonic acid: 

d[X] 
=kR[A][B]- 

k' 
[X] 

dt K 
Eq. 3.22 

This model was used in numerical dynamic simulations of the process and 

analysis of how the ester concentration varied with time under certain conditions. In 

order to validate the kinetic model, a fourth reaction was carried at 90'C and the GC 

analysis of the off-line samples from the process were compared with the model 

prediction59,100. This is shown in Figure 3.54 where the validity of the model is 

demonstrated. The development of the pure empirical model without constraints due 

to balances and the necessity to fit the data to specific kinetic model equations could 

also be analysed. A simple polynomial fitting could be performed to model how the 

ester production varies with the variables it depends upon. However, this would need 

a greater number of experiments and a wider range of conditions in order to get a 

reasonably robust model. 
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Table 3.6 summarises the difference between the kinetic parameters obtained 
in the experiments performed in the I -L and the 5-L reactor systems. Initially factors 
like the type of sampling (from the bottom port in the I-L reactor and at the stirrer 
plane in the 5-1, system) or the accumulation of water in the bottom ports of the 

reactors were believed to be the reason behind the difference in the kinetic parameters 

obtained at high temperatures. However, some experiments performed after removing 
the dead volume at the bottom of the 5-1, system showed good agreement with the 

previous results. Therefore, only the difference in the mixing properties between the 

two systems was found as the reason behind the different kinetic parameters. Later 

kinetic experiments using the fast sampling loop proved that changes in the mixing 

properties have a significant effect on the kinetics of the esterification of crotonic 

acid. 
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Figure 3.54. Comparison between model prediction and GC analysis of the 

samp es 100 

127 



Chapter 3: Saimpling studies in batch reactors 

Table 3.6 Values for the kinetic constant k (IM3 mol" S-11 * le) obtained in the 
kinetic stuilies with the I-L and the S-L reactor system 

System 1000C 800C 600C 

I -L reactor 67.70 22.60 6.77 

5-L rea tor 90.31 22.57 6.77 

b) Effect of the siunpling loop on the kinetics 

In order to prove that the use of the sampling system had an effect on the 
kinetics of the process, the esterification of crotonic acid was also followed when the 

sampling loop was continuously used. A detailed study of the kinetics of the process 

using the loop was carried out in a similar way to that described above when the 

sampling system was not used. The kinetic study described above assisted the 

modelling work carried out by the control engineers working in the project. On the 

other hand, the kinetic study using the loop described in this section had only the 

purpose of proving that there was an effect and therefore was not so detailed. 

Therefore, instead of repeating the same experiments at three different temperatures, 
I 

and working out the new kinetic parameters and comparing them to those obtained 

when the loop was not used, only one experiment at high temperature was performed. 

By comparing the results obtained in this experiment with those obtained without the 

loop, the procedure for the kinetic modelling was introduced. This procedure is 

applicable to any particular process carried out in the reactor system. 

I GC analysis 

The same GC method introduced previously was used to analyse the samples 

obtained under the new conditions using the loop. The samples were now obtained 

from the off-line port in the sampling loop. The sampling system used in this 

experiment was the version developed after the development tests carried out in the 

5-L reactor system and the 5-L beaker system. Therefore, the maximum possible 

sampling flow-rate was used in a loop where the fittings and changes in the direction 

of the flow were kept to a minimum. 
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ii. Analvsis of the kinedcs of the esteriflcation of crotonic acid 
A single experiment was performed at 80'C with the loop working at the 

maximum flow-rate with no control valve or flow-metering systems in the sampling 
line. This flow-rate was manually determined and found to be 9 I/min for water. The 

operation of the esterification reaction at a temperature above 90'C produced some 
unusual noises in the pump. This was believed to be associated with cavitation, - 
although the specifications of the pump guaranteed a satisfactory functioning at the 

conditions applied. Tests with water showed that the cavitation of the pump occurred 

at conditions very close to the boiling point of the solvent (97'C). When toluene 
(lighter but with higher boiling point than water) was used in the tests, the cavitation 

was observed close to 90'C, limiting the temperature conditions that could be used in 

the kinetic experiments using the loop. 
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The results obtained for the GC off-line monitoring of the process at 80'C and 

using the loop are shown in Figure 3.55. In the figure, the results with the loop are 

compared with those determined without the loop. The differences between the 

kinetics of the two processes were believed to be due to the mixing enhancement 
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produced by the centrifugal pump, which enables a better contact between the 
chemical species. This improvement in the mixing conditions was already shown 
when the results obtained with the peristaltic and centrifugal pumps were compared 
after the sampling experiments. This was also later confirmed by results obtained by 

near infrared (NIR) spectrometry obtained with and without the loop in the NMR 

experiments using heterogeneous mixtures. Later on this chapter, it will also be 
described how these chemical differences due to the mixing properties can be 

modelled. 

c) Heat of reaction 

Another parameter needed for the complete definition of the chemical 

modelling of a sampling system is the heat of reaction. In fact, this parameter affects 
the heat exchange properties of the process, which dýtermines the design of the 
insulation and temperature conditioning systems needed for a sampling device. 

Fortunately, the importance of this parameter was minimal in the chemical modelling 

of our particular system. This was due to the fact that our reactor temperature control 

system was proved to be able to cope rapidly with any change in temperature 

produced in the loop. Only when the jacket temperature (and not the reactor 

temperature) was controlled, or the flow-rate in the loop was extremely slow, could 

the heat of reaction have any great relevance on the chemical modelling of the 

sampling system. 

Despite the negligible effect that the heat of reaction may have on sampling, 

some time was spent in the project trying to define the heat of reaction for the 

esterification of crotonic acid. This had the purpose of assisting the control engineers 

in the project with the chemical information needed to develop the general model of 

the process, as no published data was found in the literatýire for this reaction. There 

are two experimental approaches that can be taken for the determination of the heat of 

reaction. One is the analysis of the concentration of the\ substances involved in the 

process at the equilibrium point at different temperatures. Once the values of the 

equilibrium constants are defined for three or more different temperatures, the 

application of the Van't Hoff equation provides a good estimation of the heat of 

reaction for the process. The Van't hoff equation is given by99,101, 
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d('JLn Ke AHO 
dT RT' 

where 

AHO Standard-state enthalpy changefor the reaction (J mol") 
T Temperature of reaction (K) 
R Ideal gas constant (J K" mot 1) 

Eq. 3.23 

The value for Alf varies with temperature depeýding on how much the heat 

capacity for the reactive substances vary with temperature. However, it is a common 

assumption with liquids to consider that the values for the, heat capacity are more or 
less constant'01. Therefore, the Van't Hoff equation is commonly integrated 

considering that Aff does not vary with temperature. As, mentioned above, the use of 
the Van't Hoff equation for the definition of the heat of reaction assumes that the 

equilibrium constants at different temperatures are kiýown. In the case of the 

esterification of crotonic acid, it was estimated that a minimum period of 10-12 hours 

was needed in order to achieve equilibrium at a temperature close to the boiling 

point 94 100. Therefore, a longer period of time would be needed if a lower temperature 

of reaction was used. On the other hand, for safety reasops it was decided to avoid the 

overnight use of the reactor facility at Strathclyde University. Consequently, it was 
decided to look for another way to define the heat of the process instead of using the 

Van't Hoff equation. 

Another way to find the value of heat of reaction is by calorimetric studies on 

the process'01. In any calorimetric experiment, the thýrmal change in a particular 

mixture when the substances undergo a process can be related to the thermodynamics 

of the process, which are to be defined. There are different designs of apparatus that 

can be used in calorimetric studies, but the common feature is that they all look for 

ways of reducing the heat losses 102 
. This is due to the fact that the larger the value of 

the heat losses, the less accurate is the definition of the thermodynamics of the 

process. However, a small thermal leakage, typical of any calorimeter, is often 

determined experimentally in order to calibrate the system and obtain a more accurate 

definition of the thermodynamics. 
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One of the simplest systems used in calorimetric studies is the Dewar flask,, 
which is a vacuum-walled type of calorimeterlo', 103. It consists of a vacuum-jacketed 
vessel where the vacuum diminishes the tendency toward thermal leakage. It also has 

an inner reflective layer to avoid heat losses due to radiation. The equation that 
describes the thermodynamics of experiments in a Dewar flask and how the 

iel, 103. temperature of the content of the flask varies with time 

MCP dT 
= AHProcess - Heat losses 

dt 

where- 

Eq. 3.24 

M Mass of solution (kg) 
CP Specific heat of solution (J kg7l K 
T Temperature in theflask (K) 
AHp, 

r Ocess 
EnerADý per unit of time absorbed1released in the process 
(i S-, ) 

In some other calorimeters, the temperature of the jacket is controlled while 
the temperature of the content of the vessel is monitored. The equation that relates 
how the temperature of the process mixture changes with time for a specific jacket 

temperature is described below' 03: 

MCP 
dT 

= UA(T, - T) + AH,,,,,,, - Heat losses Eq. 3.25 
dt 

where. 
U Overall heat transfer coefficient between the fluid in thejacket and the 

reactive mixture (J m -2 K-'s-) 
A Internal surface of the reactor wall (W) 

Tj Temperature of thefluidflowing through thejacket (K) 

As the reactor facilities in this project allowed the control of the jacket 

temperature surrounding a reactor vessel, the feasibility of the use of such facilities 

for calorimetry was studied and the results obtained are presented in the next section 

of this chapter. Finally, it should be mentioned that in both of the cases mentioned 

above, Dewar flasks and more sophisticated calorimeters, the heat losses are normally 
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dependent on the difference in temperati! re between the content of the vessel and the 

environment. Therefore, the term due to the heat losses should be substituted by 

U*A*(T - T,, ) before the equations are integrated for analysis of the data 60,61,103 
. 
Here, 

T, is the temperature of the environment whereas U* is the overall heat transfer 

coefficient between the environment and the reactive mixture. U* is defined with 

respect to the area of the vessel, A *. 

i. Calorimetric studies performed in the Dewar flask 

A commercial thermo-flask with a volume of approximately 500 ml was used 

as a vacuum-walled calorimeter following the procedure invented by Dewar in the last 

century'02. The drop in temperature with time was monitored using a thermocouple. 

Several experiments were performed with and without the reaction in order to 

quantify the heat of reaction and the heat losses in the system. The experiments were 

performed at the conditions obtained by scaling down the parameters used in the 5-L 

reactors. In a normal test the following quantities of reactants and solvent were added 

to the Dewar flask- 300 ml toluene, 92.4 ml butanol, 51.6 g crotonic acid. After this, 

1.2 ml of H2S04 (catalyst) was added to initiate the reaction. Manual agitation of the 

mixture using a metallic bar and monitoring of the temperature using a digital 

thermocouple were carried out during 15 min. 

A first experiment at room temperature showed that the reaction proceeds 

slowly at low temperatures. This experiment did not show a decrease of temperature 

in the mixture as the reaction proceeded, typical of an endothermic reaction such as 

the esterification of crotonic acid. This showed that, at low temperatures, the extent of 

reaction was so small that the release of energy due to the dilution of the catalyst 

predominated. Therefore, only an increase in the temperature of the mixture was 

detected in the experiment when the catalyst was added. The conclusion reached from 

this experiment was that another experiment at a higher temperature was needed in 

order to try to determine the heat of reaction. 

In a new test, the mixture was heated to approximately 55'C. It was observed 

that, after the addition of the catalyst, the temperature of the mixture increased. After 

approximately I minute the temperature started to drop due to both the endothermic 

character of the reaction and the heat losses in the calorimeter. Additional experiments 
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were performed to define both the heat losses in the system and the heat of dilution 

released after the addition of the concentrated sulphuric acid to the mixture. No clear 
differences between the results with and without reaction were observed. Therefore, it 

was concluded that the heat of reaction in the conditions of the experiment was very 
small compared with the heat losses in the flask. In other words, these experiments 
with a simple Dewar flask would have never led to an accurate value for the heat of 
reaction for the process of esterification of crotonic acid and some other empirical 
method had to be used. 

ii. Calotimehic studies in the 5-L reactor svstem 

With the experiments above, it was concluded that the Dewar flask was not 
useful for the determination of the heat of reaction for the esterification process 

carried out in this project. In this section another way of studying the thermodynamics 

of the process is assessed. As the reactor facility in this project allowed a good control 

of the jacket temperature, the feasibility of the use of such a facility for calorimetric 

studies was analysed. As seen above, the equation that describes the thermal evolution 

of a reactive mixture iS103: 

MCP dT 
= UA(T, - T) +U *A* (T - Tý) Eq. 3.26 

dt 

where the term U*A* (T - T, ) represents the heat losses in ýhe systeM60,61,103 

Prior to the use of the system for the determinatiop of AHp,,,,,,,,, the rest of the 

terms in the equation must be fully defined by modelling the thermal behaviour of the 

jacketed reactor system. Therefore, the heat transfer parýlmeters between the reactor 

and the jacket, and between the reactor and the environTent had to be defined. A 

single heat transfer coefficient between the reactor and the environment was not 

considered due to the fact that most of the heat losses were produced in the unjacketed 

areas of the system. In other words, the reactor system can be divided in two regions 

(unjacketed and jacketed region) where the heat exchange properties were very 

different. 

The easiest way to define the parameters U, A, C and A* would be to perform 

an experiment without reaction that would provide the data to model the system. 3 
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litres of toluene, 924 ml of butanol and 516 g of crotonic acid were introduced into the 
reactor and the temperature of the mixture was monitored during a heating experiment 
with a constant jacket temperature of 900C. Once the reactor temperature got to a 
steady value, a similar experiment was performed but when the mixture was cooled 
down. The set point for the temperature of the jacket was 20'C this time. These 

experiments were repeated three times for the analysis of the precision in the 
parameters obtained in the modelling. The temperature profiles for both the heating 

and the cooling experiment are plotted in Figures 3.56 and 3.57. 
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Figure 3.56. Temperature profile obtained during the heating experiment Oacket 

temperature 90'Q performed with the reactive mixture in the 5-L 

reactor 

It should be noticed that, although the heating experiment was initiated with 

the mixture at room temperature, time zero was taken when the jacket temperature 

reached its set point. At this moment, the temperature of the mixture in the reactor 

was already considerably high (or low in the cooling experiment). More data could 

have been obtained if the set point for the reactor temperature was reached with the 

reactor empty and therefore without having any chemicals in the system. At this point, 

when the jacket reached the set-point, the reactive mixture at room temperature could 

have been added. However, this was not possible to perform in our reactor facility 
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as the vessels are made of glass and a big difference between the temperature of the 
reactor and the temperature of the jacket could have caused a thermal shock and 
breakage of the reactor. 
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Figure 3.57 Temperature profile obtained during the cooling experiment Gacket 

temperature 20'Q performed with the reactive mixture in the 5-L 

reactor 

The simplest way to analyse the data obtained from these heating and cooling 

experiments was by dividing the whole experiment into two stages. One stage was the 

period where the reactor temperature varied until it reached a steady value. The 

second was the steady state when the temperature of the reactor reached a constant 

value. During the first period, the term due to the heat losses is less important than 

that due to the exchange of energy between the jacket and the reactor and thus can be 

neglected 
103 

. Therefore, 

MCP dT 
= UA(T, - T) Eq. 3.27 

dt 
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and so, 

In(TJ - T) = 
UA 

t+c Eq. 3.28 MCP 

Hence, if In(Ti-T) is plotted versus time, the he4t transfer parameters for the 
jacket-reactor system can be obtained from the slope. Figure 3.58 shows this type of 
representation for our heating experiment. 
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Figure3.58. Analysis of the data for the initial petiod of the heating expeiiment 

Gacket temperature 90'Q performed with the reactive mixture in the 

5-L reactor 

A similar analysis can be carried out over the initial period for the cooling 

experiment. In this case, a better result should be obtained for the slope UAIMcp as the 

heat losses were more negligible during the cooling experiment due to the driving 

force (T - 7ý) being smaller at low temperatures. The values for UAIMcp obtained for 

both the heating (Heat. ) and cooling (Cool. ) experiments are represented in Table 3.7. 
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Table 3.7. Heat transfer parameters for thejacket-reactor system 

EXP. I 

(HEA T. ) 

EXP. 2 

(HEA T. ) 

EXP. 3 

(HEA T) 

EY. P. 

(COOL. ) 

EXP. 2 

(COOL. ) 

EXP. 3 

(COOL. ) LUAý 

Lcp 0.0402 0.0455 0.0434 0.0474 0.0515 0.0520 

It can be observed that the heat transfer parameters between the jacket and the 

reactor obtained in the cooling experiment were slightly larger. This was due to the 
heat losses being less important than for the heating experiment. In our studies an 

average value of UAIMcp = 0.0467±0.0138 was used. 

The second period in which the experiments were divided for data analysis 

was that when the temperature reached a steady value. During this stage dTIdt =0 and 
therefore the equation for the energy balance becomes'03: 

UA 
(Tj - T') = 

U*A* 
(T'- T) Eq. 3.29 

MCP MCP 

and so, 

U*A* 
_ 

(Tj - T') 
* 

UA Eq. 3.3 0 
Mcp (T'- 1ý) Mcp 

where TI is the reactor temperature at the steady state. With the results obtained in 

these experiments the heat transfer parameters, and consequently the heat losses, were 

quantified. In order to use as many data points as possible in the calculation of the 

heat transfer parameters, the ratio (Ti-T)I(T'-Te) was worked out for different time 

intervals and an average value for (U*A*1Mcp)1(UA1Mcp) was used. It should be 

mentioned that this type of data analysis could only be applied to the data obtained in 

the heating experiment, where the heat losses did not let the reactor mixture get to the 

temperature set for the jacket. On the other hand, at the end of the cooling experiment, 

T 
-ý= 

T,,, (i. e. no heat losses) as well as T 
-= 

Ti. The values obtained for the heat transfer 

parameters that define the heat losses in the system arq summarised in Table 3.8. 

Using an average value of these results and including them into the heat exchange 
I 

modelling equations, the following heat balance expression was obtained, which 
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describes the thermal behaviour of the reactor system: 

dT 
-:::: 0.0467(Tj - T) - 0.0038(T - Tý) dt 

Table 3.8. Heat transfer parameters for the system reactor-environment 

EXP. I 

(HEA T) 

EXP 2 

(HEA 

EXP. 3 

(HEA T. ) 

(TJ A *lMcp)I(TJAIMcp) 0.0860 0.0930 0.0840 

UA*lMc (min-) p 0.0035 0.0042 0.0037 

By integrating this equation, the model predictiop of how the temperature of 

the reactor (7) changed with time was obtained. Thus, the following equation 

Eq. 3.31 

predicted the temperature profile for a heating experiment when Tj = 90'C and T'. 

20'C7 the example that was used for the validation of the model- 

T= 
4.279 - exp(-(0.0505t Eq. 3.32 

0.0505 

where C is an integration constant that depends upon the initial conditions in the 

experiment, i. e. T at t=0. If the temperature is predicted with this equation and the 

results are compared with the empirical data, an idea of the performance of the model 

can be obtained. This comparison is plotted in Figure 3.59. From this figure, it is 

observed that the model predicted relatively well the thermal behaviour of the system 

with a maximum difference between the actual and predicted value of ±I OC. 

The next step in the calorimetric studies using the 5-L reactor system was the 

performance of the same type of experiment but now with the addition of the catalyst 

and, therefore with a reaction in the process. Again, the jacket temperature was kept 

constant at 90T. When a steady value was achieved for the reactive mixture,, the 

catalyst was added and therefore the reaction was initiated. Any change in 

temperature due to the progress of the reaction had to verify the equation that 

describes the model of the system: 

dT 
= 0.0467 (T, - T) + 

AHPr 
ocess _ 0.0038 (T -T Eq. 3.3 3 

dt MCP 
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where 
AHPr 

ocess varies with t1me depending on the kinetIcs of the process. Therefore- 

AH Pr ocess =: AH Pt ocess 

d[Produetsl 
Eq. 3.34 dt 

where AHprocess is now the energy per mol (usual units for the heat of reaction) and 
does not vary with time. 
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Figure 3.59. Comparison of the model prediction and the empirical data for a 

heating experiment Oacket temperature 900C) performed with the 

reactive mixture in the 5-L reactor 

When the experiment with the reaction described above was performed, the 

temperature profile observed in Figure 3.60 was obtained. Here, it is seen that the 

temperature in the system did not vary appreciably with time as the reaction 

proceeded. Only minor changes in the temperature, due to noise in the measurement, 

were detected. Also,, the returning of the dead volume extracted from the sampling 

system for the collection of off-line samples caused the small step changes observed 

in the figure. These results led to the following conclusions. 

9 The heat absorbed during the reaction at the temperature set for the experiment 

was very small compared to the heat losses or heat exchange between the 
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jacket and the reactor. A further experiment at a higher temperature would have 
probably led to the same conclusion, as a very high temperature was already used 
in these experiments. 

The response of the temperature control system is very fast and any change in the 
temperature of the system (that also modifies slightly the jacket temperature that is 

controlled) is rapidly compensated by increasing the temperature of the 
heating/cooling oil. This fact was verified by monitoring the temperature of the oil 
and observing that there were small changes to correct for the variation due to the 

changes in the reactor temperature. 
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Figure 3.60. Temperature profile for a reaction carried out at a constant jacket 

temperature of 90'C 

These two reasons limited the use of the reactor facility for the calorimetric 

studies of this particular reaction. Therefore, a more sophisticated calorimetric system 

had to be used in order to try to determine the heat of reaction for the esterification of 

crotonic acid. 
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Calolim c studies in more soohistica ted facilities 

Due to the problems that were experienced in the empirical determination of 
the heat of reaction for the esterification of crotonic, acid, the assistance of the 
industrial members in the project was requested. John E. Richardson (SmithKline 
Beecham) very kindly took the responsibility of carrying, out new calorimetric studies 
in the specialised facilities that SB had in one of their laboratories. The experiments 

f 11OWS104. were performed as 0 Crotonic acid (50g, 0.58m9l), 2-butanol (72.34g) and 
toluene (251.45g) were charged into a calorimetric reactor vessel. The mixture was 
heated to 75'C. The system was then ramped from 75 to 800C, before being calibrated 
over 10 min. Sulphuric acid (2.24g) was added to the mixture in one portion and the 

resulting clear yellow solution was left to stir overnight at 80T. The mixture was 
calibrated and ramped from 80 to 75'C and the experimezýt was then terminated. In the 
test, it was observed that the addition of sulphuric acid to the mixture produced a mild 

exotherm'04 (i. e. low released of energy). The total heat output in this addition process 

was -0.58 U No significant heat release was associated with the 20 hours stir-out 

period that followed. The effective heat output for the addition of the acid was 

-Ikj/mole with respect to crotonic acid and the effectivp adiabatic temperature rise 

was 0.6'C (Cp=2576 J/kgK). 

It should be highlighted that the parameters used in this experiment were 

generally obtained by scaling down the values normally used in a esterification 

process in the 5-L reactor. This was true for all of the species but not for the sulphuric 

acid that was added in excess. However, since sulphuric acid is only the catalyst for 

the reaction, this extra addition was not expected to affect the results obtained in the 

experiment for the heat of reaction in the esterification process. This excess of catalyst 

was only expected to affect the value of the heat output for the acid addition per mol 

of crotonic acid. It could also have produced some sulphopation (responsible for the 

yellow colour) in the toluene. However, neither toluene (inert solvent), nor its 

sulphonated form were expected to affect the normal progress of the reaction. 

In conclusion, even with the more sophisticated calorimetric equipment at SB, 

no temperature change during the esterification process w4s observed. Therefore,, the 

heat of reaction in the esterification of crotonic acid was considered as negligible. 
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However, the heat transfer studies reported earlier in the chapter were not a waste of 
time as they provided valuable information regarding the heat-exchange parameters 
for the 5-L reactor system. In fact, these parameters were used by the control 
engineers in the project in the general model of the system that they developed. 
Furthermore, these studies and the definition of the heat-exchange parameters can be 

used in the future for calorimetric studies carried out in the 5-L reactor. This is only 
possible though, if the processes being used have a heat of reaction that is not very 
small compared to the heat losses in the system. 

d) Chemical model of the sampling loop 

There are numerous models that can describe haw a particular reactor system 
differs from the ideal conditions'O'. The ideal models for chemical reactors assume 
that ideal flow patterns of perfect mixing are present. However, there are cases that 

cannot be handled by these assumptions due to the presence of comers and baffles 

that can lead to stagnant regions, or due to non-uniform Pow paths that can lead to 
bypassing of fluid. This non-ideal features are more typical from flowing systems 

such as Continuous Stirrer Tank Reactor (CSTR) and ýIug Flow Reactor (PFR) 

systems than from batch procesSeS62,105 
. Also, these alterations in the flow affect far 

more to the continuous processes where the deviations from the ideal situation alter 

the age distribution of the elements of the fluid in the reactor. This means that only a 
few of those elements stay the theoretical residence time inside the reactor. However, 

in batch processes all of the elements of fluid stay the same period of time inside the 

reactor but there are zones where the mixing of the chemicals is different than in other 

regions. This does not affect the final yield and production in the reactor as much as 

the variations in age distribution typical of continuous processes. 

Since chemical modelling is more important in continuous reactors, - these 

studies are more extensively covered in the literature for CSTR and PFR systems 105 

In the analysis of non-ideal features and age distribution dispersion in reactors, the use 

of tracers is one of the most popular tests. These experiments are performed by 

introducing tracers, which are marked fluid elements, in the process vessel at a certain 

instant of time. The observation of the sequence of particles in the outlet gives an idea 

about the dispersion in residence times. Figure 3.61 shows the typical age 

143 



Chapter 3: Sampling studies in batch reactors 

distributions for different continuous reactor systeMS62 . The plots obtained in the 
experiments with tracers are normally compared with the typical graphs for ideal 

systems in order to model the non-ideal features of the real systeM62,105. 
Although these types of studies in batch reactors are less common, there exist 

methods to perform this kind of analysis in discontinuous systems and define real 
models for the reactors. However, there are alternative methods that can be used as an 
easier approach to solve the problem. For example, empirical methods such as LDA 

or mathematical simulations like CFD are better to study the flow-patterns of stirred 
vessels and therefore study the stagnant regions and mixing abnormalities in the 

35-41 system . In our case, the easiest approach was to compare the kinetics of the 
process with and without the loop to analyse the effect that the change in the mixing 
properties had over the chemistry in the system. This method is of special interest 

when the kinetics of the process are not published in the literature and therefore only 
an idea of the kinetic parameters can be empirically obtained using non-ideal reactors. 
This was the case of our process, where the real kinetic values for the esterification of 
crotonic acid were initially unknown and only approximated experimental values 
were obtained in the 5-L reactor. 

TM 

A 

L) 
M- 

.Q -0 .0 

0 

X 
LU 

X 
LU 

X 
LU 

Mean Mean 
residence Residence time----> residence 

time time 

(a) Plug flow (b) Pedect mixing (c) Intermediate 

Figure 3.61. Exit concentration of tracers observed in several kind of systems 

when input stream is tagged at time zero 
62 

Therefore, only two experiments were performed to study the effect of the 

sampling loop in the process. One reaction was carried out at 800C using the standard 

procedure described for the kinetic experiments without the loop and sampling at the 

stirrer plane. A second experiment was performed at the same temperature and 
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ýJtk continuously using the loop to get off-line samples. The results obtained in these 
experiments have been shown before (Figure 3.55). These were the only tests 
consiaerea m ine Slucly 01 Me ettect ot the loop on the chemistry of the process, as the 
heat of reaction was concluded to be negligible in this particular esterification 

reaction. It should be mention that, although the experiment at 800C without the loop 

was already performed in the kinetic experiments described earlier, the test was 
repeated as a different reactor and PTFE impeller were used and this was expected to 
affect the mixing properties in the system. In fact, the results obtained in this new 
experiment showed a higher conversion than the ones obtained in previous tests. This 

confirmed that the mixing conditions affected the kinetics of the process and was the 
reason why the kinetic experiments gave different results in the I-L and the 5-L 

reactors. 

Figure 3.55 shows how the esterification process was slightly faster when the 
loop was used due to an enhancement in the mixing of the chemicals obtained with C. '. 
the use of the centrifugal pump. This improvement in mixing was corroborated in 
later experiments (see section 3.3.1) when the NIR results obtained in tests with a 
non-reactive heterogeneous mixture, with and without the loop, were compared. Table 
3.9 shows the different values obtained for the kinetic rate constant at 80T. A short 
additional discussion about these values is given opposite. 

Table 3.9. Comparison of the valuesfor the kinetic rate constant at 800C when the 
loop is used and when it is not 

Conditions k ([M3 mor, fil * joO 
first 75 mim 

k qW mor, f-11 * je) 
first 240 min. 

With no sampling loop 313 406 
With sampling loop 327 587 

Another approach that can be followed to model the effect of the loop on the 

chemistry in a batch process is to try to fmd a trend in the difference between the 

results obtained with and without the loop. Eq. 3.35 presents f(t) as the function that 

represents how this difference changes with time: 

CA' ý CA + f(t) Eq. 3.35 
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where: 

CA Concentration qf reactant A in the non-ideal conditions (M) 
CA Concentration of reactant A in the ideal conditions (M) 
f(t) Time dependantfunction that describes how CAdiffersftom C4 (M) 

The value of concentration for the reactor under the ideal conditions (i. e. CA) 

comes from the integration of the equation of design of the batch reactor (Eq. 3.36) 
for a particular function rAthat describes the kinetics of the process. 

-L . 
0= NAO jx -- ax AV =cons tan t>0= CA 

11 

x 4f (hCA 

XAO VrA 

fAO 

rA 

where 
0 Time of reaction in a batch process (s) 
T Mean residence time in a continuous reactor (s) 
V Reactor volume (7) 
q Flow-rate of chemicals in a continuous system (71s) 
NAo Initial number of molesfor reactant A (mol), 
CAO Initial molar concentrationfor reactant A (M) 
XA Fractional conversionfor reactant A 
XA 0 Initialftactional conversionfor reactant A 
N Kinetic equation as afunction of reactant A (Mls) 

Eq. 3.3 6 

However, this method was not successfully used in our case for the following 

reasons: 

The real kinetics (i. e. published values) for the esterification of crotonic acid were 

unknown and the results obtained in our 5-L reactor system were found to depend 

very highly on the mixing properties of the system. Therefore, the real kinetic 

values, which affect the concentration term under ideal conditions (CA), were not 

well defined in our particular case. 

Figure 3.62 shows that only at low ester productions was there a clear trend for 

the difference in the values obtained with and without the loop. As the ester 

concentration reached higher values, the trend was lesýs clear and the precision in 

the results also decreased. Therefore, it was not possible to obtain a reliablef(t) for 

high values of the reaction time. 
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Figure 3.62. Change with time of the difference of the ester concentration with and 

without the loopfor the esterification of crotonic acid at 80'C 

3.2 3. Total model of the loop 

It has been shown that the definition of a good model that describes the quality 

of the samples obtained with the fast loop is rather complicated and very time 

consuming. This modelling requires many experiments to define both the physical and 

chemical part of the model. Furthermore, some variables such as the mixing speed 
have been shown to affect both the physical collection of the sample and the 

chemistry of the process. Therefore, a long experimentation process and the use of 

statistics are needed to define a robust model that contains the effect of every variable 

affecting sampling. Furthermore, the model developed in this manner would be very 

specific and only applicable to the particular system that has been studied. However, 

the work carried out in this thesis showed how simple physical and chemical 

experiments typical of the modelling studies are needed, as they lead to the 

optimisation of sampling devices. The analysis of the effect of some variables on the 

sample collection and the chemistry of the process has also been shown to give 

promising results that can be used to correct the information derived from non- 

representative sampling. For example, it has been shown how representative 
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sampling of suspensions of solids was difficult to achieve but a robust calibration of 
the sample collection could be performed and used to correct for non-representative 
sampling. On the other hand, with heterogeneous mixtures of immiscible liquids 
representative sampling was easier to achieve and the calibration model and 
correction of the data was not needed. Finally, the perfoTmance of modelling tests 
provides valuable information on what variables affect sample collection the most. In 
our process, the quality of mixing and the stirring speed were found to be the 
variables that most affected the sample collection using the fast loop. 

3.3. Experimental and results obtained in the area of on-line NMR 

It has been mentioned earlier that the final aim in, the design of the fast loop 
for representative sampling from batch reactors was the implementation of a low field 
NMR spectrometer for on-line measurements. The need for a secondary loop with a 
lower flow-rate has also been already justified. In this section,, the experiments where 
the NMR instrument was implemented and tested in the line are described,, allowing 
the achievement of one of the goals in the project. The experiments covered here 
focussed on the engineering side of the project from the sampling point of view. 
Analytical chemists within CPACT were involved in the development of the NMR 
instrument as well as a more detailed study of how it behaved under different 

conditionS79,95 . Therefore, the tests performed in this work concerned heterogeneous 

processes where the quality of the samples collected in the NMR line was compared 

with the spectral information being acquired on-line with the NMR instrument. It 

should be mentioned that no experiments with reactive processes where used in these 

tests. This was mainly due to the fact that the esterification of crotonic acid was a 
homogeneous processes and therefore it did not represent a challenging system from 

the sampling point of view. At-line monitoring of the esterification of crotonic acid 

carried out by Dr. Alison Nordon in another CPACT project demonstrated the 
S79,95,96 capacity of the instrument to follow this proces -. Other more interesting 

reactions from the engineering point of view, such as the heterogeneous esterification 

of itaconic acid, was not fully defined from the analytical point of view. Therefore, 

the lack of a robust reference method for the esterification of itaconic acid made 

impossible its use in the on-line NMIR, studies. 
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The low-field NMR measurements in this project were carried out using a 
Fourier transform development spectrometer manufactured by Resonance 
Instruments. The instrument employed a permanent magnet and was capable of 
observing 111,19F or "P nuclei. The magnet was enclosed within a temperature 
controller container,, and was maintained at a temperature of 35T. The operating 
frequency of the instrument was 29.1 MHz for 1H. The instrument had a lock channel 
that monitored the variation in frequency of a lock sample located in the probe. A5 
mm 1H probe was employed with a 7r. /2 pulse duration of 3.7 gs. The 1H probe 
contained a sample of hexafluorobenzene (C6176) and the 19F NMR signal from this 
lock sample was used to monitor and adjust the magnetic field and so improve the 

5 precision of replicate scans of 1H spectra79,9 . 
3.3.1. On-line NMR measurements with heterogeneous mbdures 

The low field NMR instrument was implemented in the fast loop using a 
secondary line as described in Appendix 3. The spNtra acquired by the NMR 

spectrometer were compared with the quality of the sampl 
' 
es obtained via the off-line 

port in the main loop and the return point in the NMR line. This was performed for 

five different heterogeneous mixtures of toluene and water. The parameters used for 

the acquisition of NMR spectra are summarised in the Tabk 3.10. The flow-rate used 
in the NMR loop for these experiments was 60 ml/min. These conditions were chosen 

after preliminary experiments with the parameters optimised in homogeneous 

experiments at a lower flow-rate gave unsatisfactory results with low precision. These 

settings used in the preliminary tests had a longer delay (Is), a lower number of scans 

(128) and a longer acquisition time (Is). Therefore, the collection of a larger number 

of scans was adopted in order to improve the precision via the averaging of more 

spectra. A shorter delay between the end of the FID and the start of the next pulse 

allowed the collection of a larger number of scans in a reasonable period of time for 

analysis. This was also achieved by reducing the acquisition time, i. e. the period of 

time that the FID was observed for. The optimum NIýM conditions used in the 

experiments were also chosen considering the results obtained in preliminary tests, 

changing the number of scans being acquired, and the flow-rate in the NMR line. 
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Table 3.10. Paraineters used in the NMR expetimen ts 

Recycle delay (s) Number of scans Acquisition time (s) 

0.1 512 0.5 

Figure 3.63 shows how the NMR spectra changed with the composition of the 
heterogeneous mixture and Figure 3.64 shows the results obtained when the spectra 
for five replicates of these experiments were studied. This figure represents the 

average toluene-water ratio in terms of both the peak areas and the peak intensities. 

For comparison, the toluene concentration measured in the samples obtained from the 

off-line sampling port and the NMR line are also plotted in Figure 3.64. The 

determination of the quality of these samples was done by measuring the volume of 

each one of the phases after separating out the two solvents with a separation funnel. 

The results in Figure 3.64 show how the quality of the samples collected from 

the NMR line varied linearly with the bulk concentration of the mixture inside the 

vessel. This means that, although these samples were not, fully representative of the 
bulk concentration, they could be easily calibrated for data correction. On the other 
hand, the quality of the samples collected from the sampling port were not as good 

and showed a less linear change with the bulk concentratki n. This could have been ko 
due to the use of a ball valve that could not be opened fully for sampling, and the port 

would have delivered too high a flow-rate (approx. 9 I/min) for manual sample 

collection. The NMR results in the same Figure 3.64 showed a similar trend for both 

the peak area and the peak intensity ratio. This was exKcted as a similar flow-rate 

(approx. 60 ml/min) was reset before each one of the measurements. This procedure 

avoided the slow change in flow-rate with time that was noticed in the experiments. 

When the flow-rate is kept constant, the line-width is also constant and the results 

derived from the peak areas should be similar to those qbtained from the peak 

intensities, as shown in the figure. Figure 3.64 also showsýthat both the change in 

peak area and intensity ratio were reasonably linear (i. e. they could be calibrated) at 

bulk concentrations of toluene higher than 15%. Below this value, the intensity of the 

toluene peak was poorer and therefore the precision of the results was low, which 
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Figure 3.63. Average NMR spectra for five replicate measurements in different 

mixtures of toluene in water 
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produced the lack of linearity in the results. Figure 3.65 shows the precision (in terms 
of %RSD) for the same experiment. Here it can be observed how the precision in the 
results obtained from the manual sample collection from the NMR line and the off- 
line sampling port were better than that obtained in the NMR results. Figure 3.65 also 
shows how the deviation in the results was very high when the bulk concentration was 
lower than 15%. This shows that the low intensity of the small toluene peaks observed 
in the NMR spectra at low concentrations of toluene caused the lack of linearity in the 
results. 
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Figure 3.66 shows the comparison between the model prediction using the 

NMR results (in term of peak intensities) and the measurements obtained when the 

samples were collected manually from the off-line port and the NMR line. This model 

was obtained using the data of NMR peak intensity ratios for different values of 

concentration of the sample that actually passed through the NMR flow-cell (i. e. 

concentration of the samples collected in the NMR line). Only the data collected for 
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concentrations of the mixture equal to or greater than 15% were used in the model. 
Figure 3.66 shows that a model prediction using the NMR results was feasible 

provided that the signal to noise ratio of the peak was good (i. e. at bulk toluene 

concentration greater than 15% in our system). Therefore, the validity of the sampling 
loop system for the implementation of the NMR spectrometer for on-line monitoring 

of toluene-water mixtures has been demonstrated with these promising results. 
However, the precision in the NMR prediction was found to be quite poor with highly 

heterogeneous systems, as it is shown by the big error bars represented in Figure 3.66. 

Although this is not clearly observed in the figure, it should be highlighted the biggest 

error bars shown in Figure 3.66 are associated with the NMR prediction for any value 

of the bulk concentration. The reasons for the poor precision of the NMR prediction 

were investigated and are discussed below. 
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a) Effect of theflow-rate on the NMR signals 

Due to the low precision obtained in some of the NMR results, it was believed 
that a separation of the two phases inside the NMR line could have occurred during 

the experiments. Therefore, the effect of the flow-rate in the quality of the samples 
was studied, as the slower the flow the more likely the separation of phases may 
occur. For this, a mixture of 50% toluene in water was, added to the reactor vessel. 
The flow-rate in the NMR loop was varied between 20 ano 95 ml/min and both NMR 

spectra and samples from. the NMR line were collected with the same conditions used 
in the experiments described previously. Figure 3.67 shows how the averaged spectra 

obtained in the five replicate experiments changed with thý flow-rate. The expected 
increase in the line-width with the flow-rate was obtained in the experiments. 

Figure 3.68 shows a comparison between how the concentration measured in 

the samples varied with the flow-rate and how the peak intensity ratio for the aliphatic 

toluene and water peaks changed with the flow-rate. This plot shows that there was a 

separation of the phases inside the NMR loop when the flow-rate in the line was very 
low. Both the NMR and the manual sampling results confirmed that, at low flow-rates 

in the NMR line, the phases separated out and the mixture became richer in the lighter 

phase (i. e. toluene). This change of properties at low flow-rates was found to vary 

with time and this was the reason why with slow flow-ratesthe precision in the results 

was slightly lower and the %RSD values (represented the figure) were larger. 

Although this occurred in both the NMR and the sampling results, the precision of the 

data obtained with the NMR spectrometer was slightly better than that for the manual 

sampling results as can be seen from the %RSD values,. For the comparison, a 

representation of the O/oRSD was preferred to the usual error bars as the data was 

plotted in two different scales. The slightly better precision ýn the NMR results could 

probably be due to the fact that in the NMR data the 512 spectral acquisitions were 

co-added in a period longer than 5 minutes whereas in the manual sampling the 

samples were collected in I minute. Also, 5 replicate measurements were performed 

in the NMR experiment whereas only 3 replicate sample collections were made in the 

sampling tests. 
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In conclusion, the flow-rate in the NMR loop had to be higher than 50 ml/min 
in order to avoid phase separation in the loop and a degradation in the precision of the 
results. Also, a fast flow avoided the saturation effects observed in the mixture going 
through the NMR flow-cell. However, it is also known that a very fast flow-rate is 

associated with a low magnetization time, producing low intensities and poor quality 
spectra. Therefore an intermediate flow-rate value of 60mý/min was chosen for the on- 
line experiments performed with the low-field NMR spectTometer. 

b) Effect of sampling time and number of sýans on the signals 

As previously shown, there was a plug-flow insidý the NMR line that could 
lead to separation of the phases and changes in the concenýration of the mixture with 
time. The fact that there was a plug-flow was visually observable in the flow-cell 

where plugs of toluene were observed in between blocks of water flowing in the line. 

This was due to the small inside diameter of the NMR line and flow-cell system, 

together with the low flow-rates used in the line. However, it has been shown above 

that the plug characteristics of the flow did not lead to a, complete phase separation 

and changes in the concentration with time if the flow-Kate in the NMR line was 

higher than 50 ml/min. Figure 3.69 verifies this as only a slightly increase (less than 

2%) in the concentration of the samples collected from the NMR loop at 60 tnl/min 

was observed when the sampling time was varied. The sampling time in these 

experiments was the time that was taken to collect the sample that was later separated 

in the two phases in order to work out the concentr4tion of toluene. If the 

concentration of the mixture flowing through the loop chqnges with time, a large 

variation in the concentration results should be observed when the sampling time is 

changed. This was found to occur only when the flow-rate in the NMR line was lower 

than 50 n-fl/min. Finally, Figure 3.69 also shows the variation in the precision of the 

results (i. e. O/oRSD) when the sampling time was changed. As can be observed, the 

change in sampling time did not affect significantly the precision in the results,, as the 

distribution of the data was random and the values were ýIways lower than 3.5 %. 

Again, this would not be the case if the concentration in the NMR line changes with 

time, where a trend with the O/oRSD descending as the sampling time increases would 

be observed. 
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Figure 3.69. Change of the concentration of manual ýqmples collectedfrom the 
NMR line (50% toluene-water mixture in the vessel) when the 

sampling time was varied 

It is therefore concluded that the use of 60 ml/min in the system guaranteed 
that no change of the properties with time was produced in the line. However, this was 

only true provided that the time interval was relatively high (higher than 10 seconds, 

minimum sampling time used in the experiment). This comes from the fact that at 60 

ml/min there was still plug-flow in the line and at some very short time intervals all of 

the mixture passing through a certain point in the flow-cell might have been toluene 

or water in the form of plugs. The way to overcome the problem of the plug flow in 

the NMR acquisition was to co-add a large number of scans in order to improve the 

precision in the results. Figures 3.70 and 3.71 show the comparison between the co- 

addition of 4 scans and 512 scans for three replicate NMR measurements over a 50% 

toluene mixture flowing at 60ml/min. When only 4 scans were acquired, the results 

show how in some replicates the average spectra saw only toluene in the flow-cell 

whereas in some others only water was detected. Only replicate 3 with 4 scans being 

averaged showed the presence of toluene and water in a similar ratio. On the other 

hand,, the results obtained co-adding 512 scans showed essentially the same 

157 



Chapter 3: Sainpling studies in batch reactors 

- Replicate 1 

- Replicate 2 Number ofscam 4 

- Replicate 3 

98765432 
61ýppm 

Figure 3.70. Spectra for three replicate NMR measurements. /or a 50% toluene 

mixtureflowing at 60mllmin where 4 scans were co-added 
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Figure 3.71. Spectra for three replicate NMR measurements for a 50% toluene 

mixtureflowing at 60 m1linin where 512 scans were co-added 
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spectra for the 3 replicate measurements. Figure 3.72 verifies these conclusions as it 

shows how the precision (in terms of %RSD) improved considerably for all the peak 
intensity measurements when a higher number of scans were being acquired. 
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Figure3.72. Precision obtained in the determination of the average intensity of the 

different peaks observed in the NMR spectrum for a 50% toluene- 

water mixture when the number of scans was varied 

c) Effect of temperature on the signals 

The study of the effect of the temperature on the NMR signals is not covered 

in this thesis. However, this aspect is of great importance and cannot be forgotten as 

temperature affects considerably NMR spectra and the performance of the NMR 

spectrometer 79 
. 

The study of the effect that the temperature has on the NMR analysis 

depends upon the process being considered and constituted part of the NMR 

development work that several analytical chemists were carrying out in another of the 

CPACT projeCtS79,95. in preliminary experiments they observed 79 that an increase in 

the sample temperature generally produced a decrease in the signal area. Also, the use 

of low temperatures improved the signal to noise ratio,, bearing in mind that very low 

temperatures could produce the undesired crystallisation of the sample. Once the 

Optimum temperature conditions for the NNM monitoring of a particular process are 
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determined, the conditioning system for the NMR line can be designed. This is the 
construction of a heating, cooling or isolating device designed to render the sample at 
a suitable temperature for analysis as it passes through the, flow-ce112. 

For sampling and the modelling of sampling systems the temperature effect is 
important as it varies the miscibility of the different phases in the heterogeneous 

mixture. Therefore, depending on the reactor temperature the difference between the 

sample and bulk concentration varies as the solubility of one phase in another (in a 
two phase mixture) changes. This affects the quality of the sample, i. e. how far it is 
from the bulk concentration. It also modifies the represenýativeness of the sample, i. e. 
how far it is from the actual concentration of the rnixturý inside the reactor. Chris 

Wong noticed a significant effect of temperature on the quality of the sampling using 

a toluene-water mixture as part of the CPACT work in this project". Thus, both 

quality and representativeness can be modelled with respect to the temperature in 

order to correct any errors being produced during sampling. 

3.3.2 Study of the mixing enhancement produced in the loop 

NIR measurements were acquired simultaneously to on-line NMR experiments 

with different toluene-water mixtures, using and not using the loop. A Bomem 

N11BI55 NIR spectrometer and a Hellma transmission probe with I mm path length 

were used in the tests. The NIR probe was placed in one of the port on the reactor lid, 

with the tip located approximately 6 cm above the stirrer plane. The purpose of this 

monitoring was to prove with the NIR data that the use of the loop produced an 

improvement in the mixing properties in the system. This enhancement was believed 

to affect the different kinetic parameters for the esterification of crotonic acid when 

the loop was used and when it was not. Five different heterogeneous mixtures of 

toluene and water were used in the experiment. For each one, five different NIR 

measurements were acquired both with the loop recyclin* at approximately 9 I/min 

and without the loop. The stirring speed in the vessel was kept to a constant value of 

250 r. p. m. The average values for those five NIR measurements are plotted in Figure 

3.73 for three out of the five mixtures (for a better appreciation) and under the 

different mixing conditions. The spectra are shown in the fbrm of the first derivative 

as this shows more clearly the change of the spectra observed for the different 
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conditions. Only the region between 5700 and 8200 cm-' was used in the data analysis 
as the rest of the spectrum was dominated by the water signals. The signal at approx. 
7000 cm-1 was associated with the water whereas the signals at approx. 6000 cm-1 
were due to the toluene present in the samples 79 
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Figure 3.73. First derivative of the NIR spectra acquired with and without the 

sampling loop for different toluene-water mixtures and between the 

region 5700 - 8200 cm-1 

Principal component analysis was carried out using the NIR data shown in 

Figure 3.73 in order to show more clear by the effect of the sampling loop on the 

mixing conditions. Figure 3.74 shows how the score for one of the principal 

components originating in the statistical analysis changed with the composition of the 

mixture inside the reactor. It can be observed that there was a similar trend but with 

differences in the values of PCI at high concentrations of toluene in the mixture 

between the case when the sampling loop was used and when it was not. This proved 

that, provided there was enough toluene in the water to produce a heterogeneous 

mixture,. the use of the loop produced different mixing conditions in the system that 

could be distinguished by NILR measurements. This was the reason why in Figure 3.73 

and for the 50% mixture it can be clearly observed how the NIR measurements 
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detected more toluene when the sampling loop was used. As the tip of the NIR probe 

was inserted below the interphase toluene-water where the water was the heavy phase, 
the results show that the use of the loop enhanced the mixing in the system. 
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Figure 3.74. Change of the score for the Principal Component I (PCI) with the 

composition of the mixture inside the reactor 
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1. Background Theory on Discrete Samplers 

Liquid chromatography (LC) is a powerful analytical technique used in 
laboratories. Unlike gas chromatography (GC), the most used on-line analytical 
technique, LC has not successfully been fully developed for use in industrial 
processes'. One of the CPACT projects in phase I employed an HPLC expert, H. 
Vandenburg, to study and clarify why LC has still Wt made a fully successful 
transition from the laboratory to the manufacturing plant2. There are several 
advantages and disadvantages of LC for on-line applications that are discussed later 
on this chapter. However, in many situations, sampling and sample preparation 
remain the most difficult stages'. Therefore, the LC stydy gradually became a 
sampling project where different prototypes of automated samplers had to be tested 
and developed 2-4 

. The final aim was the development of a simple, inexpensive, robust 
and reliable sampling system that could be successfully used to implement LC and 
other analyser equipment for on-line analysis. 

1.1. Problems in the implementation of HPLC for on-tine analysis 

On-line HPLC can offers significant advantages over the methods such as 

spectroscopic and flow injection analysis, - as complex mixtures can be analysed for a 

number of components over a wide concentration range, with relatively simple 

calibration' 5,6 
. 

Also, process liquid chromatography is specifically suitable for 

separation of high boiling materials, molecular size distribution of heavy hydrocarbon 

oils and polymers, and the separation of organic materials that cannot be analysed by 

GC because they are involatile or would be degraded during vaporisation 7-11 
. 

This is 

why several companies such as Applied Automation and Millipore started 

commercialising process LC instruments for industrial applications, mainly in the 

pharmaceutical industry'. However, there are also disadvantages in the use of LC in 

process analysiSI, 8 which forced some LC analyser companies to withdraw from the 

market' in the 1980's. This is why other techniques such as flow injection analysis are 

preferable in some applications as they could be cheaper, faster and more reliable than 

LC 12 
. 

There exist four main reasons that complicate the use of LC in the process 

813 14 environment ,,. 
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9 The sampling requirements are demanding as the samNe often needs to be filtered 

and diluted with an adequate solvent. This makes the sampling systems complex, 
expensive and often not very reliable. 

LC instruments often use liquid carriers that are normally flammable solvents at 
high pressures. Also, the purchase and disposal costs of the solvents are very 
significant. 

9 The separation of components take many minutes, reducing the frequency of 

sampling and increasing the dead time of analysiS15 

9 LC requires technical specialists with higher knowleoge of analytical chemistry 

than required for typical GC applications. 

From this consideration of disadvantages it can be, seen that the most difficult 

problems to overcome are those related with sample and sample preparation'. The use 

of flammable solvents in HPLC separations can be eliminated by using water as the 

mobile phase in some cases"8. However, most lab based IH(PLC applications involve 

organic modifiers in the mobile phase'. To adapt this to w4er only chromatography, 

either the stationary phase or the aqueous mobile phase can be altered"'. The addition 

of modifiers to the aqueous mobile phase change its polarity while the additives added 

to the stationary phase change its activity'. The high use oflexpensive solvents (when 

water is not used) can be solved by recycling the used solvent. However, this can lead 

to the analytes building up in the solvent and increasing thý background level at the 

detector'. Alternatively, narrow bore columns operating at lower flow-rates can 

reduce the volume of solvent used dramaticall Y1,14. 

There have been many hardware modifications tomake the BPLC instruments 

more reliable and robust I. Guillemin presented the most interesting approach with a 

new probe-PLC (i. e. Process Liquid Chromatograph) design that simplifies the 
8,13,14 

construction of the process chromatograph system and makes it more reliable 

This approach uses a single module incorporating sample handling, the sampling line, 

sampling conditioning and the chromatographic systems. It avoids the use of 

temperature controlled systems as changes in temperature affect the peak shape and 

retention times but not the peak area and concentration. Changes in retention times 

can be corrected with an appropriate software (ADDS, i. e. ADaptative Deferred 
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Standard System), data processing and the use of the Deferred Standard (DS) concept. 
This method includes the injection of a pure compound within each analytical 
sequence. This injection is delayed with regard to the s4mple so that it does not 
interfere with the sample to be analysed. The DS concept caAl be used to calibrate and 
check the proper functioning of the chromatograph 8,14 

. Not only does this design 
improve the reliability of the instrument, but it also reduces the response time and 
maintenance problems as the sampling lines are shortened 13 

. 
The high response time of the analyser relative to the time constant of the 

process is sometimes not admissible for the use of LC in analysis and control 15 
. 
The 

long analysis times typical of LC analysis can be minimisqd using automated on-line 

systems instead of manual sampling complemented with off-line anal YSiS16 . 
Also, the 

analysis time can be reduced by using smaller size particles ýVith high specific surface 

area in the HPLC columns" 14 
. 

This allows the use of shorteý columns with the same 

velocity and pressure drop for the mobile phase while the ýesolution is maintained. 

The same flow-rate and shorter columns means a faster separation. There is a limit in 

the size of particles, though, which can be reliably produced'. Smaller particles tend 

to have a proportionally wider size distribution, which reduces column packing 

efficiency. Once this limit is reached, the resolution is sacrificed when the analysis 

time is reduced. However, new statistical chemometric techniques that are now 

available, make loss of resolution acceptable in the attmpt to reduce the analysis 

time, as the procedures are able to extract quantitative information from poor quality 

chromatograms 1,17 
. 

An increase in temperature can also be used to reduce the analysis 

time by lowering the viscosities of the solvents and therefore increasing the flow 

velocities without increasing the pressure'. Moreover, masý transfer kinetics are faster 

at high temperatures, which also improves resolution at faster rates. 

As a result of all these problems which sometimes c4n only be partially solved 

and because of the challenges in sampling, 1HPLC remains a last resort for on-line 

, 7. u acturer currenýly selling on-line BPLC 
analysis' In fact, there is only one man f 

equipment, Dionex Corporation with the DX-800 proceýs analyser (see Figure 

4.1)1,9,18,19. Moreover, this equipment has principally been used for ion 

chromatography (IC) applications where, unlike other LC methods, the mobile phases 

are aqueouS20,21,22 
. 
Another advantage of IC is that temperatures need to be neither 
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elevated nor well controlled because ion exchange distribution coefficients are 
relatively insensitive to this variable". Further, low pump pressures are satisfactory 

1,18 because column packings are large and porous so plugging and leaks are unlikely' 

In spite of the difficulties of on-line HPLC, developments for on-line 
applications has taken place especially in the areas of biotechnol ogy5,6,15,16,23 

environmental analysis', wastewater treatment20,24 and the 
, petrochemical indu StrY7,11 

Its use is also being extended to the semiconductor industry 2' 
and pharmaceutical 

industry' 
26. In some of these applications the use of on-line LC has already proved 

significant control payouts that have compensated the high costs of the analytical 
instrumentation 11 

. 

v 

Figure 4.1. Dionex DX-800 process analyser 

1.2. Problem of sampling in on-line HPLC 

The use of fully automated sampling systems has been found to reduce the 

analysis time and sometimes increase the reproducibility of many industrial processes, 

especially in the areas of biotechnology, environmental analysis and wastewater 

treatment5,6,16,24 
. 

The requirements of a sampling system vary depending on the 

application, but flexibility, robustness, reliability and fast response are usually the 

major concerns"" 15 
. 

Asepticity is also a very important sampling demand in 

biotechnological processes 15. One of the most important sampling needs for LC 

1,8, or other analysis is the removal of particulates which is more demanding than f 

techniques such as flow-injection analysi S5,6 . 
For example, in environmental analysis, 

filtration of suspended solids and pre-concentration of analytes are required'. 

However, simple filtration before analysis can also remove any analyte associated 
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with the particulates due to absorption onto particulate Matter or precipitates. The 
precipitation of analytes as the sample cools in the transfer line is another sampling 
problem associate with the removal of particulates necessary for LC analysis', 8. There 
have been numerous designs developed to try to overcome the filtering problems 
associated with sampling for LC analysis. Most of them have been applied to the 
areas of biotechnology and environmental analysis where the information obtained via 
LC analysis is crucial, specially for analytes at low concentration'. 

There exist three main technical solutions to the pr9blem of sampling f C8. orL . 
9 The use of dissolution loops, fully automated, between the chemical reactor and 

the analyser"10,1'. The dissolution loop is equipped with a fast circulating pump. 
By means of the fast flow and the mixing of the sample with a heated solvent, a 
homogeneous mixture is obtained. An aliquot of this solution is then injected into 

the chromatograph. 

A precolumn-column assembly using a "guard columný' to remove solid materials 
before the sample reaches the separating column. The, precolumn may also be 

used as a concentrating system for enhancing the limit of detection of the process 

analyser. 

* Filtration is the use of inorganic or organic filtering membranes to remove the 

undesired particles from the sample that is going to be injected into the 

chromatographic column. The filtration technique is very popular in 

biotechnological applications. 

Two main approaches can be distinguished in the sampling designs involving 
14. 

Only filtration technology" . simple filtration and membrane extraction via dialysis or 

ultrafiltration. Simple filtration using porous materials hasbeen modified and adapted 

for LC analysis. A method called solid phase extraction uses solid porous cartridges 

that are fed on a bandoleer in turn into the sample line'. Fach solid phase extraction 

cartridge is relatively cheap and disposable. This technique is widely used for water 

analysis of organics in rivers. Blocking of the filters and mechanical failure of the 

sampling device are the biggest problems associated with this type of design. 
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The use of membrane based sampling devices for on-line monitoring started 15 
in the mid- I 980s. Membrane based sampling systems can, be categorised according to 
two points of view: dialysis and ultra- or microfiltration" 15 

. In dialysis a concentration 
gradient is the only driving force for transport through the membrane from the sample 
to an acceptor phase. In microfiltration, a pressure is applied to force the analyte 
molecules as well as the solvent through the membrane p9res and, consequently, no 

15 
acceptor phase is necessary 

Membrane extraction via dialysis is based on the use of non-porous 
membranes sampling devices. The principle of operation iý that organic molecules in 

the effluent are soluble in the membrane, and hence diffiýse into it'. The recipient 
solvent is selected such that the molecules required are soýuble in it, and therefore 
diffuse into it from the membrane. With the flowing of the rýcipient solvent, a steady 

state concentration gradient is rapidly established. The concentration in the flowing 

recipient solvent is then constant and directly proportional to, that in the donor solvent, 

and can be readily calibrated"". Internal standards selected to have similar transfer 

properties as the main analyte are chosen for calibration. Automated on-line dialysis 

LC has been developed and used for analysis of biological solutions, particularly 
drugs in plasma'. 

Ultrafiltration is used in fermentation monitoring when dissolved proteins 

have to be removed as they bind to column packings and degrade the column 

performance 
5,6,16 

. The ultrafiltration units are usually connected to a recycle loop 

where the broth is circulated with a peristaltic PUMP5,6 
. The, slow flows needed in the 

loop to achieve the ultrafiltration (around' 5,6100 
ml/min) are associated to relatively 

large dead times ranging from 5 to 12 minutes depending on the substance passing the 

membrane'. Other ultrafiltration sampling devices avoid the use of recycle loops, 

which are sometimes the source of infection in fermentation processes" if sterile 

barriers are not used in the 10OP5,6 
. The system is an internal sampling probe that is 

immersed in the vessel. The filtrate is sucked by vacuum with a peristaltic pump and 
15,24 

into the injection valve of a IHPLC system 

Polarisation and membrane fouling are the major Koblems associated with the 

method of membrane extractions, leading to longer dead timeSI, 5,6 

. 
The phenomenon 
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of concentration polarisation is reversible and can be controlled by optimising the 
sample 

flOW5,6, choosing a sufficiently low pressure or enhancing the turbulence of 
the sample 

flOW6,13,14 

. However, membrane fouling is irreversible and can only be 

reduced by back-flushing or by-flushing with acid, alkaline or detergent solutionS5 or 

by removing the pressure difference over the membrane, as frequently as possible 
6. 

Blocking of the membrane occurs to a lesser degree if the,, pore size of the membrane 
is increased" and a high turbulence in the vicinity of the Membrane is maintained 

27 
. 

Dialysis membranes are not very susceptible to fouling. Therefore, membrane fouling 
is a bigger problem in filtration, because compounds larger than the pores are, 
reversibly or irreversibly, force against the membrane". IP fact, in ultrapurification 

sampling devices the membrane usually has to be replaceol after every run in batch 

processes or periods of around 5-8 days in monitoring of effluents'. New designs of 

rotating filtration modules have proved to decrease the membrane fouling as the 

centrifugal force created in these devices removes fouling substances from the 

membrane surface 15,28 
. The use of semi-rigid porous films as a membrane support is 

another alternative to help minimise the problem of membraile fouling24. 

Apart from the removal of particulates necessai-ý for LC analysis, the 

quenching and dilution of the samples constitutes another big challenge in the design 

of samplers for on-line FIPLC22. The dilution is necessary to keep the analyte 

concentration in the linear range of the detector and can be a serious source of errors 

in sampling27 . 
Normally, intermediate dissolution loops arq used where the sample is 

dissolved in an appropriate solvent'. In biotechnology it is common to use compounds 

that inhibit the metabolic activity of the microorganisms". In reaction monitoring a 

sample is normally passed from the reactor through a sample loop from where it is 

injected into a diluter, usually provided with stirring"8. The commercial Dionex DX- 

800 on-line IC system is provided with a dilution module (SPM, i. e. Sample 

Preparation Module) that can be directly connected to a recycling loop and used to 

1ý20 quench reactive mixtures 

In summary, there are engineering solutions c4pable of solving the most 

difficult sampling problems. However, the greatest concerns remain in the reliability 

and cost of the designs. This project concerns the testing and development of new 
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prototypes of sampling probes designed and built to overcome the reliability and cost 
problems typically associated with LC samplers. 

1.3. Previous prototype samplers: Zeneca Mark I and Mark 11 

Zeneca developed an analytical system that consists of three main parts: a 
sampling probe, a control unit and a laboratory analyser29-32 . Here, interest will focus 
on the sampling probe and the features of the control unit that regulate the functioning 

of the sampling device. Two different versions of the wmpling probe were initially 
developed and tested before the start of the work include4 in this thesis: the Mark I 
and Mark 11 probeS30,31,33. 

The Mark I probe relies upon the natural circulatioR in the process vessel to fill 
29,32 

an aperture in the body of the probe . This fluid is then displaced by a piston and 
transferred to the analyser. A sequence of events involving valves, pumps and 
pneumatic actuators is controlled by the control unit (see Figure 4.2) in three main 
steps- purging, sampling and delivering. This allows the lines to be cleaned and 
purged before sampling and the sample to be mixed with a diluent before delivering 

the diluted mixture into the analyser. The three steps involved in the functioning of 
f IIOWS31,32: the sampling system can be summarised as 0 

9 Priming. Any impurities in the lines, the probe and a, mixing chamber inside the 

control unit are flushed out with diluent. 

9 Sampling. The probe captures a volume of the sample solution that is then flushed 

to a mixing chamber by a metered volume of dilueiýt. The sample volume and 
diluent are then mixed by recycling the mixture in a loop through the sampling 

probe and around the mixing chamber. 

Delivering. A defined volume of diluted sample is metered to the sampling outlet 

for collection. At the end of this step the sample lines are purged once again to 

remove any excess sample before the cycle of steps runs again. 
31 

Table 4.1 shows the typical sequence of events and their duration , which can 

be varied and optimised in the PLC (Programmable Logic Controller) unit 34 in order 

to optimise the sampling probe. Figure 4.3 shows a PictWe and sketch of the Mark I 

sampling probe 29 
. The probe is normally left in its retracted position where the sample 
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Figure 4.2. Top view and picture of the control unit designed by Zeneca and used 

with the Mark prototypes 
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capture valve is open to the feed and return capillaries running along the sides of the 
probe. It is through the lower capillary that the diluent is fed to the valve in order to 
force the trapped aliquot of the process fluid out through the upper capillary and back 
to the mixing chamber inside the control unit. On application of a pneumatic supply 
to the piston the sample capture valve is forced down and its central hole exposed to 
the process liquid. Charnfering on the probe body then funnels the liquid into and out 
of this hole until pressurised gas is fed to the piston return port. The valve is then 

retracted with the trapped sample open to the feed and return capillarieS29,32 

Table 4.1. Stages involved in the three steps involved in the sampling procedure 

with the Mark I sampler and the optimised valuesfor the timer settings 
Thner number 

0 
Description 

Purge mixer and mixer drain line 
Thuer settiiig (s) 

20 
I Wash diluent-pump mixer 40 
2 Wash mixer-pump-drain line 20 
3 Wash and purge probe-drain line 15 
4 Purge mixer and purge mixer-drain line 15 

10 Insert probe and take sample 5 
11 Pump sample through probe 5 
12 Meter diluent via probe 75 
13 Mix sample and diluent via probe 100 

20 Meter diluted sample to analyser 15 
21 Purge mixer and purge mixer-drain line 20 
22 Purge mixer-probe-drain line 30 
23 Purge mixer line and purge analyser line 1 
24 Wash diluent-pump-analyser fin 40 
25 Purge mixer-analyser line I 

Different evaluation tests were performed using this probe and the control 

unit 30 ' 31 ' 33 
. 

Although the precision of the results was acce 
I 
ptable in most of the cases 

(i. e. %RSD<5%), the automated sampling system always showed higher deviations in 

the results than when manual sampling was used. However, the main problems 

encountered with this design were the large size of the probe for use in the standard 

vessel ports and the presence of air bubbles in the orifice of the probe 32 
- 

This latter 

problem was affected by the inclination of the probe and, the agitation of the test 

sample in the veSSel31 
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The design of the Mark 11 sampling probe was intended to overcome the 
32,35 

problems observed in the Mark I prototype . 
In the new design the probe diameter 

was reduced 35 to 57% of the Mark I probe, i. e. 20 mm. Also,, the Mark H probe 
incorporated a small positive displacement pump that actively forces the process 
liquor through the sample capture valve 32,35 

. 
This was meant to overcome the 

dependence of the probe orientation and stirring on the sample collection that was 

observed with the Mark I prototype. However, preliminary tests carried out with the 
Mark 11 probe showed leaks occurred owing to air bubbles caused by the vacuum 

produced with the pumping systeM30,32 . 
Also, the preýision of the results was 

unacceptable (%RSD>10%) and the sealing o-rings used in the probe had a short 
lifetime 30 

- 
These complications prompted the development of new designs that were 

used in this work 4. The prototype Mark I will be the reference prototype used in this 

thesis for the comparison and analysis of the results obtained with the new designs 

presented in the next section. 

Figure 4.3. Picture and sketch of the Mark I sampling probe 

2. Experimental System: Samplers Mark III and Mark IV 

In an attempt to improve the unsuccessful Mark 11 probe two new prototypes 

were designed named Mark III and Mark IV32 . 
The Mark 1111 prototype is the more 

complicated of the two designs and uses a pumping system to Pull in the fluid in the 

sampling probe where a non-return valve retains the sample. The Mark IV prototype 

was simpler and was the design built and tested in this PhD development work as 
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the Mark III design was not fully assembled and ready for testing when this work was 
4 

carried out . The Mark IV prototype functions in a similar manner to that of the 

successful Mark I design although the sample is now taken from the bottom of the 

probe and the size of the system is considerably smaller12 

Figure 4.4. Picture and sketch of the Mark IV sampling probe, assembled and 
. 
1* 

- dissembled in pneumatic actuator, piston and main body with outside 

tube 

In the Mark IV (shown and sketched in Figure 4.4) a grooved piston is 

immersed in the solution where the groove is filled with liquid. When the piston is 

pulled back into the outside tube, the fluid in the groove is trapped inside the probe. 

At this time, diluent is ejected into the inlet tube where it is mixed with the sample 

and leaves through the outlet tube to the mixing chamber. The bottom of the probe is 

rounded in the Mark IV probe to avoid unnecessary disturbances in the process. Also, 

the edges of the space where the sample is collected are smoothed to avoid sharp 

corners,, where bubbles or solid material might be trapped. In addition to this, the inlet 

and outlet drillings are at an angle to prevent air in the holes (remaining after the 

purging process) from bubbling out and affecting the volume of sample being 

captured. According to the design, the volume 32 being trapped in the probe is 1.20 ml. 

With this design, the same stages in the program of the PLC controller as used with 

the Mark I prototype were reported to be applicable with no changes. However, 

modifications to the program, as described in the next section, were required for 
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optimum performance. 

3. Evaluation and Developments on the Discrete Sampler Mark IV 
Preliminary tests using the sampling probe 33 resultýd in poor sampling with 

very poor precision in the range 2.1-69.8% RSD. These results indicated that further 

developments were needed in the probe in order to solve the problem of the large 

variation in the sample volumes taken with the Mark IV pkototype. The development 

experimental work was initially based on the tests previously performed 30,31,33 in the 

assessment of the Mark I and Mark 11 probes and preliminaU tests with the Mark IV 

probe. A concentrated aqueous solution with 1.5 g of methyl orange (Aldrich 23,410- 

9) in IL of water was used as a stock solution for the saTpling experiments. The 

reproducibility of the diluted aqueous samples obtained using the sampling unit with 

the Mark IV probe was assessed by doing a wavelength scan using an UV-Visible 

spectrometer (Philips PU 8720). 

The calibration of the UV instrument was perfbrmed by measuring the 

maximum absorbance (at 464.8 ±I nm) of six calibration, samples prepared in the 

range 1.4-8.5 x 10-5 M. This range of concentrations was cýosen based on the linear 

range observed in previous experimentS3 1 and considering the range of dilutions 

applied to the theoretical volume of sample being trapped With the probe. Triplicate 

measurements with the calibration sample set showed very good reproducibility in the 

results and perfect linearity in the change of absorbance with the concentration. 

However, a little variation (less than 3.4%) in the calibratiop results (typically around 

Absorbance = (26511 ± 884.09) x Concentration (M)) was observed if the sample set 

was analysed again after a period longer than a day. This repýoducibility problem was 

believed to be due to the UV instrument (used daily in a teac4ing lab) and was tackled 

by always performing the calibration before the diluted ýamples were analysed. 

Finally, no indication of change in the spectroscopic propelies of the dye solutions 

was observed after the samples were stored for a period shortipr than 2 weeks after the 

sampling experiments and before the UV analysis was performed. 
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I. Initial tests 

For the initial experiments with the probe new viton seals were assembled in 
the probe and the quality of the sealing was assessed. For ýhis, the pneumatic actuator 
was removed from the sarnpler and compressed air was injected through both the inlet 

and outlet diluent lines in the probe 16,17 
. No leaking was observed when the piston of 

the probe was exposed up to II mrn in the sample. It shotýld be highlighted that the 

probe, in its normal closed position, was exposed 7 mm into ýhe sample. Although one 
of the O-rings (placed at 4 mm from the tip of the probe) had no sealing effect, no 
leaking was observed in the probe when using the new vitop O-rings. As one of the 
O-rings was not sealing as expected on the basis of the desip specificationS32, the test 

above was performed periodically to ensure that no leaks were occurring. 

Once the quality of the probe sealing was assured, similar experiments to 

those described by N. PeterS33 were performed. The time sýttings used in the control 

unit were the same as specified in Table 4.1, which were the optimum values 
determined by previous researchers. Timer 12 was set to, the lowest value that the 

system was capable of with an acceptable accuracy according to the results obtained 
by K. Meney 30 

. 
This provided the highest possible concentraýion values for the diluted 

samples obtained in the experiments, which should be associated with a higher 

reproducibility and low %RSD values. Timer 13 was set to týe lowest possible value 

in order to obtain good mixing and also make the initial oxperiments as short as 

possible. 

The results showed that manual and automatic sampling were not comparable, 

with high and variable %RSD values (in the range 4.81-13.56% RSD) observed with 

automatic sampling using the new Mark IV probe. Fu 
' 
rther experiments were 

performed to check the quality of the sealing in the probe. Now, timer 10 was set to 0 

while timer II was varied from 0 to 5s to see if there werý any leaks in the system 

that produced the pumping of stock solution through the pr9be even when the tip of 

the sampling probe was not immersed in the solution. Also,, tests were performed 

keeping timer II at a constant value of zero and varying timer 10. The results showed 

no problems with sealing as no sample was pumped when both timer 10 and II were 

set to 0 seconds. Also, the experiments showed how the use of both timers 10 and II 
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were redundant and with this design of probe only one of the two timers was needed. 
Therefore in later experiments only timer 10 was used in the sampling experiments 

with stage II set at 0 s. 

3.1.2 Modifications in the pre-sampling stage 

As the preliminary tests concluded that the lack of reproducibility in the 

performance of the probe was not due to imperfect sealing, new modifications in the 
functioning of the sampling device were studied. Initially, it was believed that the 

poor sampling results could be due to an undesired effect that the empty diluent inlet 

and outlet lines might have produced during the sampling stage37. Therefore, it was 
proposed to change the sequence of steps in the PLC program and fill those lines with 
diluent before, instead of after, the sampling stage 

4,37 

. The programming code 
38-40 

before and after the changes is shown in Appendix 5. Table 4.2 summarises the new 

sequence of stages and the timer settings used in the experiments after the changes 

were made. 

Table 4.2 Stages involved in the sainpling procedure with the Mark Xprobe after 

the changes in the PLC program to fill the lines with diluent before 

sampling 

0 Purge mixer and mixer drain line 20 
1 Wash diluent-pump mixer 40 
2 Wash mixer-purn -drain line 20 
3 Wash and purge probe-drain line 15 
4 Purge mixer and purge mixer-drain line 15 
5 Meter diluent via probe Varied 

10 Insert probe and take sample 5 
II Pump sample through probe 0 

13 and diluent via probe Mix sample 100 
. 

20 Meter dilute :r 15 

21 Purge mixer and purge mixer-drain line 20 

22 Pu ain line 30 

23 Purge mixer line and purge analyser line 1 

24 Wash diluent-purnp-analyser line 40 

L 25 Purge mixer-analy. ser line I 
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New experiments were performed to assess the qu4lity of the sampling using 
the probe and this new sequence. Unlike the Mark H design, and as shown before,, this 
probe did not require pumping of the sample through the probe and therefore timer II 
was set to zero for all of the experiments. In the initial tests several dilutions were 
studied by changing timer 5 setting when sampling from the methyl orange stock 
solution. Five replicate sample collections were performoo when varying the setting 
for timer 5, which determined the dilution of the samples. Again, timer 13 was set to 
the lowest possible value that gives acceptable mixing, in order to make the 

experiments as short as possible. The results obtained are plotted in Figure 4.5 (with 
%RSD values given in brackets) and lead to the following copclusions: 

eA reduction of the %RSD was observed with the ch#nge in the sequence of 

events. RSD values lower than 7.71% were observed in all the cases. However, 

the %RSD values were still too high and poor linearity of response was observed 
in the results. 

3. OE-04 

2.5E-04 

0 

2. OE-04 - 0 (7.71%) y -6E-07x + 0.0003 
Fe 0.9352 

E 1.5E-04 - (7.14%) 

0 
(2.81%) 1. OE-04 - 

0 5. OE-05 - 
(7.63%) 

O. OE+00 - 
100 150 200 250 300 350 400 450 

Volume of diluent ml of water 

Figure 4.5. Concentration of the samples obtained when different volumes OJ 

diluent were added and the lines were filled with diluent before 

sampling 
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The change in the program also produced an increase in the final concentration of 
the sample. This was probably due to diflusion of the dye into the diluent that 
filled the lines, while the probe was immersed in the solution. 

These results suggested that the change in the pro, &ram to fill the lines with 
diluent before sampling could be a good approach that would lead to a better 

performance of the probe. However, some further changes would have to be 
implemented to improve the reproducibility in sampling uA to acceptable levels (i. e. 
%RSD values lower than 5%) and to solve the problem of dye diflusion into the 
diluent. 

Use of non-return valves in the system 

A non-return valve (South Scotland Valves and Fittings Ltd., 1/4inch OD tube, 

SS-4C-1/3) in the outlet diluent line was used in ordýr to improve further the 

performance of the probe. This valve together with the valve already present in the 
inlet line would help to trap the diluent inside the probe and, avoid the variable flow of 
diluent by gravity into the mixing chamber 37. Preliminary tests with the non-return 

valve showed a decrease in the flow-rate provided by the metering pump, possibly 
due to the incremented friction in the lines caused by theý new valve. Also, it was 

noticed that the non-retum valve altered the normal functigning of the control unit 
during stages 3 and 22, where air should be flowed in couýter-cuffent to wash and 

purge the lines. A manual by-pass line was used in conjunction with the non-return 

valve to allow the correct functioning of stages 3 and 22. The new valve was opened 

manually before the delivery stages (20-24) were activated apd closed before the lines 

in the probe were filled (at stage 4). This allowed the counter current of air in stages 3 

and 22 to flow correctly and therefore the effect that the noq-return (operating only in 

the sampling stages) had on the performance of the probe could be assessed. 

However, this arrangement did not show any improvement in the reproducibility of 

the results obtained with the probe. Furthermore, the problem of diffusion of the dye 

in the diluent was still observed and caused great concern about the possibilities of the 

new PLC program. 

To study the problem of diflusion, the timer 10 setting was varied while timer 

5 was kept constant at a value of 75 s. This variable controls the time that the probe is 
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immersed in the dyed solution during sampling. Figure 4.6 shows how the existence 
of diffusion in the system was clear as the concentration of methyl orange in the 
sample increased as the time that the probe was immersed in the solution was 
incremented. Moreover, this effect was more important when the non-return valve 
was not used as can be observed from the higher slope observed in the change of 
concentration with the timer 10 setting. This was primarily due to the drop of diluent 
by gravity into the mixing chamber, which was the reason why the non-return valve 
was implemented to try to avoid this effect. The sligh decrease in the flow-rate, 

- 
provided by the metering pump when the non-return valve was used, also contributed 
to the difference in the concentration values for the two experiments. However, this 

should have not affected the value of the slope in the representation as this depends 

only upon the diffusion when the system is static during sampling. 
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Figure 4.6. Concentration of the samples obtained when the timer 10 setting was 

varied and the lines werefilled with diluent before sampling 

Finally, the O/oRSD results showed that the problem of reproducibility still 

remained. Moreover,. the precision in the results was variable as the %RSD values in 

these experiments without the non-return valve were much higher than those observed 

in previous experiments, which were lower than 8%. All these problems of diffusion 
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and reproducibility in the results made us reconsider the strategy of filling the lines 

with diluent before sampling. 

Use of air-flow restrictors 

As filling the lines with diluent before sampling fouled to improve the use of 
the Mark IV probe, the original PLC program was inserte4 again in the controller. In 

order to improve the performance of the prototype, it was suggested that restrictors 

should be used in the air-lines that drive the actuator4' 42 
. This would slow down the 

vigorous movements of the piston at the sampling stage. The use of the air-flow 

restrictors was expected to minimise the turbulence at t, 4e tip of the probe during 

sampling, which could affect the sample collection in the grooves of the piston. The 

use of the restrictors was therefore expected to have a great effect in the performance 

of the sampler. 
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Figure 4.7 Concentration of the samples obtained when different volumes (? I 

diluent were added with and without the use of air-flow restrictors in 

the lines 

Figure 4.7 shows the results obtained before and after two air-flow restrictors 

(RS 192-9182) were implemented in the compressed air lines. One of the restrictors 

was implemented in the air-inlet line to slow down the speed at which the piston 
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descended and therefore avoid undesirable turbulences in the system. The second 
restrictor slowed down the movement of the piston on the way up to ensure 
reproducible sample collection. Also, timer 10 had to beset to a higher value than 2s 

to allow the piston to descend completely before sampling. The figure shows how the 

precision was not improved with the use of the restrictors, with large error bars and 

non-linear changes of the concentration with the volume of diluent added in both of 
the experiments. However, these experiments were very useful for the future 

development of the probe as the slow movement of tke piston allowed for the 

observation of air bubbles coming out of the probe. This proved that, with this design 

of probe, there was pumping of solvent in the lines beforo the piston was actually 

fully retracted. This did not happened with the Mark I design as the use of timer II 

allowed a dead time between sampling and pumping of diluent. 

3.1.5. Dead time in the sampling stage 

As suggested in the previous section, the pumpin&of diluent during the sample 

collection could produce an alteration in the normal sampling procedure and the 

volume of sample trapped in the probe. This could have been the reason why good 

reproducible values in some experiments alternated with bad results with high %RSD. 

This problem was solved by implementing a delaying timer in the program after the 

sampling stage number 10. Therefore, timer II was adapted from a pumping stage 

(used with the Mark I and redundant with the Mark W) ýo a dead time stage by 

changing lines 206-217 in the code of the PLC program (see Appendix 5). 

Figure 4.8 shows the results obtained with the Mark IV probe after the 

implementation of a dead time between sampling and pumping of diluent. The results 

were compared with those obtained with the manual dilutioR of the stock solution and 

are plotted in the same figure. In this manual dilution 0.65 n-d of the stock solution 

were mixed with the volume of water indicated on the x-axis of the figure. The results 

show how with the new program good reproducibility in týe samples was obtained 

with %RSD values lower than 5%. It is also shown how the non-linearity in the 

change of concentration with the volume of diluent was also observed with the 

manual dilution. Therefore, this non-linearity of the results had nothing to do with the 

Poor functioning of the probe and was typical for the spectrophotometric detection of 
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the methyl orange in the range of concentrations used in the experiment. The reason 
why the non-linearity was not observed in other manual dilutions used in comparison 
tests carried out previously is very simple. In previous experiments I ml of the stock 
solution was used in the preparation of manually diluted samples, which gave 
mixtures within a range of concentration where the absorbance varied linearly. The I 

ml was used in accordance with the design specifications of the probe 32 and the 
development experiments performed by previous researcherS31,33 
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Figure 4.8. Comparison of the concentration in manually diluted samples and the 

samples obtained when different volumes of diluent were added and a 

dead-time was used between sampling andpumping of the diluent 

3.1.6 Further development tests 

Different tests using the restrictors,, non-return valves and by-pass lines were 

performed with the sampling system using the dead time after sampling. However, no 

further improvements were observed in the performance of the Mark IV prototype. 

The combined use of the dead time and the filling of the lines with diluent before 

sampling was not assessed. The reason for this was that it was preferable not to have 

solvent in the lines before sampling as otherwise the d1luent in the sampling groove 

could contaminate the test solution during sampling. Also, the existence of diffusion 
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of substances in the solvent made preferable the use Of empty lines before sampling as 
the system showed good results operating in this manner. Figure 4.9 shows how the 
concentration of the sample varied less than 10% when the time that the probe was 
immersed in the solution was varied. This small variation was observed with a dead 

time of 3s before pumping of diluent and in all three variations tested- with non- 
return valve, without non-return valve and with the by-pass line always opened. Due 

to diffusion problems, variations of sample concentration of up to 200% with timer 10 

setting were observed (see Figure 4.6) when the lines where filled with diluent before 

sampling. Finally, good reproducibility of the results was also observed with the lines 

empty and use of a dead time before sampling, as shown in Figure 4.9. 
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Figure 4.9. Concentration of the samples obtained when the timer 10 setting was 

varied, and a dead time and no diluent in the lines were used before 

sampling 

In an attempt to discover additional sources of error in the performance of the 

probe, new experiments were performed. The most interesting experiment derived 

from the visual observation of some diluent trapped in the sampling gap when the 

piston was moved down after the priming step and before the sampling stages. In this 

experiment the effect that this small volume had on the quality of the samples 

obtained with the Mark IV prototype was assessed. In the test the piston was 
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manually cleaned and any dead volume of solvent was removed before sampling from 
the methyl orange stock solution. Figure 4.10 shows the comparison between the 
concentrations obtained in this experiment and those measured when no-cleaning was 
used. In the figure it is shown how the little drops of solvent trapped in the sampling 
groove produced further dilution of the sample. This made the concentration of the 
mixtures obtained with manual cleaning of the probe to than that when the samples 
were collected during the normal automated operation. Also, slightly better precision 
was obtained when the remains of diluent in the probe were removed. The 

conclusions obtained from this experiment can be used for future designs where the 

efficiency of cleaning and flushing of the probe should be improved. 
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Figure 4.10. Comparison of the concentration of the samples obtained when 

different volumes of diluent were added to the mixtures with and 

without manual cleaning of the probe before sampling 

4. Problems to Solve for Use in Heterogeneous Systems 

In Chapter 3 the requirements of a good sampling system for stirred vessels 

were reviewed and outlined. None of these considerations were taken into account at 

the time of designing the sampling probe prototypes towards the implementation of 

HPLC for on-line monitoring of processes carried out in reactor systems. 
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Important factors that affect the sample collection, such as the orientation of the probe 
with respect to the flow-streamlines in the vessel and the sampling velocity, were not 
considered. More importantly, the small diameter of the sampling orifices (1.5 mm) in 
the sampling probe can very likely lead to blocking if tb 

'e 
Mark IV prototype is used 

with heterogeneous systems. It must be remembered that, the literature recommendS43 
inlet probe sizes at least ten times bigger than the maximum particle or droplet size 
and never less than 6 mm. Also, the slow and discontinuous pumping system in the 
Mark IV prototype can easily allow the separation of the phases inside the sampling 
device if the sample is not instantly dissolved in the diluent. 

It is therefore clear that, if the probe is to be used in heterogeneous 

processes, some changes in the original design have to be made in order to achieve an 

acceptable performance. Furthermore, if the probe is to be tested with no changes in 

heterogeneous systems, some modifications in the control unit would need to be 

made. The reason for this is that in the current design the mixing is mainly performed 
by diflusion as the sample plus diluent circulates inside of the sampling line. The so 

called mixing chamber is also used to enhance the mixing process. Such a design 

would allow a heterogeneous mixture to separate out, leading to non-representative 

sampling. 

Finally, tests with heterogeneous systems can only be performed in the 

sampling system without modifications if the following two conditions are fulfilled: 

* The experiments use a test solution and a solvent such that, after mixing the 

sample (collected from a heterogeneous mixture) with the diluent, the mixture 

becomes homogeneous almost instantly. 

The experiments use the sampling probe but deliver the sample somewhere else 

for collection and analysis, avoiding the use of the mixing chamber in the control 

unit. 

In both cases the purpose of the research would be to assess the performance 

of the probe only (but not the whole of the sampling system! ) for use with 

heterogeneous mixtures. Unfortunately, due to the lack of time, it was impossible to 

perform further experiments with the Mark IV prototype and systems that verified the 

conditions mentioned above. 
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1. Solid State Sensors: an Alternative to Glass Electrodes for pH 
Monitoring in Industrial Processes 

The glass electrode is the sensor of choice for measurement of pH in industrial 

process control applications. Its popularity can be attributed to its simplicity, 
relatively rapid and stable Nernstian response to pH and insensibility to redox 
interferences. On the other hand, glass electrodes also present several sources of error 
and disadvantages such as acid and alkaline error, sensitivity to monovalent cations,, 
high impedance, mechanical fragility and instability at high temperatureS1,2 . Although 

there have been some modifications proposed to overcome these disadvantages, 

fragility is still a major drawback of these sensors for pH sensing in harsh 

environments. As shown in Chapter 1, the current interest in alternative ways of pH 

sensing within this project came about due to the fact that a combination pH glass 

electrode failed to monitor the concentration of protons during the esterification of 

crotonic acid. 

Metal-metal oxide electrodes have been proposed as the most promising 

candidates for monitoring of pH under harsh conditions, being defined as "the sensors 

of the future', 3 
. 

The first metal-metal oxide developed and the most commonly used 

was the antimony electrode 3-6 
. 

However, the response of this electrode was not very 
3 4,5 

linear, reproducible or stable and interference by oxygen has also been reported 

Numerous other metal-metal oxide systems have been studied 7-10 but only some gave 

an acceptable response. Among these, iridium-iridium oxide electrodes have proved 

to be the metal oxide system that gives the most stable response, with low redox 
1-13 1"2 

interference and small drifts' 
. 

Its good chemical stability in aqueous solutions' 

fast response, low impedance 12,14, insensitivity to stirring' 1,15 and low sensitivity to 

irreversible redox interferences" make this electrode the best alternative to glass 

electrodes for pH sensing at high temperatures' 2. Besides, iridium has been reported 

as one of the most corrosion resistant metal known4. 

There are three main ways of preparing iridium oxide electrodeS16: anodic 

electrodeposition, plasma reactive sputtering and thermal oxidation. The first method 

produces so called anodic iridium oxide films (AIROF) that are highly hydrated with 

Poor film adhesion and with a response very much dependent upon the PH of the 
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solution used during the preparation of the electrode 4,17 
. Their response also depends 

, 6,17,18 
upon the anions used in the process of formation' 

. Reactive sputtered oxides are 
more complicated to prepare16, although their response is more stable than that of the 
AIROFs 

19-21 

. 
On the other hand, thermally grown oxide electrodes are easy to prepare 

and regenerate 
14 This method produces a unhydrated oxide with microcracks 

13,22-25 

more stable than that of the AIROFS16,21,23,26,27,28 
and are more promising for pH 

monitoring 
17 

. AIROF electrodes normally show a super-Nernstian response whereas 
26 thermally grown and sputtered generally show a near to Nernstian response . 

Therefore, thermally grown iridium oxide electrodes will be the focus of interest in 

the study carried out in this thesis. 

This chapter deals with the studies carried out with thermally grown iridium 

oxide electrodes as part of this PhD thesis. The research aimed at the development of 

the sensors for industrial applications, with an analys, ýs of their advantages and 

disadvantages with respect to the glass electrode. The potential use of thermally 

grown iridium oxide sensors at high temperatures and in non-aqueous solvents 

possessed a special interest. The chapter begins with an introduction where the 

chemistry of the sensors is described together with the applications, advantages and 

disadvantages of the iridium oxide electrodes that have been found in the literature. 

Brief remarks about the need of robust reference systems and the measurement of 

acidity in non-aqueous environments are also introduced in those aspects that are 

relevant for the project. After the introduction, the experimental systems used in the 

practical work are described as well as the technology involved in the production of 

the sensors. Further to this, the experimental and results part is presented, starting 

with simple aqueous systems and moving gradually to more complicated non-aqueous 

environment. The tests here described were mainly focussed in the calibration of the 

response to changes in acidity, analysis of the response time and stability of the 

sensors. Finally, a new design of a total iridium oxide probe is presented and studied 

at the end of the chapter. 
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I. I. Chemistry of thermally grown iridium oxide sensors 

Pourbaix gives three possible equilibria involving iridium oxide and protonS29: 
(a) lr203+ 6 H+ +6 e- <-> 2 Ir +3 H20 Eq. 5.1 

(b) lr02+ 4 H+ +4 e- <-> Ir +2 H20 Eq. 5.2 

(C) IrO2 +2W+2 e- <-> lr203+ H20 Eq. 5.3 

Each of these three reactions give a Nernstian slope of 59 mV/pH at room 
temperature. However, considering the features of the thqmally grown Ir02films in a 

24 
thick overlayer , it was suggested that no underlying metal takes place in the process 
and therefore, the third reaction is considered as the predominant process 

14,30-32 

. The 
dependence of the equilibrium potential on the activities of the various species in the 
process can be presented as 

14,30: 

E=E'+ 2.303RT 
log 10 

Vr02 ]2 

2F Vr2 03 1 - 0.0591pH = E" - 0.0591pH Eq. 5.4 

Numerous studieS4,7,10-12,14-16,31-33 on iridium qxide electrodes have been 

performed to obtain results that fit this model. However, little deviations have been 

observed in both the slope and the offset (E"), that make necessary a frequent 

calibration of these sensors. The changes in the offset are explained from the fact that 
E" for thermally grown iridiurn oxide depends upon the relative mole fractions of 
Ir(IV) and Ir(l][1) oxides. This was not only found with AIROFS30 but also with other 

electrochromic oxides such as hydrogen tungsten bronzeS34 
. 

Because in the 

production of thermally grown iridium oxide electrodes there is not a careful control 

over the degree of oxidation, there exists an adjustment in solution of the ratio of the 

two oxides to achieve an equilibrium value, as IrO2 is the, only iridium oxide stable at 

room temperature 35 
. 

This is the reason why the changes in the offset decrease with 

time of immersion of the electrodes in solution 30 
. 

This is also why it is convenient to 

keep the electrodes immersed in distilled water when not in use, although good 

response of the electrodes kept in dry conditions has also been reported 36 
. Carbon 

contamination of the oxide is pointed out by some authors as one cause of drift in 

these sensors"" 

204 



Chapter 5: Development of iridium wide electrodes forprocess pH measurement 

Any deviations in the Nemstian slope are more likely to happen in hydrated 

oxides where amphoteric sites are formed due to hydroxylation of the oxide 16 
. The 

take-up or release of protons by these amphoteric sites consume or produce W that 

affect the true reading of the pH. Several authors have proposed different ways to 

overcome the problem of the shift of the response of i6dium oxide sensors. Some 

researcherS32 tried to attenuate any possible redox interference responsible for the drift 

by coating the sensor with a permselective membrane. The downside of this method 
for pH monitoring with applications to process control is that this membrane increases 

the response time of the sensors. Some other authors used a field effect transistor to 
4 

measure the difference of potential between the AMOF ýIectrodes and the solution . 
Finally, Hitchman et aL worked intensively with thermally grown iridium oxide 

electrodes. They proposed 30 a field induced poising technique by which they reached 

the equilibrium relative mole fraction of Ir(IV) and Ir(IH) oxides in the sensors by 

using a charge injection/ejection procedure. 

1.2. Pros and cons in the use of thermally grown iridium oxide sensors 

As mentioned earlier, iridium oxide is the most promising candidate as a pH 
I 

sensor in harsh environments. The following nine points outline the main reasons that 

support this statement* 

1. Iridium oxide has good chemical resistance and stability over a wide range of pH 

and temperature in aqueous solutionS37. 
2. Iridium oxide exhibits low impedance and therefore high sensitivity of response to 

12,14,15,36 
changes in pH in environments with low conductivity 

3. There are many methods available for preparing iridium oxide 16 
14,38 

4. Thermally oxidised electrodes are easy to prepare and regenerate 

5. The electrodes are small, flexible and cheaP36. 

6. Iridium oxide electrodes do not present sensitivity to monovalent cations, or acidic 

and alkaline error (unlike glass electro es I. 

Iridium oxide electrodes present a fast response comparableý, if not faster, than the 

response for glass electrodes" - 
Iridium oxide electrodes are reported to be insensitive to stirring""' 

9. Although iridium oxide electrodes are affected by some redox couples they 
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present low sensitivity to very common redox interferences caused by02, C02 Or 
5,17,36 

phosphates in solution' 

The major disadvantages of these systems are that they present drifts in the 

response and their response can also be affected by some redox couples', 19,39 
. 

The 

problem of drift was covered before where several strategies to solve this problem 

were described. The problem of the redox interference is obvious since the chemistry 

of these sensors is based on an electrochemical process. Therefore,, some redox couple 

present in the solution can affect the response of these se 
, 
nsors. Several examples of 

redox interferences have been reported with F and the Fe(CN)-3/-4 system'. Bisulphites 

and thiosulphates, have also been shown to affect the response of the iridium oxide 

sensors 40 
. 

It has also been proven that this effect does not kill the electrodes as they 

still keep a good Nernstian response to pH when used in other systems after being 

affected by redox interference'. However, as mentioned above, the most common 

redox couples present in almost any system (i. e. 02 and C02) do not affect the 
5,17,36 response of these electrodes' 

As mentioned earlier, the best solution reported to overcome this problem of 
32,41 

redox interference is the use of a permselective membrane to cover the electrode 

The membrane is permselective to cations and therefore transport H' with no 

problems. It attenuates instead the effects of oxidising or reducing redox species that 

interfere with the response of an uncoated electrode. As previously mentioned, this 

method is also used to reduce the changes in the drift typical of these electrodes and 

its downside is that the response time is considerably increased. 

1.3. Applications of iridium oxide electrodes 

There exists a broad list of publications on the, use of AIROF and thermal 

iridium oxide films (TIROF) in animal studies and in vivo applications 42 
. The vast 

4 

majority are biological applications such as pH measurements in biofilMS , animal 

tissues' 1,43,44 

, proteins 
15 

and in vivo measurements of gastric pH 
36 

and acidity of other 

human body fluidS45. Iridium oxide sensors have also been used forC02 in medical 
I 

applicationS46. However, no industrial scale uses for pH monitoring have been found 

to the best of the author's knowledge. The only application in quality control is pH 

monitoring of engine oil at high temperatures47. Therefore, the study of the 
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performance of the thermally grown electrodes in pH monitoring and control of pilot 
scale industrial processes will be the main aim in this project. 

Most of the process used in this project are carried out in non-aqueous 

environments and, as mentioned above, not many studies of the response of iridium 

oxide electrodes have taken place in these type of systems. Therefore, in this research 

not only is there the challenge of testing these sensors for industrial monitoring and 

control purposes, but there is also the novelty of the study of the response of these 

electrodes in systems that have not been studied before. 

1.4. Reference electrodes 

Metal-metal oxide sensors require a reference electrode, which may be 

immersed directly in the test solution to form a cell without transfer,, or in a separate 

reference solution connected to the test solution by a liquid junction, in which case it 

forms a cell with transfer. In both of the cases, the most frequently used reference 

electrode is the silver-silver chloride electrode although other types can be used in 

some occasions. Mercury-based electrodes require more care than the silver-silver 

chloride type and would not normally be favoured. It should also be recognised that, 

in the event of an accident, mercury-based electrodes create toxic hazards that could 

spread very quickly, especially at high temperatures5. However,, Ag/AgCl reference 

electrodes specially adapted for high temperature conditions are commercially 

available 48 
. The problems of Ag/AgCI reference electrode are that KCI in the 

electrolyte has a tendency to crystallize and reduce the potential at the junction 

altering the pH reading. Also, silver from the silver-silver chloride internal element 

gets into the KCI fill solution, reacts with sulphides and halides and clogs the 

junction'. 

The problem of the cells without transfer (apart from the error in measurement 

of pH due to the diffusion potential) is that there is a closer contact between the 

reference electrolyte and the solution. Therefore, the r eference electrode is open to 

any interference coming from the presence of certain ions (e. g. Cl-) in the test 

solution 5,49 
. 
Because of these difficulties, cells without transfer are only applicable to 

specific and well-defined applications. 
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The cells with transfer used in pH measurements at high temperature can be 
divided into isothermal types, in which the sensing and reference electrode are at the 
same temperature, and thermal types, in which the reference electrode is maintained at 
or near room temperature 5. Thermal cells are used to prevent the degradation of the 
reference electrode by hydrolysis or dissolution. The downside is that special 
equipment for cooling and equalizing the pressures on either side of the junction are 
needed, The liquid-junction potential also becomes more susceptible to errors related 
to differences in mobility on the two sides of the junction. This is due to the mass 
transfer from the reference electrode (usually with a higher static pressure) and 
because of the thermal liquid-junction potential in the reference electrode that is 

produced by the different tendencies of ions to move across a temperature gradient. 
Most of these sources of errors are avoided using isothermal cells (i. e. reference 

electrode kept at the temperature of the solution), provided the reference electrode 

withstands the high-temperature conditions of the test solution. 

Sometimes, the problems of diffusion potential and stability of the electrolyte 

at high temperatures can be solved by using solid-state reference electrodes. In most 

of these systems, the internal silver-silver chloride element resides in wooden dowels 

or pieces of Teflon saturated with KCL The main problem of this type of electrodes 

for on-line pH monitoring is their low response and need of frequent and accurate 

calibration3. Other common solid reference system such as Pt, Au or Mo wires are not 

valid as reference electrodes as their response is highly sensitive to the pH of the test 

50 solution 

1.5. Non-aqueous systems 

The measurement of pH in non-aqueous solutions depends upon the definition 

of activity in non-aqueous solvents. This definition is normally referred to as the value 

of the activity of a particular substance in aqueous solution plus an activity change, 

which is associated with the change of medium from water to solvent5l . Therefore, the 

pH values depend very much upon the solvent present in solution. In non-aqueous 

13 
solutions, the solvent can be an acid, base, alcohol or hydrocarbon instead of water 

An acid solvent acts as a proton donor and the pH is shifted down with pH values 

lower than zero. A base solvent acts as a proton acceptor so the proton activity is 
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decreased and the scale is shifted up with pH values greater than 14. An alcoholic 
solvent acts as both a proton donor and acceptor like water, - so that changes in proton 
activity are moderated. The pH scale occupies about the same region as water but may 
extend slightly further upscale and downscale. A hydrogen-containing solvent acts as 
neither a proton donor nor acceptor so that the solvent is passive to changes in proton 
activity. Consequently, in this type of solvents the pH scale upper and lower limits are 

usually much further apart than for water. 

Liquid ammonia is the best investigated non-aqueous solvent. In this 

environment measurements of pH are carried out normally with common reference 

electrodes where ammonia is used as a reference electrolyte. Low-water electrolytes 

can also be used in these measurementS51 . For the measurement of pH in organic 

solvents, the correct procedure would be to set up a pH scale with primary pH 

standards for each SolVent3,51. This is necessary due, to the uncertainty in the 

determination of pH originating from the different diffusion potentials in different 

solvents and the phase boundary potential in the interphase aqueous-nonaqueous 

solution when using aqueous reference electrolytes 51 
. 

Alcohols and alcohol-water 

mixtures have been the most extensively studied non-aqueous systemS50,5 '. They also 

happen to be the simplest systems, as alcohols act as both, a proton donor and acceptor 

similarly to water. They are also miscible with water with small values of phase 

boundary potentials. However, phase boundary potentials, between water and a water- 

immiscible solvent are likely to be appreciably greater. In fact, 
- 
large non-reproducible 

potentials have been observed at the reference electrode if the aqueous reference 
51 

electrode comes into direct contact with a medium that is immiscible with water 

Therefore, for the purpose of pH measurements in non-aqueous solvents it is best to 

avoid phase boundaries between two immiscible solutions by incorporation of a 

bridge, whose electrolyte is miscible with both the refýrence electrolyte and the 

sample 3,51 
. 

This is the reason why LiCl in methanol or ethanol is commonly used 

instead of the aqueous electrolyte in the reference electrode or the salt bridge for pH 

determinations in non-aqueous systemS51,52. 

Normal calomel or Ag/AgC1 reference electrodes with a salt bridge with a 

suitable solvent depending on the system being considered, are the most frequently 

used reference electrodes in electrochemical experiments with non-aqueous 
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solutions5o. It is therefore recommended to change periodically both the aqueous 
electrolyte in the electrode and the solvent in the salt bridge to avoid contamination 
due to transfer from one solvent to the other, 

Although the glass electrode has shown a Nernstian response in some non- 
aqueous systems, its response is very slow (with response times of around I hour) due 

to the formation of a hygroscopic gel layer at the glass surf 36 ace . Metal oxide sensors 
are a good alternative to the use of glass electrodes in non-aqueous systems. Not 

many studies have been found in the literature on the application of metal-metal oxide 

electrodes for pH measurement in non-aqueous environments. Bordi et al. studied the 

response of thermally grown iridiurn oxide electrodes in hydroorganic mixtureS53. 
They found a good Nernstian response at 20,0, and -20 C', although response times 

and values of impedance were considerably larger than those detected using aqueous 

mixtures. Some other studies have also been carried out with pure organic mixtures 

obtaining a good Nernstian response. In fact, Izutsu et al. studied the response of 

commercial IrO2 electrodes in different solvents and with different concentrations of 

picric acid 54 
. Nernstian response was always obtained with much faster response than 

that of the standard glass electrodes. 

2. Experimental Systems for the Study of Iridipm Oxide pH Sensors 

As has been explained before, there are three ways of preparing iridium oxide 

electrodes: anodic electrodeposition, plasma reactive sputtering and thermal 

oxidation. This latter method was the one of choice for, the production of solid state 

sensors in this project. The reasons for this were its capacity of regeneratlon, - 

simplicity of fabrication and good response. Furthermore, previous work with these 

sensors at Strathclyde University provided a valuable experience for the project. In 

this section, the procedure used in the thermal oxidation of iridium metal to obtain the 

oxide coating is explained. The different designs of probes for the use in industrial pH 

monitoring are also discussed. Finally, the different ways to monitor the signals 

coming from the sensors are described in the last part of the section. 

2.1. Production of the sensors 

The starting point in this project was the study of the response obtained from 

old iridium oxide sensors used in previous research at Strathclyde. Several 
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electrodes were recovered from the studies carried out by Hitchman et al. 14 at the 
beginning of the nineties. The aim of these preliminary, tests was to prove the long 
term stability of these sensors and encourage the work in, this field in order to develop 

solid-state pH sensors for industrial monitoring. As the old electrodes were of 
uncertain age, and the exact parameters of construction and store conditions were not 
fully defined, a detailed analysis of the sensors was not possible. However, these 
electrodes were a reference point in the attempt of prod4cing new electrodes with the 
same characteristics to be used in the project. 

The old sensors were made from iridium wires of length I cm, diameter 0.5 

nim and purity 99.9%. The electroactive coating was reported to be formed by 

soaking the wire in 2M sodium hydroxide and then heating the wetted wire at NOT 
in a furnace for 30 min. Hitchman et al. repeated this process three times in order to 

obtain a uniform coating 14 
. At the end of this process, the electrodes were then cooled 

in air and immersed in distilled water for two days to ensure that the iridate coating 
formed during the thermal treatment was converted to iridium oxide. However, it 

should be highlighted that the old electrodes that IFEtchman et aL produced were kept 

in a dry box for years before they were immersed again in distilled water and tested 

on the preliminary experiments mentioned above. The rtýxt section describes the key 

conclusions extracted from the production of new sensors following this method. 

21.1. Importance of the temperature in the production of the sensors 

Initially, the first electrodes were produced using exactly the same method as 

reported by Hitchman et al. 14 However, as they were to be tested in hot toluene and 

other non-aqueous solution, glass was preferred to plastic as the support for the pH 

probe. This way of growing the oxide layer seemed to be the easiest method of 

preparation and have been followed by other researchers 15,36 
, although other methods 

to thermally fabricate sensors have also been described in literature 13,17,22,23,35,53 
. 

In 

most of them a piece of Ti was used as a support, impregnated in a paste obtained by 

dissolving IrC13 in water (although isopropanol can also be used as a solvent)22 - 
The 

thermal oxidation was achieved by keeping the impregnated piece of Ti in a furnace at 

a constant temperature normally within the range of 400-450T. 
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In the first batch of sensors, the oxidised iridium wires were between 8 and 10 
min long and 99.9% pure (Goodfellow IR005150/2). These small electrodes were 
brazed to copper wire and covered in glass half of the size of the electrode. Due to the 
small size of the electrodes and the relatively high temperature used during the glass 
sealing process, part of the iridiurn oxide coating was likely to have been damaged. In 
fact,, different colour spots were clearly observed on the electrodes, close to the glass 
sealing point showing damage in the coating. These parts with different oxidised state 
for iridium species have been shown to affect the overall response for the electrodes 
causing drifts in the measured potential 16 

. 
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Figure 5.1. Change in the response with pH obtained in three replicate 

measurements with one of the sensors produced in the second batch 

of electrodes 

In a second batch of electrodes, the stage of covering the electrodes in glass 

was carried out prior to the oxidation step. This was necessary as the flame used 
15,23 

during the sealing affected the oxide layer produced during the thermal oxidation 

Quartz was used instead of standard Pyrex glass due to the high temperatures used 

during the thermal oxidation process 55 
. The oxide coating was formed by heating the 

wire (sealed in quartz), which had previously been soaked in 2M NaOH, at 8000C 

212 



Chapter 5: Development of iridium oWde electrodesfOrPrOcessPII measurement 

in a furnace for 30 minutes. This process was repeated three times in order to obtain a 
uniform blue-black oxide layer as Hitchman et al. reported 14 

. After this process, the 
electrodes were kept in distilled water for at least two days. When not in use the 
electrodes were always kept in distilled water. In the experiments performed with this 
second batch of sensors, a linear change in the response with pH was observed in all 
of the cases. However, the signals were neither Nernstian, nor reproducible, as is 

shown in Figure 5.1. The explanation for this was not clear at the time. However, it 

was suspected that the lack of a good temperature control in the oven where the 

oxidation took place would have produced faulty electrodes. The fact that a good 
Nernstian response was observed on a third batch of electrodes that were constructed 

using another furnace with a much better temperature control system verified this 
hypothesis. . 

Therefore, the temperature of oxidation was found to be a crucial factor in the 

thermal oxidation of iridium. In the case of iridiuM,, a value less than NOT could 
have produced an oxide layer with iridium not completely oxidised. This could have 

produced the non-Nernstian response observed in the experiment. However, the 

Redox reactions that could have undergone in the system Were not clear as the theory 

says that all the three equilibria involving iridium oxides in solution give a Nernstian 

slope of 59 mV/pH (see Eq. 5.1, Eq. 5.2 and Eq. 5.3). 

2 1.2 New design for use in chemical reactors 

The iridium oxide electrodes that were initially made of iridium wire of 

diameter 0.5 mm were found to be very fragile under rapid stirring conditions. 

Therefore, after some initial tests were performed with these sensors, new electrodes 

were produced using iridiurn rod with a diameter of 2 mm (Goodfellow IR005150/5). 

This change in diameter made the electrodes more roWst for use in the 5-L reactor 

systems where the stirring conditions were relatively severe. 

The oxide coating was formed following exactly the same procedure as for the 

thinner electrodes. Figure 5.2 shows how with this design the iridium rod was easily 

removable for regeneration of the coating. Therefore, only the iridium rod was 

introduced into the furnace for the thermal oxidation as no sealing in glass or quartz 

was needed in this design. In this probe, a screw-on a PTFE fitting compressed 
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another PTFE holder that sealed the thermally oxidised iridium rod and avoided any 
liquid entering the probe and touching the electrical contacts. The use of PTFE 
components is becoming very common in pH probe design to avoid corrosion 
problems 56 

.A simple stainless steel screw welded to a piece of 0.56 OD Nickel- 
Chrome wire (BDH 277/0030/03) served as the electrical contact between the iridium 

wire and the cable 57 
. 

The thermally oxidised coating in one of the ends of the wire 
was removed using sand paper to improve the quality of the electrical contact. Finally, 

the PTFE fittings were enclosed into a 360 mm long glass tube with an inside 

diameter of 10 mm. 
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- Electrical contact 
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0 rings qr-. gdso-- 

idium wire with I- VrFE couplings 
dde coating Iridium wire with 

oxide coating 

PTFE couplingsl 

Figure 5.2. Sketch of the components of the new design for a (a) non-assembled 

and (b) assembled iiidium oxide pHprobe 

2.2. Monitoring systems and problems with noise 

Initially, the acquisition software Labview from National Instruments was 

used to measure the signals from the solid-state sensors and glass electrodes used in 

the project. M. Weerasinghe, a control engineer working for CPACT, developed the 

Labview screen in which the response could be monitored in time 58 
. 

Other authors 

had previously used Labview in the production and monitoring of the response with 

AIROF sensors", ". After some capacitors (0-1 ý& RS 264-5015) were used in the 

connections to the signal conditioning bOX58 ,a noise of ±5 mV was observed in most 

of the experiments. This level of noise was accepted in the experiments with aqueous 

systems, although it meant a maximum error of ±G. I pH units in the acidity 

measurements. When the experiments with low conductivity non-aqueous systems 
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were initiated, the level of noise got too high, specially considering the small changes 
in potential observed with the change in acidity. This noise, according to the Johnson 
equation", depends upon the temperature and the resistance of the system- 

UR 
= (4kT) 1/2 (RmBb)112 Eq. 5.5 

where- 
UR Level of noise (V) 
k Boltzman constant (1.381 x 10-23 j 

T Temperature (K) 
Rm Membrane resistance (fl) 
Bb Bandwidth of the transmitted signal (Hz) 

Both the use of low conductivity solvents and high resistance glass pH 

membranes increased the level of noise observed in the measurements. In some cases, - 
no signal was observed from the glass electrode, which had a characteristic 
impedance of about 108 ohmS59 . 

Due to the high impedance typical of glass 

electrodes, the amplifier which detects the potential between the glass electrode and 

the reference system must have an impedance of at least 10-1' ohms because all 

current drawn must pass through the glass bulb5l, 59. This impedance must be even 

lower when low conductivity solvents are used. Therefore, the low power output of 

the glass pH sensor and use of non-aqueous solvents impose severe design and 

installation restrictions where high impedance circuitry must be compact and well 

shielded to avoid interference from electrical noise. Also, the system must be well 
9,60. 

erent types insulated to avoid losing the signal by leakage to ground Although diff 

of cabling were tested in the non-aqueous experiments, the intensity to noise ratio 

could not be improved by the use of low-noise shielded, cable (RS 367-280) with the 

Labview system. Therefore, a Solornat 520C system was used to monitor the signals 

coming from the electrodes for non-aqueous systems. The Solomat system is a 

portable device provided with the special filtering circuitry and amplifiers needed for 

the measurement of signals from high impedance electrodes 61 
. 

It was observed that 

the noise detected with the Solomat system in aqueous system was reduced to 

+O. ImV (i. e. ±0.002 units of pH) with iridium oxide sensors and ±ImV (i. e. ±0.02 

units of pH) with glass electrodes. 
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3. Testing and Development of Iridium Oxide Solid State pH Sensors 

It has been already mentioned in Chapter I why the interest in solid-state pH 
sensors started in this project. A pH glass electrode failed to monitor the acidity 
during the esterification of crotonic acid. In Figure 1.4 it has been shown how the pH 
probe failed after holding at a high temperature of 1050C in the process for more than 
155 minutes. Initially, this failure was believed to be due to the high temperatures 

used in the process. Therefore, the ultimate aim in the work with the iridiurn sensors 

was the development of pH sensors for high temperature conditions. As will be seen 
later, the pH experiments in this project discovered that the failure of the pH probe 

was more related with the damage of the reference system in the electrode due to the 

presence of toluene in the system. The effect of the high temperature did also 

contribute to a more likely failure of the pH glass electrode. Thus, as the project 

progressed, the aim of the project become the develop ment of pH iridiurn oxide 

sensors capable to overcome these problems observed for combination glass 

electrodes in non-aqueous systems and at high temperatures. 

Initially and after some preliminary tests were carried out, the thermal 

oxidation method reported by Hitchman et al. 14 was repeated to produce iridium oxide 

., 
the electrodes were tested in water and their response was sensors. After this, 

compared with that obtained using standard glass electrodes. The experiments in 

aqueous solutions were aimed at the development of the sensors in simple systems 

before moving on to more complicated non-aqueous processes where the monitoring 

of the acidity is less defined. Furthermore, the tests in aqueous environment also 

looked for advantages and disadvantages of the iridium oxide sensors with respect to 

the glass electrode in aqueous systems. 

3.1. pH measurements in aqueous systems 

Although some preliminary tests were performed in beakers without any 

temperature control, most of the experiments were carried out in the I-L jacketed 

reactor. The monitoring of the signals was mainly done using the Solomat system and 

Hyperterminal software under Windows for the data acquisition, although the 

Labview system was also used in some initial experiments. In the preliminary tests, a 

combination glass electrode with a built-in reference system was used for comparison. 
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However, some experiments with non-aqueous systems showed that the reference part 
of the glass electrode was the source of its failure in organic solvents. It was observed 
that toluene was penetrating into the cavity where the reference electrode was 
immersed and getting mixed with the electrolyte there. This affected the response of 
the combination glass electrode producing the eventual failure of the probe. 
Therefore, a glass only reference electrode was used in the tests. This allowed a fair 

comparison between the responses for the solid-state sensors and the glass electrodes,, 
as the two signals were measured with respect to the same reference systeM62. 

A double-junction saturated calomel electrode (SCE) was initially used as the 

reference system. However, it soon was replaced by a double-junction Ag/AgCl 

electrode, which is safer in experiments at high temperatures 63 
.A salt bridge with 1.0 

M KN03 as the electrolyte solution was used in most of the experiments to put the 

reference electrode in contact with the test solution. This attempted to avoid any 

problems of corrosion of the sensors and redox interference with the Cl- ions in the 

electrolyte of the reference system 14 
. 
The length of the salt bridge (30 cm) guaranteed 

64 
a constant over pressure and provided a small and constant liquid junction potential . 
Some preliminary tests were also performed changing the electrolyte solution in the 

salt bridge but no effect on the signals in aqueous systems was noticed after this 

change. 

3. LI Change of the response with pH 

For calibration and testing of the performance of the electrodes in water, the 

response of the sensors in three buffer solutions was monitored. The pH 4,7 and 9 

buffer solutions used (BDH 33156 and 816-004, ON and 008 by Electronic 

Temperature Instruments) were prepared by adding one of the commercial buffer 

tablets to 100 ml of distilled water. Initially, a combination glass electrode (BDH 

309/1070/12) and a pH-meter (Hanna Instruments HI 8424) were used in the 

experiments. This was later replaced by a glass only electrode (BDH 309-1015-02) in 

order to achieve a fair comparison between the iridium oxide and glass electrode 

responses. 

Both electrodes made with thin 0.5 mm OD wire, and thick 2 mm iridium rod 

were used in the calibration of the response in aqueous buffers. A typical calibration 
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plot is shown in Fipire 5.3, where the signals obtained for the iridium oxide sensors 
were compared with that from the glass only electrode. In the figure it is observed that 
the responses were very linear in all of the cases. Although they all agreed quite well 
with the prediction made using the Nernst equation, the slope of the calibration lines 

was slightly super-Nernstian for the solid-state sensors. The response for the glass 
electrode provided a slope slightly smaller than expected by the Nernst equation at 
200C, the temperature at which the experiments were carried out. However, absolute 
values lower than the theoretical Nernstian slope are normally expected in glass 
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Figure 5.3. Responsefor two types of ifidium oxide sensors and a glass electrode in 

buffer solutions at 200C 

electrodes". Moreover,, experimental determinations of the Nernstian slope in the 

range 96-102% of the theoretical value are accepted as good 66 
. 
Figure 5.4 shows how 

straight lines with similar slopes were also obtained in measurements with other 

iridiurn oxide electrodes produced in the same batch. However, there was always a 

variation in the response or difference in the E' value, between the electrodes that 

made impossible the definition of a universal calibration equation for the thermal 

Oxidised iridium oxide electrodes. Kinlen et aL also encountered a significant lack of 

batch to batch repeatability in terms of oxide adhesion and pH response 26 
. 

Some 

218 



Chapter 5: Development of iridium oxide electrodes for-process pH measurement 

producers of sensorS67 have reported a reproducibility of I MV within a batch 
although the batch to batch variance was about 100 mV. Formal potentials EO' ranging 
from 0.63 to 0.82 V vs. A9/AgCI have been reported for thermally grown and 
sputtered iridium. oxide sensors and from 0.7 to IV in AIROF sensorS26 . These values 
agree with the results obtained in the calibration experiments reported here. 
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Figure 5.4. Responsefor three 2 mm OD iridium oxide electrodes produced in the 

same batch in buffer solutions at 20T 

1.2 Change of the response with temperature 

According to the Nernst equation described in the introduction of this chapter, 

the response obtained in a redox process depends upon the temperature at which the 

process is carried out. Equation Eq. 5.6 presents this dependence for the case of the 

redox process involving the species li-02 and 11-203. Equation Eq. 5.7 introduces a 

Similar relationship for the change of the redox potentials observed when a glass 

electrode is used. 

E=E'+[ 
2.303R log 

Vr02 ]2 

-1.98- 
10-4 pH]T Eq. 5.6 

2F Vr2 03 1 

E=E, ',,,, -1.98-10-4TpH 
Eq. 5.7 
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A comparison experiment to analyse the temperature effect in both the iridium 

sensors and the glass electrode was performed. In this test7 the response of the 2 mm 
OD sensors (more resistant to stirring) was tested in the I-L reactor system. IL of pH 
3 HN03 (Aldrich 25,811-3) solution and IM KN03 (Aldrich 22,, 129-5) were used in 

the experiment. The KN03was used to increase the ionic strength of the solution and 
therefore avoid diff-usion potential in the junctions that could have altered the signals 
according to the Henderson theory 51 

. The reactor condenser was used during the 

experiment because of the boiling temperatures used in some of the stages. The 

response was measured with respect to a Ag/AgCl double junction electrode (Russell 

CRL/DJ/AG/S7). IM KN03 solution was used as the electrolyte in the salt bridge, 

which was also provided with a little condenser to avoid the pressure building up in 

the bridge at high temperatures. The Solomat system was used for monitoring the 

signals. Medium stiffing (approx. 125 r. p. m. ) was used during the experiment. The 

temperature of the mixture was increased from 300C to the boiling point. A 

temperature of 100'C was held in the system for approximately half an hour and then 

decreased until the initial temperature was reached. Figure 5.5 shows the typical 

results obtained in this experiment for one of the iridium oxide sensors and the glass 

electrode. Replicates of this experiment confirmed the reproducibility of these results. 

It should be mentioned that the response values observed in the plot are the real 

values for the solid-state sensor used in the experiments. However, the response 

values for the glass electrode were shifted 770 mV before plotting in order to compare 

more clearly in the graph the results obtained. 

In Figure 5.5 it is observed how the response for the glass electrode became 

unstable at high temperatures. In fact, the repetition of the experiments with t is 

electrode produced a progressive deterioration of its response that eventually caused 

the breakage of the electrode. Although some glasses are specially built for high 

temperature applications and have been successfully used at 1040C, the usual 

temperature limit for the glass electrodeS64 is in the range 80 or 90T. This damage 

was not observed with the iridium oxide electrodes that were more stable at high 

temperatures. However, it is seen how the signal from the solid-state sensors drifted 

significantly when the temperature was high. There was also a drift at low 

temperatures that was observed when the initial temperature was recovered after the 
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experiment. This was not observed at the beginning of the test as the sensors were 
stabilised in the solution for at least 12 hours before the experiment was started. These 
results caused a great concern in the project about the stability in the response 
obtained from the iridiurn oxide sensors, which drifted more than expected and with 
variations that depended on the temperature. More about the analysis of the stability 
in the response of these sensors is discussed later on this chapter (section 3.1.5). 
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Figure 5.5. Change in the response for a2 mm OD iridium oxide electrode and a 

glass electrode when the temperature was varied 

Despite the drifts observed in the response, the signals were found to vary 
linearly with the temperature for both the heating and cooling stages of the 

experiment. Regression coefficients of at least 0.998 were found in the analysis. This 

was also observed for the glass electrode before the irreversible failure occurred. 

Table 5.1 summarises the results obtained in this experiment for a glass electrode and 

two iridium oxide sensors. The precision detected in the results and the theoretical 

slopes obtained from the Nernst equation are also shown in the table. In the case of 

the solid-state electrodes this theoretical calculation was not possible as the ratio of 

concentrations for the oxidised species needed in equation Eq. 5.6 was unknown. This 

undetermined value is the reason why the calibration of the temperature effect in a 
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new batch of electrodes must be determined. This Procedure would be needed after 
every batch of sensors if the ratio of oxidised species is found to vary from batch to 
batch, The results in Table 5.1 show how the values obtained in the heating and 
cooling experiments were different for the three electrodes. There are two possible 
reasons to explain this: 

The salt bridge and reference system could have been badly insulated. 
Furthermore, the heat transfer was different for the cooling and heating 
experiments due to the different driving force (i. e. difference between the 
temperature in the mixture and the ambient temperature). This could have caused 
the slope values obtained in the heating experiment to be different to those 
observed in the cooling experiment, which also took longer. However, the fact 
that the difference in the results varied from 34-50% in the case of the solid-state 
sensors and only around 12% for the glass electrode made us think that there 

could also have been another reason behind these changes. 

9 The stability of the iridium oxide sensors, which was observed to change with the 
temperature (see later, section 3.1.5), could have been the reason for such a big 

difference between the heating and cooling results. The lower precision obtained 

in the results for the solid-state sensors supports this t4eory. 

Table 5. L Compaymison of the slopes obtained andpredictedfor the change in the 

response with temperature in cooling and heating experiments using two 

iridium oxide sensors and one glass electrode, 

Electrode NTE2 NTE3 Glass 
Experim en tal heating slope (m V1, 'Q -0.377 -0.396 -0.681 
Precision in the heating results (OloRSD) 6.41 2.45 1.01 

me ng slope (m VI'C, ) -0.561 -0.530_ -0.610 
eciston in the cooling results (OloRSD) 3.48 4.19 0.69 

Theoretical slope (m V/"-" NA NA -0.594 

Finally, the same experiment was repeated using commercial buffers and 

distilled water and giving similar profiles and results. However, the use of these 

systems did not provide as good conditions for the analysis of the temperature effect. 

The use of distilled water, with no buffer control of the pH and very low ionic 

strength, provided more noisy measurements with a much lower precision in the 
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results. On the other hand, the use of commercial buffers in experiments where the 
temperature was varied produced a change in the equilibrium constant for the buffer 

reaction that was believed to affect the results and therefore the values of the slope 
obtained in the teStS52ý63. 

3.1.3. Analysis of the response time 

The response time is the time required by the measuring sensor to reach its 

final value after a sudden change in the pH of the sample. There are different 

parameters that are used for the quantification of the analysis time. In this work, - the 
T90, which is the 90% of the total response time as defined above,, was the parameter 

studied in the tests. For the analysis of the response time, titration experiments or the 

replacement of a certain solution by another with different acidity in a flowing system 

are normally used. The method of transferring the electrodes between vessels with 
different pH solutions is not recommended, as there can be an interference current 

from the measuring system causing the glass electrodes to acquire a static charge 
51 when removed ftom the solution 
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In this work, the response time in a step change of pH in a titration process 
was analysed and a comparison between the solid-state sensors and the glass electrode 
was made. Walker carried out similar neutralisation tests to define the dynamics of pH 
sensors". Figure 5.6 shows the response for two types of solid-state sensor and a 
glass electrode obtained when the pH of 100 ml of a 0.01 M HN03 (Aldrich 25,, 811- 
3) solution was changed by the addition of 100 ml of 0.0 15 NaOH (Aldrich 22,146-5) 

solution at approximately t= 120 seconds. The use of strong acids and bases 

minimised the effect of the kinetics of the neutralisation reaction in the dynamics of 
the process. However, in most of the cases the neutralisation reactions are so fast that 
the lags in the response due to the reaction kinetics can be ignored 68 

. 
The same reference and salt bridge systems as in the calibration tests with 

buffers were used in this experiment. The figure shows how the response obtained 
from the iridium oxide sensors, regardless of the thickness, was much faster than that 

obtained with a new clean glass electrode (BDH 309-1015-02). Replicate experiments 

using different iridium oxide sensors and glass electrodes confirmed these results. 
Also, a similar experiment but with a step decrease in pH instead of increase was 

performed leading to similar results. A constant stirring speed (approx. 125 r. p. m. ) 

was maintained during the experiments as the mixing of chemicals and the diffusion 

of protons to the sensing electrode also affect the dynamics of the response 68 
. 

Table 

5.2 shows the T90 values and total time of response obtained in the tests with a 

precision of ±0.12 s/pH in the measurement with the solid-state sensors and ±0.60 

S/pH with the glass electrode. It is seen how the thick iddium oxide electrode was 

slightly faster than the sensor fabricated with a thinner wire. Although there was no 

difference in Tgo, the total response times were different. This was an indication that 

the response time depends upon the morphology of the surface exposed to the 

solution. In fact,, a smooth polished surface is considered indispensable in providing 

fast and easy transfer of electrons between the electrode and the analyte redox 

specieS69. On the other hand, the longer response time, detected with the glass 

electrode was due to the higher resistance of the glass membrane compared with the 

metallic iridium oxide layer. The higher the resistance, which increases at low 

temperatures, the more time it takes for the reading to stabilise 70 
. 

In addition to this, 

the glass membrane can get easily dirty and is subject to blockages that increase 
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considerably the response time of the electrode 68 
- This does not happen with the 

iridiurn oxide solid-state sensors, which exhibit low impedance and therefore fast 
response time to changes in pH" ". 

Table 52 Results obtained in the response time studiesfor the iridium oxide and 
glass electrodes 

Electrode Tgo A PH' Aesponse time (s 1 PM) 2 mm OD itidium oxide 1.48 3.01 ý 
05 mm OD iridium oxide 1.48 7.5 

Glass 12.5 1 26.48 

Although lower response times (between 0.1 and Is) have been reported in 
literature for some glass electrodes, these values were never reached with the 
electrodes and experimental set-up used in this work. For the case of the iridium oxide 
sensors, some of the variable response times obtained by other researches are shown 
in Table 5.3. However, as the response time depends very much on the step change on 
pH and the type of glass in the electrode, a fair comparison with the data published in 

the literature was not possible. Moreover, none of the studies found in the literature 

were performed with thermally grown iridium oxide electrodes, that were only used in 

qualitative studies of the response time 
14,36 

Table 5.3. Values of the response time obtained in oth, er studies for different types 

of hidium oxide glass electrodes 
Authors Type of sensor Metallic 

sensing layer 
, 

Support Response 
tim 

Mhell et aL Planar thiek Ruthenium oxide Polymer paste 1.52 
Pdsztor et al. 31 AIROF Iridium oxide Au. wire 8.16 
01thuis et al. 16 AIROF Iridium oxide Ir wire 0.035 
Kinlen et al. " Sputtered Iridium oxide Alumina 4.05 

3.1.4. Acid and alkaline error 

The acid and alkaline errors refer to the non-linearity observed in the 

calibration of the response of the glass electrode at very low and very high values of 

pH respectively. They are related to the presence of certa 
, 
in anions (acid error) and 

cations (alkaline error) that are normally present at high concentration in aqueous 

solutions at extreme pH conditions 5 '. The error in the pH measurement is produced 

due to the reaction of the cations and anions with some groups in the glass membrane 
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of the electrode 71 
. 
Therefore, as this reactive process is affected by the concentration 

of protons, the measurement of the actual pH value in tN test solution can be altered 
by these processes in the glass membrane. The acid error is observed by an increase in 

the proton activity in the outer swelling layer of the glass electrode at low pH 
values 72 

. 
It is normally observed at pH values lowe r73,74 than 1.5. However, the acid 

error is normally lower than the alkaline error and does not have the same importance 

for practical measurement techniqueS51 . 
Therefore, the anal 

' 
ysis of the performance of 

the iridium oxide sensors at high pH values is considered here and compared with that 
for the glass electrode. The aim was to prove that the absence of alkali error in the 

solid-state electrodes constitutes an advantage in the use of these sensors. As the pH 

glass electrode tends to fail in hot alkaline solutionS64', in some applications the 

measurement of conductivity can be more accurate than pH measurements to 

determine the acidity of solutionS74. 

Since alkali errors are mainly observed in the presence of sodium, they are 

usually referred to as sodium errors 51 
. 

Therefore, sodium hydroxide was used in the 

studies for the alkaline error, although some preliminary tests with potassium 

hydroxide were also performed. In the experiments, the response of a glass electrode 

and two iridium oxide sensors were measured with respect to a Ag/AgCl double 

junction electrode (Russell CRL/DJ/AG/S7). IM KN03 (Aldrich 22,129-5) was used 

as the electrolyte in the salt bridge. Two Solomat systems were used for monitoring 

the signals. The experiments were carried out in the I-L rqactor system at a constant 

jacket temperature of 30T. The electrodes were immersed in IL of IM NaN03 

(Aldrich 22,134-1) solution for at least 12 hours before the start of the test in order to 

stabilise the sensors and reach a constant temperature in the system. Other authors 

have used NaCl instead of NaN03for the analysis of the alkaline error64 . 
However, in 

this work, the use of NaCl was avoided as Cl- can lead to problems of corrosion with 

14 metal oxide sensors 

Several additions of NaOH (Aldrich 22,146-5) solutions were performed for 

increasing both the sodium concentration and the pH. Medium stirring (approx. 125 

r. p. m. ) was used during the experiment. Replicates o'f these experiments were 

performed and confirmed the good reproducibility in the results obtained in the tests. 

In preliminary tests, nitrogen gas was bubbled during the experiment to avoid the 
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absorption0f C02 and thus the incontrollable change in the pH of the test solution. 
However, this produced changes in the temperature of the solution that caused 
important drifts in the response of the solid-state electrodes. Also, as the experiments 

aimed at a comparison between the performances of the two type of electrodes at high 

pH values, the small influence of theC02 dissolved in the solution was not expected 
to affect the final conclusions extracted from the tests. Therefore, because all of these 

reasons, it was decided not to use nitrogen gas in the comparative studies of the 

alkaline error. Finally, at the end of each replicate of the experiment, the response of 
the indium oxide sensors and the glass electrode were calibrated in buffer solutions. 
This attempted to avoid any drifts in the response that could affect the final results,, 

which can be specially important for the solid-state sensors. 
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Figure 5.7 Compatison between the predicted value of pH and the real value for 

two glass electrodes and two iridium oxide sensors at high pH 

conditions 

Figure 5.7 shows the results obtained for the two iridium oxide sensors and 

the glass electrode. The figure represents the measured value of pH versus the 

predicted value. The measured value was calculated by applying the calibration 

equation (obtained at the end of the experiments using buffer solutions) to the 
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response measured with the sensors during the tests. The predicted value of pH was 
theoretically obtained by using the pH data at the start of the experiment (measured 

with the glass electrode) and considering the sodium hydroxide that is added to the 
niixture. As the initial pH varied slightly with the experiment, it was not possible to 
plot the error bars that would show the good reproducibility obtained in the replicate 
experiments. However, it should be mentioned that all of the replicate experiments 
showed the typical trends shown in Figure 5.7. 

Two glass electrodes were used in the tests; one that was catalogued as made 

of special glass with a low alkaline error (BDH 309-1015-02). The other was a more 

common glass electrode (Russell PEM-100-011-N), with no special indications 

regarding the intensity of the alkaline error in its measurements, although the results 

obtained were similar for the two glass electrodes. The composition of the electrode 

membrane was unknown but it was believed not very rich in A1203- Glasses rich in 

alumina are very sensitive to alkali metal ions even at moderate pH as they exchange 

protons more easily in the gel layet4l. Figure 5.7 shows that a degree of alkaline error 

was observed with the glass electrodes, whereas a much beýter agreement prediction- 

actual value was observed with the two iridiurn oxide sensors. However, these two 

glass electrodes showed a fairly good response at high pH values compared to the 

results reported in similar tests with other commercial types of glass membraneS75 

The sodium error is recognised above pH 10 although, with low sodium error 

measuring electrodes it is observed 73,74 above pH 12.5-13.0. In low alkaline error 

glasses the alkaline error depends on the concentration of alkaline ion but it normally 

S70 f varie roM 0.1 units at pH 12.5-13.0 to 0.40 at pH 14. The high sodium 

concentration used in the experiments could have been the reason why the sodium 

error was observed from a pH as low as 9.5 with our supposedly low alkaline error 

glass electrodes. Also it could have been due to a second source of error at high pH 

values that is produced with glass electrodes when concentrated caustic solutions 

begin to etch the sensitive measuring glass surface, reducing the sensitivity of the 

glass membrane 74 
. 

The results proved that the absence of the sodium error makes the 

use of solid-state sensors preferable to the glass electrodes at high pH conditions. 

Finally, when the experiments were repeated with KNO3 (Aldrich 22,129-5) and 

KOH (Aldrich 22,147-3) a smaller difference in the results was obtained between the 
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glass and the solid-state sensors for measurements at high pH. In fact, it was not clear 
the presence of alkaline error in the glass electrode when KN03and KOH were used. 

3.1.5. Stability measurements 

As mentioned, the drift in the response monitored with the iridium oxide 
sensors appears to be the major downside in their use for industrial pH monitoring. In 
this section, a set of experiments and tests were performQd to study the stability in the 
response of the thermally grown iridium oxide sensors used in this project. Table 5.4 
shows the parameters obtained in several calibration experiments using one 0.5 mm 
OD iridium oxide sensor over a 12 month period. These results gave an idea of the 
drift in the response of the sensors. Changes of up to 5.2% in the slope and 44% in the 

offset were observed. Similar results were obtained with other iridium oxide 
electrodes with the same characteristics, 

., 
but thicker in diameter (2 mm OD iridium 

rod). It should be mentioned that all of the electrodes were kept in distilled water 
when not in use, as suggested by Hitchman et aL 14 

Table 5.4. Calibration parameters obtained in five different calibrations over a 12 

months petiodfor a 0.5 mm OD iridium oxide sensor in buffers at 180C 

Slope (VpH" Offset (Pq 
Initial response -0.0571 0.7636 
Response after 4 months -0.0586 0.6513 
Response after 8 months -0.0557 0.5321 

Pionths -0.0574 0.6315 
11 Response after 12 months -0.0574 0.642 8 

The changes observed in the slope were within the expected variability in the 

results and a similar variation was observed with commercial glass electrodes. 
However, the changes observed in the offset were very high and showed drifts that 

did not allow for the definition of a reliable pH-response calibration. Moreover, this 

drift was found to be variable with time and the temperature of the solution, with a 

very long conditioning before stable readings could be mpasured. Figure 5.8 shows a 

tYpical response-time curve obtained for two iridium oxide sensors and a glass 

electrode immersed in a pH 4 buffer solution kept at a constant temperature of 80T. 

A similar trend but with lower drifts and slower changes in time was observed with 
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the same sensors in a solution at 300C. This indicated that the iridium oxide sensors 
undergo a slow process of conditioning with the kinetics highly dependent on the 
temperature. 
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Figure 5.8. Change of the response with time in a pH 4 buffer solution at 80T 

Table 5.5 summarises the average drifts observed in three replicate 

experiments with the two solid-state sensors and the glass electrode. The values in the 

table are the average of three measurements and were monitored for a period of 24 

hours and after 12 hours of temperature conditioning by immersing the electrodes in 

the solution, It was noticed that the precision in the results was within reasonable 

figures (i. e. <5% RSD) if the electrodes were immersed in distilled water for at least 

two days before the replicate was performed. Otherwise, the drift was very variable as 

it depended on the stage of the electrode within the conditioning process. NTE3 

showed slower conditioning kinetics that made its drift at 80'C higher than at 30'C 

when the electrodes were immersed for 12 hours in the solution before the 

measurements. On the other hand,. the different kinetics for the conditioning process 

can be the reason why NTE2 showed a lower drift at 30'C than at 80'C after 12 h of 

conditioning. The drift observed for the glass electrode was measured as the 

difference between the maximum and minimum values for the response. This was 
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due to the fact that a continuing decrease or increase in the response was not observed 
as for the solid state sensors, and the drift was only associated with the noise observed 
in the signals. Finally, it was noticed that the drift observed in the iridium oxide 
sensors could be reduced to the levels near those observed for the glass electrode, 

when a very long conditioning process at high temperature was used. For example, 
drifts below 0.25 mV/hour were measured for NTE3 in pH 4 buffer at 300C after a 
two days conditioning in pH 4 buffer at 80T. 

Table 5.5. Average dtifts observed for the iridium Oxide sensors and a glass 

electrode immersed in a pH 4 buffer solution at 30T and 80T 

Electrode Drift at 30T (m at 80'C (m 
NTE2 1.20 036 
NTE3 0.95 1.77 
LqLaýs 0.17 1 0.13 

Parallel tests using other buffer solution and un-buffered mixtures provided 

similar results. However, the pH 4 buffer solution was finally used in the experiments 

as high pH buffers have limited stability due toCO2 absorption from air and high 

temperature coefficients 60 
. 

All these results showed that the drift in the response is a 

major downside in the use of the iridium oxide sensors. Moreover, the drifts observed 

were variable with time, with the conditioning process and with the sensor,, which 

made difficult to model the variation of the offset detected in the response. Further 

research could be aimed in the study of the kinetics of the long conditioning process 

needed for the solid-state sensors. The definition of thesý kinetic parameters could 

lead to a clearer idea about the mechanism of the process responsible for the drift in 

the response of the iridium oxide sensors. 

Other authors have noticed and measured this drift problem in the response of 

solid-state sensors, although a comparison with our results was not possible due to the 

high variability observed in the results and dependence oil the conditioning process. 

Kinoshita et al. observed drifts of up to 80 mV in thq offset measured in the 

calibration parameters 13 using iridium oxide electrodes obtained by deposition of 

iridium on a titanium coupon with a solution of IrC13 in water. Tarlov et aL also 

noticed a very big change in the response of sputtered iridium oxide sensors 12 
. They 

measured drifts of up to 60 mV in the offset for the calibration parameters and 4 mV/h 
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in buffers in the range pH 4 to pH 7. On the other hand, Olthuis et aL measured a 
variability of below 0.3 mV/h with AIROF electrodes in pH 4 buffer solutions 16 

' 
Hitchman et al. noticed drifts of 2 mV/h in pH 2-8 buffers, 6 mV/h in pH 10 buffers 

and 47 mV/h in pH 12 buffers using iridium. sensors formed by potential cycling6 . 
The 

same authors measured 14 maximum drifts of 16.2 mV/h in pH 4 buffers, 27 mV/h in 

pH 7 buffers and 18.6 mV/h in pH 9 buffers using ýhermally oxidised iridium 

electrodes in solutions at 950C. They also obtained very vaýiable results depending on 
the solid-state sensor used in the experiment. Only for some of the signals, from some 

of the sensors, were the drifts comparable to those obtained with glass electrodes,, 

which were unusually high. However, this comparison was performed in short term 

experiments (<20 minutes) and no information of a comparative long term 

performance between the electrodes was given. Moreover, the comparison was made 
between iridium sensors that underwent different conditioning processes. Hitchman et 

aL proposed a poisoning technique to overcome the problem of drifting response 

observed in thermally oxidised sensorS30 . 
They proposed a field induced poising 

technique by which they reached the equilibrium relative mole fraction of Ir(IV) and 

1r(RI) oxides in the sensors by using a charge injection/ejection procedure. If the 

equilibrium mole fraction for those species was reached, the potential of the redox 

process should stay constant and smaller drifts would be observed. In fact, they 

measured drifts in the range 0.08-0.13 mV/h after this pois9ning method was applied. 

This technique could be suggested for further work in the development of the iridium 

oxide sensors. Finally, Katsube et al. also observed that the ageing process of iridium 

oxide electrodes may be accelerated by heating in water aý elevated temperature and 

pressure 32 
, 

in agreement with our results. 

As the drift varied with the time that the electrode was immersed in the 

solution, it was believed that the conditioning process was taking place in the surface 

of the sensor. In fact, previous studies have shown that the performance of the iridium 

oxide sensors was very dependent on the morphology and the microstructure of the 

oxide f1lM76 
. 

The film must be dense, uniform and with no impurities in order to 

reduce the drift in the pH sensitivity. This dependencý on the surface properties 

suggested that the drift in the response could also be affected by the stirring, which 

contradicts the observation of other authors by which the iridium oxide electrodes 
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were found to be insensitive to stirring", ' 5. Several test such as those shown in Figure 

5.9 showed the effect of stiffing on the conditioning of the electrodes and therefore 
the drift in the response. In this experiment, the response of two 2 mm OD iridium 

oxide sensors and a glass electrode (BDH 309-1015-02) were monitored in a pH 4 
buffer solution at 30T. The response was measured with respect to a Ag/AgCl double 
junction electrode (Russell CRL/DJ/AG/S7). IM KN03 (Aldrich 22,129-5) was used 
as the electrolyte in the salt bridge between the refenýnce system and the buffer 

solution. Medium stirring (approx. 125 r. p. m. ) was initiated at t= 20 minutes to study 
the effect of stirring on the response of the sensors. No stirring effect was observed 
for the glass electrode, which showed a constant responsevýith a noise of ±I mV. The 

iridium oxide electrodes showed a variable drift of response depending on whether 

stirring was used or not. It must be pointed out that the preýonditioning undergone by 

each of the solid-state sensors was different in order to analyse its effect on the 

response. So NTE2 was immersed in the solution for 30 minutes with stirring and 60 

more minutes without stirring before the experiment. NTE3 had a more severe 

conditioning with 24 hours in the pH 4 buffer solution at 800C and five days in the 

same solution at 30T. These differences in the preconditiQning were responsible for 

the different curves observed in Figure 5.9. Whereas NTE2 showed a drift that was 

still decreasing after 40 minutes, NTE3 had stabilised in the solution, showing a very 

stable response-after 30 minutes (i. e. 10 minutes with stirring). This shows how the 

temperature, time of conditioning and stirring affects the drift in the response obtained 

from the solid-state sensors. This was not observed for the glass electrode, which 

underwent a short preconditioning period at low temperature identical to that applied 

for NTE2. However, stirring has been reported to be a key role in glass electrode 

calibration, where the same stirring applied in the process is advised to be used in the 

calibration of the electrode66. 
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Figure 5.9. Analysis of the effect that the stirring had on the dtift in the response 

monitored for two 2 mm OD iridium oxide sensors in a pH 4 buffer 

solution at 30T 

3.2. Measurements of acidity in non-aqueous systems 

Various advantages and disadvantages in the use of the iridium oxide glass 

electrodes in aqueous systems have been shown above. Only at very high 

temperatures and high pH conditions have the solid-state sensors clearly proved to be 

superior to the glass electrode. As the glass pH probe failure that initiated the work in 

this project was observed in toluene, it was thought that the iridium oxide sensors 

could also be a better alternative to the use of glass electrodes in non-aqueous 

environments. Preliminary experiments in highly viscous polymeric samples showed 

promising results that encouraged the development of iridium oxide sensors for 

monitoring the acidity of processes carried out in non-aqueous solvents. However , it 

should always be borne in mind that the acidity measurements in non-aqueous 

systems have not been as extensively studied as the pH measurements in aqueous 

etivironmentS51 
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3.2.1. Preliminary emperiments with polymeric samples 
Huntsman Polymers, a company outside the circles of CPACT but aware of 

the pH work carried out in this project, showed a great interest in the potential 

applications of iridiurn oxide sensors. They needed to m' onitor the acidity in highly 

viscous polymeric samples, where the use of glass electrodes had shown 

problems related to the damage and dirtying of the glass membrane. Figure 5.10 

shows the promising results obtained with the old iridium oxide sensors that 
Hitchman et aL 14 constructed nearly 10 years ago. These first experiments were 

performed over a series of 5 polymeric samples (isocyanates) with different 

concentrations of HCI provided by a division of the company, specialised in the 

manufacturing of polymers. A double junction standard calomel electrode (SCE, 

Russell CRL/DJ/S7) with saturated KCI (Aldrich 20,800,0) in both chambers was 

used as a reference electrode. This was attached to a salt bridge containing 52 saturated 

LiCl (Aldrich 21,323-3) in ethanol (Aldrich 27,074-1) a common electrolyte used in 

acidity measurements in non-aqueous SySteMS77. Further details about the composition 

of the samples and further experiments using these isocyanates are not covered here 

because of confidentiality issues. However, it was concluded that the sensors gave a 

non-linear response with the concentration of HCI, or close to linear with the pH, but 

in any case, were capable of distinguishing between s' amples of different HCI 

concentration. Repetition of these experiments showed identical trends but with drifts 

in the response of each electrode. The signals were found to vary greatly at low HCI 

concentrations, whereas at high values the variation was smaller following a 

polynomial trend. Also, the difference in the measurements between electrodes 

seemed to increase as the HCI concentration got higher. Despite these problems, the 

results obtained and a review of other published studies with iridium oxide sensors in 

non-aqueous systemS53,54 encouraged the development work using the sensors in non 

aqueous environments. 
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Figure5.10. Response of old iridium oxide electrodes in highly viscous polymetic 

samples with different concentrations of LICI at room temperature 

3.2 2 Acids used in the calibration samples 

Initially, H2SO4 (Aldrich 25,810-5) a common catalyst in esterification 

reactions,, was used as the acid to prepare samples with different proton 

concentrations. However, it was noticed than even small concentrations of this acid 

appeared to sulphonate the toluene when this was used as the solvent in the samples. 

Immiscible yellow droplets of a second phase were observed in mixtures of toluene 

with sulphuric acid. Paratoluenesulphonic acid (Aldrich 40,288-5) was also tried as it 

can also be used as a catalyst for the esterification of crotonic acid. This acid was not 

used either as it was found not to be very soluble in toluene at room temperature. 

Also, when heated,, indications of a polymerisation process with the organic acid were 

observed as the viscosity of the mixture increased. Finally, dichloroacetic acid 

(Aldrich D5,470-2), a strong organic acid in liquid state and soluble in toluene was 

chosen for the experiments in non-aqueous environments. 
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3.2.3. Experiments with samples with alcohol as a solvent 

Preliminary tests showed how combination glass electrodes were not useful to 
measure acidity in samples with toluene as the probes failed during the experiments. It 

was observed that toluene was penetrating into the cavity where the reference 

electrode was immersed and getting mixed with the electrolyte there. The Nemstian 

response of the electrodes was not maintained after the tests and they needed 

regeneration. Preliminary experiments with solid-state iridium oxide sensors did not 

show failure although other problems with noise in the response and the impossibility 

of distinguishing between samples with different acidity were observed. The noise 

was associated with the poor conductivity of toluene. Therefore, alcoholic solvents 

with higher conductivity were used in the initial experiments before moving on to 

more complicated non-aqueous systems. Alcohols and algohol-water mixtures have 

been the most extensively studied non-aqueous systemS50,51. They also happen to be 

the simplest non-aqueous systems, as alcohols act as both Ek proton donor and acceptor 

similarly to water. A glass electrode was used for comparison studies, using a 

Ag/AgCl electrode as the reference system in a configuration identical to that 

described before for the testing of the response of the electrodes in buffers. The 

standard electrolyte used for non-aqueous systems (ethanol saturated in LiCl) was 

employed in the initial experiments. 

As has been mentioned before, the initial results using the iridium oxide 

sensors in toluene samples were not good and showed no stable readings. To explain 

this, the hypothesis of a problem with non-conductivity at the salt bridge was 

suggested. In fact, it was believed that a phase boundary potential between the ethanol 

in the salt bridge and the toluene could have caused the high level noise detected in 

the experiments and the incapability to distinguish between toluene samples with 

different acid concentration. This was supported by the large non-reproducible 

Potentials that have been observed at the reference electrode by some authors when 

they put an aqueous reference electrode into direct contact with a medium that was 

51 immiscible with water . 

When the experiments were repeated with ethanol as the solvent in both the 

samples and the salt bridge, this problem was not observed. In this case the noise 
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observed was reasonable and the electrodes were able to distinguish between samples 
with different concentrations of dichloroacetic acid. Figure 5.11 shows how a very 
low change in the response was observed when the acidity was varied. This was 
noticed for various electrodes with different thickness and also for the glass electrode. 
However, the iridium oxide sensors showed a large drift in the response (larger than 
in aqueous solutions) that made it impossible to obtain a reliable calibration,, 
especially considering the small variations of the response with the acidity. These 

changes in the response, depending on the conditioning, were not observed with the 
glass electrode. An advantage in the use of the solid-state was that the response time 

was shorter than for the glass electrode (Tgo =5±0.33 seconds for the solid-state 

sensors vs. Tgo = 20 ± 1.05 seconds for the glass electrode in a step change from 0 to 

0.82 g dichloroacetic acid in 100 ml of ethanol). 
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Figure5.11. Response for two types Of ifidium oxide sensors and a glass electrode 

in ethanol with different concentration of dichloroacetic acid 

3.2.4. Experiments with samples with t0luene-alcohol mixtures as solvent 

The results obtained with ethanol indicated that the problem of acidity 

measurements with toluene samples was probably related to the low conductivity of 

the solvent and the existence of phase boundaries between the samples and the 
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electrolyte in the salt bridge. New tests were performed using toluene-alcohol 

tnixtures. The most interesting toluene-alcohol mixture was that with 25% volume- 
volume of alcohol, as this was the ratio used in the esterification reaction where the 

glass pH probe failed. In particular, during the esterification of crotonic acid, butanol 

was used as a reactant. When butanol was used as the alcohol in the mixture and 
dichloroacetic acid to vary the acidity in the samples, noisy signals with huge drifts 
for both the iridium oxide sensors and the glass electrode were observed. Different 

electrolyte mixtures (butanol-toluene and ethanol-toluene saturated in LiCl) were tried 
in the salt bridge without any improvement in the quality of the response. 
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Figure 5.12. Responsefor two types of iridium oxide sensors and a glass electrode 

in 25% volume-volume ethanol in toluene and different concentration 

of dichloroacetic acid 

When ethanol was used in the mixture,. better responses were obtained that 

could be used to distinguish between samples with different acidity. Figure 5.12 

shows how a very low change In the response was observed when the acidity was 

varied for both the solid-state sensors and the glass electrode. Again, the iridium 

oxide sensors showed a large drift in the response (larger than in aqueous and ethanol 

Solutions) that made it impossible to obtain a reliable calibration. Considerable drifts 

were also observed in the response from the glass electrode. However, this change 
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was always lower than for the case of iridium oxide sensors and was not affected by 

the conditioning of the electrode (i. e. time in solution before the measurement). 
Chemysheva et aL performed similar tests using HC1 as,, an acid in 75% volume- 

volume ethanol in toluene mixtureS77. They measured the response of a glass 

electrode with respect to a hydrogen electrode and observed a slope of approximately 

-56.70 mV/109(M) when plotting the signals vs. log(concentration of acid). In our 

case, slopes of -90.5, -85.5 and -81.8 mV/Iog(M) were observed in such a system for 

2 mm OD iridium oxide, 0.5 mm OD iridium oxide and the glass electrode, 

respectively. However, quite poor regression coefficients were obtained, ranging from 

0.86 to 0.93. Finally, again the response time was shorter for the solid-state sensors 

than for the glass electrode, as can be observed in Figure 5.13. A T90 value of 6±0.4 s 

was measured for the solid-state sensors whereas the glass electrode responded with a 
T90 value of 102 ± 5.5 s in a step change from 0 to 0.82 g dichloroacetic acid in 100 
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Figure 5.13. Response. /or a2 mm OD iridium oxide sensor and a glass electrode in 

a step change in the acidity of a 25% volume-volume mixture of 

ethanol in toluene 

ml of 25% volume-volume ethanol in toluene. These results showed how the response 

time increased considerably (specially for the glass electrode) when the conductivity 
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of the solution decreased, as the T90 vallues were larger than for the same experiments 

with only alcohol as a solvent. Moreover, the noise observed in the response also 
increased when the ratio of toluene increased in the mixtures. This was expected in 

non-aqueous environments where the use of highly resistive organic solvents as 
reference electrolytes raises the resistance of the reference electrode, producing noisy 

and slow responseS78. 

3. Z 5. Expetiments with samples with toluene as a solvent 

The measurements in samples with toluene were problematic since the start of 

the project. This was the reason why simpler systems with alcohols and toluene- 

alcohol mixtures were used in the development of the sensors. From these 

experiments it was concluded that the conductivity of the samples and the existence of 

phase boundaries between the samples and the electrolyte in the salt bridge could 

cause the problems with the measurements in toluene. Different compositions for the 

electrolyte solution in the salt bridge were tried when only toluene with dichloroacetic 

acid was used in the samples. However, none of them produced a stable reading for 

both the iridium oxide sensors and the glass electrode. The diffusion potential at the 

reference electrode has been reported by other researchers to be the cause of problems 
78 in the acidity measurements in non-aqueous environments . The use of low 

impedance reference electrodes can be used as an alternative that could overcome the 

problem of the use of immiscible electrolyte solutýons that produce phase 
boundarieS79 

. However, no reference systems with these characteristics were found to 

be available in the market. This directed the aims of the project towards the 

development of new designs of sensing probes and reference systems for pH 

measurement. 

3.3. New design of a total iridium-oxide pH probe 

The problem of non-miscibility of toluene (solvent in the samples) and water 

(solvent in common reference electrodes) was initially solved using a salt bridge with 

ethanol, soluble in both solvents. Also, the electrolyte in the reference system was 

replaced by the standard saturated LiCl in ethanol, as advised by many manufacturers 

of pH electrodes 52 
. None of these alternatives gave satisfactory results with toluene 

samples. Different alternatives to the use of wet reference systems in contact with the 
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test solution through a porous frit (typical of combination electrodes and reference 

systems) have been found in literature. Tediar et al. " reported the use of a solid 

reference system formed with PbO2. However,. these designs are still not well 

established in terms of stability of the response, which showed sub-Nernstian 
behaviour in all of the experiments. Other authors have used solid proton-conducting 

electrolytes to develop all solid glass pH probeS81 . 
However, they showed poor 

stability as the electrolyte was drying out in the solid material, and also gave very sub- 
Nernstian responses. Also, Kinlen et aL developed an entirely solid-state pH sensor 
based on Nafion coated iridiurn oxide and a polymer modified solid Ag/AgCl 

electrode as a reference systeM26 . 
Although they obtained good Nernstian responses, 

they experienced big problems with drifts and poor reproducibility in the results. 

other authorS82 have proposed the use of ISFET technology for pH measurements 

with an internal reference system so that a separate reference electrode is not required. 

However, these systems do not withstand very high temperatures like glass 

electrodes 60 
. 

Sensing signal Reference signal 

lReference 
IrO2 electrode 

Reference 

Sensing eledrolyte 

IrO2 eledrode 
chamber 

N 

\ýIA-Porousjrif 

Figure 5.14. Sketch of the new design of total iridium oxideprobe 

The problems experienced in our experiments and In the designs reviewed in 

the literature contributed to the idea of using another iridium oxide electrode 

immersed in a salt bridge with a known acidity solution, as a reference system for 

another sensor that would be in direct contact with the sample solution. This design 

would constitute a total iridium oxide measuring system that would avoid phase 

boundaries between non-miscible solvents 63 
. 
Figure 5.14 shows a schematic drawing 

of such a configuration. This new design is similar to the differential electrode system 
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described by King, where the pH is related to the difference in signal monitored from 

two glasses electrodeS83. In this design, one of the glass sensors is immersed in a 
chamber with pH 7 buffer solution and in contact with the test solution through a tight 

ceramic plug. King developed this system to overcome the errors in pH measurement 
produced by the dilution of the reference electrode. 

3.3.1. Pýefiminary tests in water 

This new configuration was initially tested in water. The salt bridge contained 

a solution with a known and constant concentration of protons, e. g. a pH 7 buffer 

solution. For calibration and testing of the performance, of the system in water,, the 

response of the sensors in pH 9,7, and 4 buffer solutions (816-004,007 and 008 by 

Electronic Temperature Instruments) was monitored. The response obtained was very 
linear,. reproducible and slightly super-Nernstian, as is shown in Figure 5.15. This 

proved that another solid-state sensor immersed in a salt bridge with a buffer solution 

could be used as a reference system. It was therefore possible to build a single probe 
for pH monitoring that combined the sensing electrode and the reference system, both 

made of iridium rods coated in iridium oxide. This combination probe appeared to 
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Figure 5.15. Change in response with pH. /or iridium oxide sensor when anotner 

iridium oxide electrode immersed in a saft bridge with pH 7 buffer 

solution is used as a reference system 
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be very attractive as it avoided the use of glass in the probe, and so the sensing and 
the reference system were more robust than that used with standard glass electrodes. 
Titration experiments and step changes in pH also showed a very fast response in 

aqueous solutions with T90 = 0.33 ± 0.07 s pl-r' and response times of 0.44 ± 0.9 

S pi-r', much shorter than the values reported earlier (see section 3.1.3) for similar 
experiments but using a Ag/AgCl reference electrode. 

3.3.2 Tests in non-aqueous systems 

This new design of probe allowed the use of a reference solution in the 

reference chamber of the same kind as the test sample. This would overcome the 

problem of phase boundary potentials between immiscible phases and typical of 

acidity measurements in non-aqueous environments. However, other problems with 
huge drifts and noise in the response were faced when the new total iridium oxide 

probe was tried in non-aqueous systems. Figure 5.16 shows the results obtained with 

a step addition of dichloroacetic acid to ethanol. In this experiment 6 additions of 50 

ý1 of dichloroacetic acid were made into 100 ml of ethanol in a temperature controlled 

reactor used to maintain a constant temperature of 200C .A solution made up with 
100 ml of ethanol and 6x5O ýtl of dichloroacetic acid was used as the electrolyte in the 

salt bridge where the reference electrode NTE2 was immersed. The response of the 

sensing electrode, NTE3, was measured with respect to NTE2 using the Solomat 

system. A preconditioning of 10 minutes prior to the start of the experiment with 

medium stirring (approx. 125 r. p. m. ) was used before the experiment. The stirring 

was maintained during the test. The electrolyte solution in the salt bridge was not 

changed between replicates as preliminary tests showed that the use of a fresh 

electrolyte solution did not have any effect in the measurements. 

The figure shows how the probe was capable of detecting the step changes in 

acidity and could distinguish between samples with different concentration of acid. 

However, the problem of noise and drifts in the response made difficult the calibration 

of the response. Figure 5.17 shows the calibration graph obtained in the experiment 

when the effect of noise was partially eliminated by averaging the signals obtained for 

each step addition. Therefore, the large error bars observed in the figure are almost 

exclusively due to the drift in the response observed between replicates. The 
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magnitude of the error did not allow a good differentiation between samples with 
different acid concentration,. especially at high concentration where the response 
varied very little with the acidity. Further tests in non-aqueous systems also showed 
sinjilar trends to those of the glass electrode in step addition of acids in alcohol and 

alcohol-toluene mixtures. However, huge drifts in the response were observed for 

the total iridium oxide probe. The glass electrode also showed unstable responses and 
drifts when little acid was present in the non-aqueous solvent. When the acidity and 

conductivity in the solution were higher after further additions of dichloroacetic acid, 

the response was very reproducible for the glass electrode, although quite slow and 

noisy. These results made it necessary to perform further studies on the stability of the 

signal coming from the new probe before doing more experiments in non-aqueous 

systems. 
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Figure 5.17 Response of a total itidium oxide probe in ethanol for different 

concentrations of dichloroacelic acid 

3.3.3. Stability expetiments 

When the stability of this new design of probe was studied, it was observed 
that the drift in the response was very large and variable. The changes in the response 

were sometimes positive, other times negative. The drift was on occasions very large 

and in other cases very small showing a very stable response. In order to find out 

more about the stability of the probe, a long term experiment was performed. In this 

test, the response of the new design of total solid-state electrode was monitored for a 

period of 18 hours in a pH 4 buffer solution at 30T. The response was compared to 

that obtained with a combination pH glass electrode. A pH 7 buffer was used as the 

electrolyte solution in the reference chamber of the total iridium oxide probe. Medium 

stirring (approx. 125 r. p. m. ) was used. The response was measured with the Solornat 

system with a sampling acquisition time of 5 min. The sensors were preconditioned 
in the solution at 30'C for at least 12 hours before the start of the experiment. 

Figure 5.18 shows the results obtained in one of the replicate experiments of 

the test. It is observed how the response drifted significantly describing a cycle 

between 
-100 and 100 mV (potential versus the iridium oxide electrode used as a 

246 



Chapter 5: DeveloPment of iridium O. Adde electrodesfor process pH measurement 

reference). On the other hand, the glass electrode produced ka constant reading of pH 

3.89 ± 0.02 during the whole experiment. The variable drift in the response of the 

total iridiurn oxide probe explained why in some experiments little variations of the 

response were observed whereas in other tests large drifts were seen. It also proved 

why, in experiments involving a change in the temperature, poor precision in the 

results was obtained due to big drifts in the response, especially at high temperatures. 

When the experiment was repeated the results showed the same variable drift with an 
increasing and decreasing response around the same limits. However, the kinetics of 

the process were different and the cycle normally took longer than 18 hours with long 

flat areas alternating big changes in the response. 
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Figure518 Change of the response with time for a total itidium oxide probe in a 

pH 4 buffer solution at 30'C 

These results showed that further development work needs to be carried out to 

overcome the problems of instability observed in this design of total iridium oxide 

probe. As the potential84 for the couple Ir2O3/Ir is 0.1 V, it seems as if in the new 

design of a total iridium oxide probe both the sensing and the reference electrodes are 

charged and discharged in cycles. This problem needs to. be solved before the probes 

are developed for industrial applications. 
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3.4. Advantages in the use of solid state sensors 

in conclusion, the tests performed with the iridium oxide sensors showed how 

the drift in the response is still the largest problem to overcome in the development of 
these electrodes. This problem was especially important in the new design of a total 
iridium oxide probe presented in this chapter. However, the results obtained 

encouraged further development work in this area as they had a number of interesting 

features: 

9 Iridium oxide sensors allow the measurement of pH in high temperature 

conditions where glass electrodes cannot be used. 

# The solid-state sensors showed a faster and less noisy response than the glass 

electrode, which could be very interesting in analysis and control of very fast 

processes involving changes in the acidity. 

9 At high pH conditions the iridium oxide sensors behave well and do not produce 

the alkaline effors typical of the glass electrodes. 

* In non-aqueous systems, the iridium oxide electrodes have shown similar 

characteristics to the glass electrode for responses to changes of acidity. They 

have also proved to be superior to the extensively used combination glass 

electrode, whose reference system gets easily damaged in non-aqueous 

environments. 

Finally, preliminary tests with a new design of total iridium oxide probe showed 

promising results. Provided the problem of the drift is solved, this new probe 

could be very useful in conditions of temperature and pressure where other 

reference systems cannot be used. 

In addition to these advantages, solid-state iridium oxide electrodes can be 

miniaturised and used in conjunction With reduced reference systems to fabricate 

9,43 85 
Microsensors . 

Some authors have produced AIROF iTidium oxide electrodes with 

diameters lower than 25 ýLrn. On the other hand, the glass electrode is difficult to 

Miniaturise8 although some micro glass electrodes have been constructed and tested 86 
, 

but with non-Nernstian and non-linear response to changes with pH. 
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These possibilities have produced new trends on the development of pH 

probes. Now, the sensor industry has started focussing in the development of metal 

oxide pH sensors based on iridiurn that could outperform glass and other metal oxide 

electrodes in the market67 . Even in the design of new pH transmitters and displays 

new trends in pH sensing are being considered as they are now constructed to be 

compatible for both glass electrodes and solid-state iridium oxide sensors" 
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1. Sampling studies: fast loops for on-line NMR 

I. I. Conclusions 

A literature review was carried out to deten-nine the factors that determine the 

sample collection from stirred vessels. It was found that good selection of the 

sampling velocity and the dimensions and orientation of the sampling probe are 

crucial to achieve representative sampling. Also, the flow-patterns and stirring 

conditions inside the vessel need to be studied in order to optimise the orientation of 
the sampling probe and improve mixing. Attending to all these considerations, a fast 

sampling loop system was designed and built. The device was intended to provide a 

continuous flow of adequately representative heterogeneous samples needed for the 

on-line implementation of a low-field NMR spectrometer. 

In the fast sampling system the probe was placed horizontally at the stirrer 

plane between the wall and the stirrer blades. The number of fittings and changes of 
direction in the sampling lines were kept to a minimum in order to increase 

representativeness in the sample collection. Physical modelling studies in the system 
investigated how the physical variables affected the sample collection using the fast 

sampling loop. It was found that the stirring conditions in the vessel were the most 

important physical variable affecting sampling. It is therefore important to ensure 

good mixing conditions in the reactor with a suitable choice of stirrer and baffle 

configurations. Once the optimum conditions are assured, a detailed study of the flow 

patterns inside the vessel is needed in order to choose the optimum orientation for the 

sampling probe, which should be parallel to the flow streamlines. In this work, the 

study of the flow-patterns was based on published information and measurements of 

pressure at different points. The results obtained confirmed both that the stirrer plane 

is the optimum sampling location and that the best orientation of the probe is 

horizontally. The sampling velocity was not found to be as a important variable 

affecting the sample collection as the mixing conditions, position and orientation of 

the sampling probe. It was concluded that superisokinetic sampling conditions offer 

the best compromise between adequately representative sampling and small dead 

times in the sample collection. Therefore, a fast sampling flow-rate was used in the 

final version of the loop, avoiding the use of flow-meters in the lines that could be 
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likely blockage points when working with heterogeneous systems. 

The sampling device was successfully tested and calibrated with 
heterogeneous mixtures of glass beads in water and heating oil in water. The systems 
with particles in suspension were found to be more challenging from the sampling 
point of view as the sample collection depended more on variables such as the 
location of the probe and the stirring conditions. Finally, the use of the sampling loop 

produced considerable heat losses in tests at high temperatures and also a release of 
heat due to friction observed in experiments at low temperatures. 

In the chemical modelling experiments with the loop the homogeneous 

process of esterification of crotonic acid was used. It was found that the effect of the 
loop on the chemistry of the process can be easily modelled by defining the new 
kinetic conditions with the use of the sampling system. It was also concluded that this 

effect is normally associated with an increase in the rate of the reaction produced by 

an enhancement of the mixing conditions in the system, mainly due to the use of a 
pumping device. In addition to these findings, the kinetic model and thermodynamic 

parameters for the crotonic acid esterification reaction and the heat exchange 

properties of the reactor system were determined. Therefore, the chemical study of the 

esterification process also assisted the control engineering work carried out in the 
CPACT projects. 

A low-field NMR instrument was successfully implemented in a secondary 
loop that conditioned the sample to render it to the spectrometer at appropriate flow 

conditions. Tests with challenging heterogeneous systems (e. g. toluene-water 

mixtures) showed that the secondary line delivered adequately representative samples 

to the NMR instrument provide the flow-rate in the line was higher than 50 ml/min. 

Lower flow-rates allowed for the separation of the phases inside the NMR line. In 

addition to this, the NMR analysis of different mixtures of toluene and water showed 

reproducible results that could be calibrated provided the concentration of toluene in 

the mixture was high enough to overcome the detection limits of the instrument. 

In summary, based on a literature survey and empirical tests, the procedures 

needed for an optimum design and modelling of sampling systems for stirred vessels 

were defined. This methodology was not fulfilled by any of the prototypes of 
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sampling systems for reactor vessels that were found in the market. Moreover, the 
procedure was successfully used for the optimum design of a fast sampling loop 
towards the on-line implementation of a low-field NMR spectrometer. 

1.2. Further work 

Following the procedure to design, test and develop sampling systems 
described in this thesis, the performance of any sampling device for chemical reactors 

can be assessed and improved. In addition to this, if the sample collection in the 5-L 

reactor needs to be improved, the mixing conditions in the system have to be 

enhanced. This could be done by implementing baffles and new stirrer designs into 

the reactor vessel. If possible, the use of modem laser doppler anemometry (LDA) 

techniques' and computational fluid dynamics (CFD) predictions 2 should be used to 

asses the quality of the stirring. LDA and CFD co uld also be used to study the flow- 

streamlines in the system and therefore define the best position and orientation for the 
3 sampling probes 

As every system is different in terms of heterogeneity and mixing properties, 

the physical modelling experiments covered in this work could also be performed in 

other heterogeneous mixtures of interest. Also, the effect of a particular sampling 

system on the chemical evolution of a particular process could be evaluated following 

the guidelines outlined in this thesis. Again, CFD simulations could be used to predict 

the effect of mixing on the kinetics of the process and compare the values obtained 

with the empirical kinetic mode14 . For this, it would be necessary to use a better 

established processes than the esterification of itaconic acid reaction. Unfortunately, 

this esterification reaction was not well established, especially from the analytical 

point of view. With the use of well established processes the published information 

about the reaction could be compared with the experimental findings. 

The fast sampling loop could be used for further studies on the on-line 

implementation of a low-field NMR spectrometer5 . Although from the sampling point 

of view the performance of the NMR sampling line was proved to be satisfactory, no 

experiments involving reactive systems were performed with the NMR instrument on- 

line because of lack of time. However, the use of reactive processes would have only 

been of interest from the sampling and engineering point of view if the reaction was 
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heterogeneous. As the crotonic acid esterification was homogeneous and the itaconic 

acid esterification was analytically not well established, the on-line NMR monitoring 
tests with heterogeneous reactions were left out for further work. 

The use of the fast sampling loop for adequately representative sample 

collection from stirred vessels could also be of interest for the on-line use of other 

analytical techniques with heterogeneous processes 6- This interest comes from the fact 

that the fast loop transfers a mixture from a chaotic turbulent system where the flow 

patterns are not well defined and vary with time, to a straight pipe where the flow 

streamlines usually have simple and steady patterns. This could therefore be 

beneficial with heterogeneous systems as different on-line probes could be immersed 

in the loop instead of inside the reactor, providing more reproducible results and 

enhancing the performance of a particular analytical technique. Hence, in future work 

the use of NIR, MIR, Raman and UN. probes inside the loop and with heterogeneous 

processes could be assessed and compared with the measurements acquired with the 

probes inside the reactor. 

Finally, all the physical and chemical modelling studies reported in this report 

could be repeated in the development of sampling systems for other types of systems 

different to batch reactors. Hence, continuous stirred tank reactors (CSTR), plug flow 

reactors (PFR) and associations of CSTR and/or PFR could be studied and the effect 

of, for example, fast sampling loops on kinetics and mixing conditions could be 

assessed. 

2. Discrete samplers: sampling probes for on-line HPLC 

2.1. Conclusions 

The problem of sampling was presented as the most important obstacle for the 

reliable on-line use of liquid chromatography. Different designs of automated 

sampling systems were presented to deliver adequately representative samples from a 

reactor to, for example, an HPLC system or other on-line analysers where sampling, 

reaction quenching and dilution are required. The work focussed on the development 

of the Mark IV probe, which was designed to overcome the size and sealing problems 

observed in previous prototypes. 
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An acceptable performance of the probe with %RSD values lower than 5% 

was achieved when a dead time was implemented in the sequence of events 
programmed in the system, between the sampling and mixing stages. Problems with 
diffusion of chemicals were observed when the lines were filled with diluent before 

sampling. Further changes such as the use of non-return valves and air-flow restrictors 
did not show any improvements in the performance of the probe when the lines where 
empty, properly cleaned and flushed before sampling. Finally, it was found that a 
smaller volume than expected was collected using the Mark IV design. This led us to 

work in a non-linear range of U. V. absorbances with the diluted samples. Future work 

should therefore use either more concentrated test solutions or less dilution in the 

samples in order to overcome this problem. 

2.2. Further work 

Further work with the sampler prototypes should include the construction and 

performance of development tests with the Mark III sampler 7. Also, further tests could 
be carried out with the Mark IV sampler in order to analyse its performance in 

heterogeneous systems". These experiments would have to be carried out either 

using solvents that convert almost instantly the sample from a heterogeneous mixture 

to a homogeneous solution or with disconnecting the probe from the control unit to 

asses only the collection using the probe. Otherwise, problems with blocking of the 

lines and separation of phases in the mixing chamber inside the control unit would 

have to be faced. 

The review on sampling included in this report and the experience obtained in 

the design and development of the fast sampling loop could be used in future designs 

of better probes. Important factors such as the orientation of the probe, the sampling 

velocity and the dimensions of the lines were not considered in the design of any of 

the Mark prototypes. This would give rise to serious difficulties when the samplers 

needd to be used with heterogeneous processes. In future designs those considerations 

must be taken into account using similar approaches to that reported by Freitas et 

al. 10. They considered all the main factors affecting sample collection and developed 

an isokinetic sampler which was orientated parallel to the flow-streamlines in the 

process. However, their design was used to measure solids-hold-up in fluidised three- 
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phase reactors and was not automated or adapted for industrial applications. 

Finally, the future trends in industry also have to be considered in the design 

of new probes and implementation of analytical systems for on-line analysis. In fact, 

approaches like NeSSI (New Sampling and Sensor Initiative) are becoming of a great 
interest where it is intended to develop modular process analysers with sampling 

11,12 
system components 

3. Iridium-oxide sensors for pH measurements 

3.1. Conclusions 

A literature review of the development of solid-state sensors for pH 

measurements showed that iridium-oxide sensors are one of the most promising 

alternatives to the use of glass electrodes. Furthermore, previous research in the 

Chemistry department at Strathclyde showed that thermally grown iridium-oxide 

sensors offered a good balance between ease of construction and regeneration, and 
13 good quality and stability of the response 

Based on the good results obtained in previous research in the department and 

their promising features for pH measurement, new thermally grown iridium oxide 

electrodes were built and tested. The oven temperature used during the thermal 

oxidation process was found to be crucial in the construction of the sensors. Two 

types of iridium-oxide electrodes were constructed and tested using different 

thickness of iridium. wire. Their response was compared to that of a glass electrode, 

measured with respect to the same reference system. Both types of solid-state sensors 

showed a good Nernstian response when calibrated in aqueous buffers. Furthermore, 

their response was faster and less noisy than that of the glass electrode. Also, their use 

at high temperature did not damage the sensors, overcoming the fragility problems 

observed with the glass electrodes. In addition to this, the iridium-oxide sensors did 

not show the alkaline error typically observed with glass electrodes at high pH 

conditions. Despite all these advantages, the solid-state sensors showed an significant 

drift in their response unless very long conditioning of the electrodes in the test 

solution was applied. This drift in the response during the conditioning process was 

found to be dependent on the temperature and stirring conditions used during the 

measurements. 
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In non-aqueous solutions, the iridium oxide sensors showed similar 
characteristics to the glass electrode with small changes in the response when the 
acidity was varied. However, the response were again faster for the solid-state 
sensors, which is a clear advantage in control applications with short time-scale 

processes. Both the iridium-oxide sensors and the glass electrodes, using a separate 
reference system and a salt bridge, overcame the problems observed with a 
combination electrode. However, they also presented difficulties due to phase 
boundary potentials between the solution and the reference system. To overcome this, 

a new design of total iridium-oxide probe was presented and successfully tested in 

aqueous solutions, where it showed a good Nernstian response. However, again the 
large drifts in the response showed the limitations of the design, especially in non- 

aqueous systems where the signals varied only slightly with changes in the acidity. 

In summary, there are advantages in the use of iridium-oxide sensors that 

encourage their development. Unfortunately, there also exist disadvantages that 

indicate that further improvements need to be made before they could be reliably used 
in industrial applications. The future development work to be carried out with the 

sensors should be focussed on improving the stability of their response and reducing 

the conditioning time needed by the iridium-oxide electrodes. 

3.2. Further work 

As mentioned earlier, the stability measurements performed in this work did 

not give the expected good results according to the findings obtained by other 

researchers in this department13. Therefore, any further work in the development of 

the iridium-oxide sensors must be focussed on improving the stability of their 

response and reducing their time of conditioning. A strategy similar to that described 

by Hitchman et al. " could be used to avoid the drift in the signals. They proposed a 

field induced poising technique by which the equilibrium mole fraction of Ir(lV) and 

Ir(Ill) oxides is reached in the sensors with the use of a charge injection procedure. 

Another alternative such as the formation of complex compounds with the iridium 

species were analysed in order to achieve a constant mole fraction of the two oxides. 

However, no information was found in the literature on any substances that could lead 

to the formation of stable complex compounds with the iridiurn species when in 
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contact with the iridium-oxide coating. 

Other authors blamed the large variations in the response on the redox 
interferences that the iridium-oxide sensors can experience 15 

. They proposed the use 
of permselective membranes to coat the electrodes and overcome the problem of the 
drift in the response. However, this improvement in the stability with the use of the 

membrane is normally associated with an increase of the response time, which can be 

a problem in the monitoring of fast processes. 

1>--O 

E3 
2F 

E, 

pH standard 
electrode 

pH glass pH 7 buffer 

electrode Porous plug 

-, =--'-ýSalt bridge 

Solution ground 
electrode 

Figure 6.1. Differential electrode system designed by K. L. King 17 

The performance of the total iridium-oxide probe could also be improved by 

the use of a solution ground electrode. A solution ground is a corrosive resistant 

conductive material in contact with the specimen fluid to provide a ground path to the 

indicator/transmitter,, usually through the sensor and by wire through the sensors 

cable 1 6. In the differential electrode described by K. L. Kings, a third metallic solution 

ground electrode was also used in conjunction with the two glass electrodeS'7 . The pH 

in the system was a function of the difference in the signals between the glass 

electrodes, which were measured with respect to this electrode. In other words: 
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pfl=A(EI-E3)-(E2-E3)]=J(EI-E2)where E,, E2were the signals coming from the glass 
electrodes and E3 was the voltage coming from the solution ground electrode (see 
Figure 6.1). A similar ground system in the total iridium-oxide probe could be a way 
to sort out the stability problems observed in their response as the ground electrode 

would experience interfering redox reactions. This would improve the stability of the 

sensors avoiding the huge drifts that otherwise are normally observed in the signals. 

Another interesting use of the solid-state sensors could be in the pH 

monitoring of high-purity water 18 
- 

This is of great importance in industry to prevent 

corrosion of extremely expensive components. The pH measurement of high-purity 

water can be very difficult due to its high specific resistance. The low conductivity of 

the water produces a high electrical resistance between electrodes. As a consequence 

the measurement is more sensitive to electrical noise and static electric pickup. In 

addition, the flow of high-purity water through plastic tubes can generate its own 

static charge. Any of these effects produce a voltage gradient between the 

measurement and reference electrodes that affects the reading of pH, 9. As plastic and 

glass are insulators, the electrode materials and geometry of the pH probe also have 

an effect on these voltage gradients. The use of iridium-oxide sensors could improve 

pH measurement in high-purity water as they have lower impedance than glass 
20 

electrodes and the metallic surfaces produce very little static charge 
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As covered in Chapter 2, isokinetic conditions are recommended in order to 
get representative samples from heterogeneous processes. The expression for the 
isokinetic velocity at the stirrer plane has been defined as. 

UO = _IND 

2 

r 

where: 

Eq. Al. I 

UO Sampling velocity (fils) 
Bi Constant dependent upon the number of impeller blades and the 

ratio of the impeller to tank diameter (11rev) 
N Impeller rotational speed (rev1s. ) 
D Impeller diameter (ft) 
r Radial distance measuredftom the centre of the impeller (ft) 

if the magnitudes are in metric units then Eq. Al. I becomes: 

U0=0.3280 
BI ND 2 

Eq. Al. 2 
r 

The values for B, can be extracted from the following table' 

Table A 1.1. B valu es to work ou t th e velocity offlow 

B B 

D/T 4 blades 6 blades 

0.40 0.967 1.15 

0.33 0.952 1.13 

0.25 0.928 1.10 

0.20 0.910 1.08 

In Table Al. I D/T is the ratio of impeller diameter to ta4 diameter 

In our design: 

D. 0.166m ore B o. 89 . 
This approximate 

. 0.46 and there were 3 blades. Theref 
T 0.364m 

value was obtained by extrapolation using the data s4own in Table ALL It should 

be noticed that our value lied outside the range of data shown in this table. 

However, the aim was to obtain an estimation of the power of the pump needed 

for the design. 
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9 Impeller radius + half the distance from impeller blade to the wall 
0.083 + 

0.091 - 0.083 
= 0.087 

2 

o D=0.166m. 

9 The usual operating conditions for the stirrer speed in the 5-L reactor were within 
the range N= 100 r. p. m. to N= 400 r. p. m. 

Therefore, using Eq. Al. 2 the pump needed in the sampling system had to be 

capable of delivering a sampling velocity within the range Uo= 0.15-0.62 m/s 
depending on the stirring speed that was used. Therefore, when a8 mm ID pipe was 

used, the volumetric flow range had to be within the range 1.8-7.5 I/min. 

The range for the head of the pump was calculated by applying a mechanical 

energy balance to the system between the sampling and returning point2: 
v2v2 

K, k= Hwt + hs + Hf +21 
2g 

where: 
Hta 
H, 

tat 

hs 

Hf 

VI 

V2 

9 

Eq. Al. 3 

Total head that the pump must be capable to deliver (m) 
Static head that the pump must overcome (measured as the difference 
between the level of liquid at the sampling p9int and the level of liquid 
in the returningpoint (m) 
Head associated to the difference in pressure between the sampling 
point (atmospheric + hydrostatic) and the returningpoint 
(atmospheric) (m) 
Friction loss (sum of all losses in head in pipes, bends, valves, 
instrumentsfor measuring theflow, filters, etc) 

Sampling velocity at the samplingpoint (Mls) 
Sampling velocity at the returningpoint (mls) 
Gravitational constant (MIS2) 

In addition, the following considerations had to be, borne in mind: 

9 The fluid velocity through the loop had to be the isokinetic sampling velocity (Uo) 

9 In the most unfavourable case the isokinetic velocity had to be maintained 

v2-v2 

throughout the loop. Therefore, vi = v2= Uo and 2 
2g 

= 
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The hydrostatic pressure (between the sampling Point and the level of liquid in the 
tank) compensated the static pressure (as the returning Point was located more or 
less at the level of liquid in the tank). Therefore Htat + h, = o. 
To work out the friction losses in the loop, an equivalence longitude of Le-",:: 1.032 

m was considered (considering 4 standard elbows 900,1 standard elbow 45',, and I 
3-way valve flow straight through)3 . The Nikuradse equation4was used to work 
out the friction loss coefficient 0: 

I= 
4log(Ref'/2) -0.4 Eq. AIA f 1/2 

where Re is the dimensionless Reynolds number. 

Therefore- 

2L+ 
Le 

H tot =Hf=2 JU 0 gd 
Eq. Al. 5 

where L is the longitude of the loop, g is the gravit4tional constant and d is the 

inside diameter of the pipe. Therefore, doing the appropiate calculations it was 

concluded that the pump had to deliver a head at least within the range Kul= 0.33 m 
(using minimum value for Uo) and Rt,,, = 0.83 m (using ma)ýimum value for Uo). 

Therefore, the pump specifications can be summarisqd as- 

Sampling velocity: 0.15 - 0.62 m/s 

Flow-rate- 1.5 - 7.5 I/min (using a8 mm ED pipeline) 

o Head: 0.33 - 0.83 m 

* Tolerate corrosive materials and high temperature (4round 110 - 120'C) 

o Inlet/Outlet diameter >8 mm. (0.315 in. ) 

9 Optional speed control for varying the flow-rate 

Finally, the NPSHa (Net Positive Suction Head Available) requirement had to be 

5 
considered and met by the designed PUMP . 

This is determined by the pipe system on 

the Suction (inlet) side of the pump. It is therefore, the W of the mechanical balance 

(and therefore Kt) from the suction point to the pump. Hence: 

NPSH,, = Ha+ Htti + Hv + Hf Eq. Al. 6 
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where. 
H" Pressure of the liquid surface in the supply tank (m) 
H, tatj Difference of level between the suction point and the pump (m) 
H, Vapour pressure of the liquid being pumped 
Hf Friction loss in the suction piping (m) 

on the other hand, NPSH, (Net Positive Suction Head Required) determines 

the required suction head (maximum suction lift). It is inherent to the design of the 

pump. The manufacturer provides the Plots of NPSH, versus capacity for a certain 

pump. 

The pumping system had to be chosen so NPSHa ý! NPSH, (i. e. the head 

available from the system was greater than the head the pump required). Basically, 

this condition means that the designed pump must not generate a vacuum at the 

suction point (taking into account the head that the system itself creates over the 

suction point) that makes the liquid evaporate. Failure to meet this requirement would 

cause reduced flow rate, cavitation, and vibration of the pump. 

It should be noticed that this pump design has been illustrated using the model 

system of the 5-L reactor. Similarly, the same guidelines of design could be followed 

for the design of the pump required for a sampling loop in any other type of system. 

In this case, new values for D/T, number of blades, N, D, r, L, L, and d must be used. 
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With a simple energy balance it could be worked out that the heat losses in the 
sampling loop produced a decrease in the temperature in the fluid flowing through the 
pipe'. Therefore: 

MCP(TI - 
T2)= UAAT.,., Eq. A2.1 

where: 

M Massflow through the pipe = volumetricflow-rate x density =F xo (kgls) 
CP Specific heat of thefluidflowing through the pipe (JlkgC) 
ATmiog Log mean temperature difference (T), and it is expressed as: 

AT, - AT2 
- 

T, - 
T2 

Eq A2.2 
In 

"T' 
In 

'AT -T 2 
T2 

ext 

T,, External temperature, temperature of the, air surrounding the system 
(room temperature) (Q 

T, Temperature at the samplingpoint, equal to the temperature of 
reaction rQ 

T2 Temperature at the returningpoint rQ 
U Overall heat transfer coefficient (j,, n-2 S-1 OC") which is defined by: 

UA 
I In(rj.,, 

r 
I r) In(r,, 1rj.,., j I 

Eq. A2.3 

rh, klbe kinsul ro ho 

where: 

ri Inner radius, internal radius of the tube (M) 
rinter Intermediate radius, external radius of the tube and internal of the 

insulator (m) 
ro Outer radius, external radius of the insulator, (m) 
ktube Thermal conductivity of the tube (J s-' OC") 
knsul 1hermal conductivity of the insulator (J s-1 0 
hi Heat transfer coefficient of thefluid inside the tube (d ms C-1) 
ho Heat transfer coefficient of steady air at room temperature 

(J, -n-'s-' OC') 

In order to design an effective insulation for all the operating conditions, the 

least favourable parameters had to be used in the calculations. Therefore, the 

following values were used- 
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0 

I 

. 
I 

I 

I 

I 

I 

0 

0 

F=8 I/min (maximum F implied maximum heat loss and therefore,, least favourable conditions) 
p (toluene) =: 865 kg/M3 (solvent used in the esterificatiQn reactions) 
m=F x p=0.12 kg/s 

cp (toluene) = 1839.2 J kg-1 OC-1 
T, ýxt ýý 20 T (room temperature) 
T, = 110 T (least favourable conditions since that isthe boiling point of toluene). 
ri =: 3.4 mm. 
rint, =: 4 mm. 
ktube (Stainless steel 316 L) = 5.03 J m-1 s-1 K-1 (the heat losses in stainless steel (first version of the sampling loop) were higher (i. e. least favourable conditions) 
than for other materials used in posterior versions of the loop) 
ki. sui (RS components, 797-990) = 0.035 J m-1 s-1 K-1 
hi (toluene) = 5183.17 J s-1 M-2, worked out using the Sieder-Tate equation2: 

k 
0.023 Reo*' Pr 0.33 

Eq. A2.4 D 

where. 
k (toluene) 
D 
Re 

0.1056 J m-1 s-1 K' 
2 ri = 68 mm. 
Reynolds number, described by the, equation: 

, oDv 
�U 

V 

p 

Pr 

ho 

Eq. A2.5 

0.62 mls (17uid velocity through the pipe = greatest sampling 
velocityfor leastfavourable conditions). 
(viscosityfor toluene at I 10 0Q=0,. 23 x 10-3 kg m-1 s-1. 
Prandl number, described by the equation: 

cPP Eq. A2.6 
k 

7.89 J s- Im -2 from reference 2) 6 
At this stage, calculations could be performed for the different thickness of 

insulator available in the market (RS components, 797-990). When the value for the 

thickness, together with the constants values quantified above, was introduced into the 

design equation, the temperature T2 for the returning point could be obtained for 

different values of Ti. Therefore, the analysis of T2was uýed to analyse whether or 

not this value was acceptable and the control system could compensate the decrease in 

the temperature of the circulating sample. In fact, it was seen that even with the 

smallest thickness (13 mm, i. e. r, ) = 20.5 mm) T2 resulted in an acceptable value and 

Ag 
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T2 =: 109.99 OC for aTI=I 10 0C (i. e. T2 = 99.99% of thc value at the sampling point, 
TI). 

With cylindrical geometries an increase in the thickness of the insulator (ro) 
produces an obvious decrease in the heat transfer rate. Ho I wever, the transversal area 
also increases and it sometimes makes the absolute heat lost (i. e. heat transfer rate 
multiplied by the transversal area) increase as well. In other words, there exists a 
critical value for the insulator radius (rit) such that if ro < rcft the heat losses increase 

with the use of the insulator. Therefore, the only consideration left in the design was 
to ensure that ro > rcrit. The critical radius is given by the expression 3: 

knsyl 

ho 

that in our case took the value of jý,, t =: 
0.035 
7.89 

condition ro > rA was verified. 

Eq. A2.7 

= 0.00444m = 4.44 mm. Therefore, the 

It should be noticed that the considerations for the design of the insulation 

outlined above were made in particular conditions. This was in the case of the first 

version of the sampling system designed for the 5-L reactor (made of stainless steel) 

and for the particular example of the insulator chosen for the system (RS components, 
797-990). Similarly, the same guidelines of design can be followed for the design of 
the insulation required for a similar sampling loop for use in another type of reactive 

I 
system and with another insulation material. In this case, new values for p, cp, T.,, Ti, 

ri, rint, ktube, kj,,, uj, hi, k, v, ýt, and h,, must be used. 
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o Main Aywlmig loop 

As required in the design, the sampling device had to be capable of providing 
representative off-line samples as well as delivering samples for the implementation 

of on-line analysers. A low-field NMR sprectrometer was the example of interest for 
the on-line implementation in this project. The designed sampling loop system took 
the sample from the reactor stirrer plane and in a parallel direction to the flow 

streamlines (i. e. horizontal direction). The inside diameter of the sampling probe was 
8 mm, although different designs and dimensions of the probe can be analysed by 

changing the configuration of the sample tip. Initially, the loop was made of 316 

stainless steel, but problems of corrosion were detected with this material in some of 
the processes used in this project. PTFE tube and quick-fit glass fittings replaced 
stainless steel in a second version of the loop. Concerns about safety and fittings 

popping out in case of pressure build-up, led to the construction of the whole of the 

loop in PTFE with compression ferrule-type connections that withstood pressure 

conditions of 100 psig (impossible to be reached in this system). The specifications of 
the pump and type of fittings used in the loop are summarispd in Table A3.1. 

Table A3.1. Specifications of the dýfferent components in the loop 

COMPONENT UNITS IN AL4 IN FEA TURES 
THE LOOP 

Self priming I -Total head: 1.5 m. 
centrifugal pump -Capa ity: I to 8 I/min 

Equal elbow 3 - 12 mm O/D 
coupling -One turns the line from the reactor port towards the pump 

-One at the inlet of the pump 
-One turns the line towards the off-line sampling port 

Equal T coupling I - 12 mm O/D 

- Opens a line for off-line sampling 
BSPT male stud 1 - 12 mm O/D and 1/2" stud thread (B SPT) 

coupling -Connects the port valve for isolating the loop with the 

main line 
Port ball valve 2 - 12 mm O/D 

-One for insulating the loop from the reactor system 

-One for manual off-line sampling 
Coarse control I -Thread size 3/8" NFT 

needle valve -For flow control in the loop 
Reduction straight I -Adapts tube sizes from 8 mm (reactor port) to 12 

coupling I mm (main line in the 00 3) 

All 
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Apart from those fittings, a glass rotameter with stainless steel float and 
connections was used for measuring the flow-rate in the sampling loop. Later on in 
the project, the stainless steel float and connections in the flow-meter were replaced 
by a PTFE float and PTFE home-made fittings to avoid corrosion problems. The new 
PTFE float was constructed with the faces well machined to avoid air bubbles getting 
attached to the float and modify the reading obtained in the meter. Also,, the symmetry 
of the float was found to be very important as the smaller diameter PTFE float 

oscillated too much affecting the reading. An alternative to the use of a float made 

entirely of PTFE would be the construction of a heavier float with a larger diameter 

and heavier by using a steel float covered in PTFE. 

The different fittings summarised above had to be assembled in such a way 

that the off-line sample was obtained via sampling iti the direction of the flow. 

Therefore, from the different dispositions represented in Figure A3.1, (b) was 

preferred to (a). After some test experiments were performed in the system, the use of 

unnecessary fittings was avoided as they were found to cause problems with 

heterogeneous processes. Therefore, disposition (c) was adopted where the rotameter, 

two elbows and the control valve were removed. 

Figure A3.1. Different dispositions of thefittings in the sampling port 

As described in Chapter 2, the return point was placed on the side of the 

reactor opposite to the sampling point and pointing the stream to the wall of the 

reactor so that the fluid lost its energy and the return jpt did not modify the flow 

patterns in the system, especially at the sampling point (see Figure A3.2). 

A12 



: Appendix 3 

Finally, the high quality of the PTFE connections and their capacity to 
withstand relatively high pressure conditions led to the decision of not using the high 
pressure relief valve initially planned. The high cost of this element also contributed 
to taking this decision of not building the pressure relief line. 

Figure A3.2 Detail of the return point configuration 

Implementation o! t the AMR ýystem in the main sampApg /00 Qp 

A sketch of the designed sampling loop + NMR line is shown in Figure A3.3. 

The main sampling loop system verified the specifications pointed out in the previous 

section in terms of location of the sampling point, dimensions of the loop and design 

of the pump. The NMR line was made of viton (I. D. 2.794 mm. ). The use of a 

pressure indicator and a rotarneter were omitted to reduce the number of fittings in the 

lines as explained in Chapter 2. A Teflon needle valve was implemented to regulate 

the flow within the rage 0- 100 ml/min. In the future, an air shut-off valve could be 

implemented to close this line when NMR on-line analysis is not needed. 

As has been mentioned in Chapter 2, the temperature conditioning of the 

sample was not covered as the effect that the temperature had on the NVR signals 

was a matter of study in another project. However, it must be highlighted that in cases 

when the temperature of reaction is too high it may be that the temperature of the 

sample delivered to the analyser is higher than desired. In these cases, a cooling 

system would have to be developed and implemented in the system. 
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Figure A3.3. Sketch of'the siunpling loop plus NMR line system 

The additional fittings described in Table A3.2 were implemented in the NMR 

line to extract a sample from the main line and control the flow-rate in the NMR line. 

In the experiments performed in this thesis, no flow-meter was used in the NMR line. 

Also,. no connection fitting to extract a sample from a direction parallel to the flow- 

streamlines (see Figure A3.4) was implemented in the T coupling that was used to 

extract the sample from the main line. 

Table A3.2 Specifications of the additional components used in the NMR line 

COMPONENT UNITS IN 
THELOOP 

MA IN FEA TURES 

Equal T coupling I - 12 mm O/D 

- It opens a secondary loop for the NMR at the outlet of 
the pump 

Fine control needle 1 -8 mm O/D 

1ý valve -For fine flow control in the NMR loop 

Figure A3.4. Connection fitting to extract a representative sample from a straight 

pipe-line in a direction parallel to theflow-streamlines 
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APPENDIX 4 

SPECIFICATIONS OF THE 5-1, BEAKER 

SYSTEM FOR SAMPLING STUDIES 
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# Characteristics of the beaker: 
Beaker: 

Diameter: 165 mm 
Total Height: 226 mm 

Ports in the Beaker: 

Diameter: 18 mm ID 
Length: 65 mm 

Height (Stirrer Plane): 38 mm 

Height (Above Stirrer Plane)- 121 mm 
(Heights measured from bottom up to the centre of the port) 

Characteristics of the stirrer motor: 
Heidolph RZRI stirrer 50 Hz. motor with variable speed control (35-2200 r. p. m. ) 

9 Characteristics of the sampling probe: 

Tube: Glass tapered at the sampling side 

Diameter (at sampling point)- 6 mm ID 

Diameter (at connection with tubing): 9 mm ID 

Length: 150 mm 

Exposure (i. e. distance wall-sampling point)- 10 nun approx. 

* Characteristics of the sampling line: 

Centrifugal Pump: 

Totton NDP 25/4 Pump; 220-240 V, I PH, 50 Hz, 0.5 Amps., 18 Watts; Max. Flow 

22 L/min.; Max. Head 4 m. 
Tubing used with the centrifugal pump: 

Material: Rubber 

Length- 1160 mm 

Diameter: 6 mm ID, 12.5 OD 

Peristaltic Pump: 

Watson Marlow Peristaltic Pump with variable speed control 

Tubing used with the peristaltic pump: 

Material: Silicone 

Length- 850 mm 

Diameter: 6 mm ID, 10 mm OD. 
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APPENDIX 5 

CODE FOR THE PLC PROGRAMS IN THE 

CONTROL UNIT USED IN THE HPLC 

SAMPLER 
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0 PLC original programming code 

0 LD M8002 55 LD TI 120 RST M10 I SET M8028 56 SET S2 121 SET M12 
3 LDI MO 58 STL S2 122 RET 
4 ANI MIO 59 OUT T2 123 LD M20 
5 ANI M20 K200 124 AND M2 
6 ANI M30 62 LD T2 125 AND M12 
7 NVS 63 SET S3 126 ANI M22 
8 AND XOOO 65 STL S3 127 PLS M21 
9 SET SO 66 OUT T3 129 LD M21 
10 MRD K150 130 SET S20 
11 AOND X001 69 LD T3 132 STL S20 
12 SET MIO 70 SET S4 133 OUT T20 
13 NIRD 72 STL S4 K150 
14 AND X002 73 OUT T4 136 LD T20 
15 SET M20 K150 137 SET S21 
16 NTP 76 LD T4 139 STL S21 
17 LD XOOO 77 RST S4 140 OUT T21 
18 OR XOOI 79 RST MO K200 
19 OR X002 80 RST M30 143 LD T21 
20 ANIB 81 SET S2 144 SET S22 
21 RST CO 82 RET 146 STL S22 
23 RST CO 83 LD MIO 147 OUT T22 
24 OR M3 0 84 OR M20 K300 
25 LD MIO 85 AND M2 150 LD T22 
26 LDI M2 86 ANI M12 151 SET S23 
27 OR M12 87 PLS M11 153 STL S23 
28 ANB 89 LD M11 154 OUT T23 
29 ORB 90 SET SIO KIO 
30 LD M20 92 STL SIO 157 LD T23 
31 LDI M2 93 OUT TIO 158 SET S24 
32 ANI M12 K50 160 STL S24 
33 OR M22 96 LD TIO 161 OUT T24 
34 ANB 97 SET SII K400 
35 ORB 99 STL S11 164 LD T24 
36 PLS MI 100 OUT T11 165 SET S25 
38 LD MI K50 167 STL S25 
39 SET SO 103 LD T11 168 OUT T25 
41 RST M2 104 SET S12 KIO 
42 RST M12 106 STL S12 171 LD T25 

43 RST M22 107 OUT T12 172 RST S25 

44 STL SO K750 174 RST M20 

45 OUT TO 110 LD T12 175 SET M22 

K200 III SET S13 176 RET 

48 LD TO 113 STL S13 177 LD M22 

49 SET S1 114 OUT T13 178 OUT CO 

51 STL SI K3000 178 OUT CO 
52 OUT T1 117 LD T13 KO 

K400 118 RST S 13 181 NWS 
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182 
183 
184 
185 
186 

189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 

ANI 
SET 
MPP 
AND 
OUT 

AND 
SET 
LD 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OUT 
LD 
MPS 
ANI 
OUT 

ANI 
OUT 

ppendix 5 

Co 
M20 

Co 

T30 
K6000 
T30 
M30 
si 
S12 
S24 
YO02 
so 
S3 
S4 
S21 
S22 
S23 
S25 
YO03 
sio 
m41 
YO04 
Sil 

T36 
M41 

T37 
T36 
K15 

215 MPP 
216 AND T3 6 
217 OUT T3 7 

K5 
220 LD S2 

221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
254 
255 
256 

OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
MIPS 
ANI 
OUT 

S13 
S20 
Y005 
S20 
S23 
S24 
S25 
Y006 
so 
S2 
S3 
S4 
S21 
S22 
Y007 
so 
si 
S4 
S21 
S23 
S25 
Yolo 
S3 
S12 
S13 
S22 
Yol I 
si 
S2 
S12 
S13 
S20 
S24 

T34 
Y012 

257 
258 
259 

262 
263 
264 

267 
268 
269 
270 
271 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
282 
283 

MRD 
ANI 
OUT 

MPP 

AND 
OUT 

LD 
OR 
AND 
OR 
OUT 
LD 
OR 
AND 
OR 
OUT 
LD 
OR 
AND 
OR 
OUT 
LDI 
OUT 

286 LD 
287 OUT 

290 OUT 
291 END 
292 NOP 

T35 
T34 
KIO 

T34 
T35 
K40 
mo 
M30 
M40 
M2 
YO13 
Mio 
M30 
M40 
M12 
YO14 
M20 
M30 
M40 
M22 
YO15 
T32 
T33 
K25 
T33 
T32 
K25 
M40 
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PLC programming code to fill the lines with diluent before 
sampling 

48 
49 
51 
52 

LD M8002 K400 114 OUT T13 
SET M8028 55 LD TI K3000 
LDI MO 56 SET S2 117 LD T13 
ANI MIO 58 STL S2 118 RST S13 
ANI M20 59 OUT T2 120 RST MIO 
ANI M30 K200 121 SET M12 
MPS 62 LD T2 122 RET 
AND XOOO 63 SET S3 123 LD M20 
SET SO 65 STL S3 124 AND M2 
MRD 66 OUT T3 125 AND M12 
AOND XOO I K150 126 ANI M22 
SET MIO 69 LD T3 127 PLS M21 
MRD 70 SET S4 129 LD M21 
AND X002 72 STL S4 130 SET S20 
SET M20 73 OUT T4 132 STL S20 
MPP K150 133 OUT T20 
LD XOOO 76 LD T4 K150 
OR XOOI 77 SET S12 136 LD T20 
OR X002 79 STL slý 137 SET S21 
ANB 80 OUT T5 139 STL S21 
RST CO K750 140 OUT T21 
RST CO 83 LD T5 K200 
OR M3 0 84 RST Sle) 143 LD T21 
LD MIO 86 RST MO 144 SET S22 
LDI M2 87 RST M30 146 STL S22 
OR M12 88 SET M2 147 OUT T22 
ANB 89 RET K300 
ORB 90 LD MIO 150 LD T22 
LD M20 91 OR M20 151 SET S23 
LDI M2 92 AND M2 153 STL S23 
ANI M12 93 ANI M12 154 OUT T23 
OR M22 94 PLS MI, KIO 
ANB 157 LD T23 
ORB 

96 LD MI, 
158 SET S24 

PLS MI 160 STL S24 
LD MI 97 SET Sio 161 OUT T24 
SET SO 99 STL SIO K400 
RST M2 loo OUT TIO 164 LD T24 
RST M12 K50 165 SET S25 
RST M22 103 LD TIO 167 STL S25 
STL SO 104 SET SI, 168 OUT T25 
OUT TO 106 STL S1, KIO 

K200 107 OUT TIl 171 LD T25 

LD TO K50 172 RST S25 

SET Sl 110 LD Tll 174 RST M20 

STL Sl III SET S13 175 SET M22 

OUT T1 113 STL S13 176 RET 
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177 LD M22 
178 OUT CO 
178 OUT CO 

KO 

217 OUT T37 
K5 
S2 
S13 
S20 
Y005 
S20 
S23 
S24 
S25 
Y006 
so 
S2 
S3 
S4 
S21 
S22 
Y007 
so 
si 
S4 
S21 
S23 
S25 
Yolo 
S3 
S12 
S13 
S22 
Yoll 
si 
S2 
S12 
S13 
S20 
S24 

256 OUT Y012 
257 M[RD 
258 ANI T35 
259 OUT T34 

KIO 181 
182 
183 
184 
185 
186 

189 
190 
191 
192 
193 
194 
195 
196 
197 
198 
199 
200 
201 
202 
203 
204 
205 
206 
207 
208 
209 
210 
211 
212 

215 
216 

MPS 

ANI 
SET 
MPP 
AND 
OUT 

AND 
SET 
LD 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OUT 
LD 
MIPS 
ANI 
OUT 
MRD 
ANI 
OUT 

MPP 

AND 

Co 

M20 

Co 

T30 
K6000 
T30 
M30 
si 
S12 
S24 
YO02 
so 
S3 
S4 
S21 
S22 
S23 
S25 
YO03 
sio 
M41 
YO04 
Sil 

T36 
M41 

T37 
T36 
K15 

T36 

220 
221 
222 
223 
224 
225 
226 
227 
228 
229 
230 
231 
232 
233 
234 
235 
236 
237 
238 
239 
240 
241 
242 
243 
244 
245 
246 
247 
248 
249 
250 
251 
252 
253 
254 
255 

LD 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OUT 
LD 
OR 
OR 
OR 
OR 
OR 
MPS 
ANI T34 

262 
263 
264 

267 
268 
269 
270 
271 
272 
273 
274 
275 
276 
277 
278 
279 
280 
281 
282 
283 

MPP 

AND 
OUT 

T34 
T35 
K40 
mo 
M30 
M40 
M2 
YO13 
Mio 
M30 
M40 
M12 
YO14 
M20 
M30 
m40 
M22 
YO15 
T32 
T33 
K25 
T33 
T32 
K25 
M40 

LD 
OR 
AND 
OR 
OUT 
LD 
OR 
AND 
OR 
OUT 
LD 
OR 
AND 
OR 
OUT 
LDI 
OUT 

286 LD 
287 OUT 

290 OUT 
291 END 
292 NOP 

Note: Red colour highlights the differences between th4 and the original codes 
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PLC programming code with a dead time between sampling and 
mixing 

The PLC programming code used to apply a dead. time between the stages of 
sampling and mixing was the same as the original programming code but without the 
ten lines in between lines 206-217. 

0 LD M8002 45 OUT TO 100 OUT TII 
I SET M8028 K200 K50 
3 LDI MO 48 LD TO 103 LD TII 
4 ANI MIO 49 SET Sl 104 SET S12 
5 ANI M20 51 STL Sl 106 STL S12 
6 ANI M30 52 OUT TI 107 OUT T12 
7 MIPS K400 K750 
8 AND XOOO 55 LD TI 110 LD T12 
9 SET SO 56 SET S2 III SET S13 
Io MRD 58 STL S2 113 STL S13 
11 AOND X001 59 OUT T2 114 OUT T13 
12 SET MIO K200 K3000 
13 MRD 62 LD T2 117 LD T13 
14 AND X002 63 SET S3 118 RST S13 
15 SET M20 65 STL S3 120 RST MIO 
16 MIPP 66 OUT T3 121 SET M12 
17 LD XOOO K150 122 RET 
18 OR XOOI 69 LD T3 123 LD M20 
19 OR X002 70 SET S4 124 AND M2 
20 ANB 72 STL S4 125 AND M12 
21 RST CO 73 OUT T4 126 ANI M22 
23 RST CO K150 127 PLS M21 
24 OR M3 0 76 LD T4 129 LD M21 
25 LD MIO 77 RST S4 130 SET S20 
26 LDI M2 79 RST MO 132 STL S20 
27 OR M12 80 RST M30 133 OUT T20 
28 ANB 81 SET S2 K150 
29 ORB 82 RET 136 LD T20 
30 LD M20 83 LD MIO 137 SET S21 
31 LDI M2 84 OR M20 139 STL S21 
32 ANI M12 85 AND N12 140 OUT T21 
33 OR M22 86 ANI M12 K200 
34 ANB 87 PLS Mll 143 LD T21 
35 ORB 89 LD Mll 144 SET S22 
36 PLS MI 90 SET SIO 146 STL S22 
38 LD MI 92 STL SIO 147 OUT T22 
39 SET SO 93 OUT TIO K300 
41 RST M2 K50 150 LD T22 
42 RST M12 96 LD TIO 151 SET S23 
43 RST M22 97 SET SlI 153 STL S23 

44 STL SO 99 STL SlI 154 OUT T23 

A22 



Appendices: Appendix 5 

KIO 212 OR S24 
157 LD T23 213 OR S25 
158 SET S24 214 OUT Y006 
160 STL S24 215 LD SO 
161 OUT T24 216 OR S2 

K400 217 OR S3 
164 LD T24 218 OR S4 
165 SET S25 219 OR S21 
167 STL S25 220 OR S22 
168 OUT T25 221 OUT Y007 

KIO 222 LD SO 
171 LD T25 223 OR Sl 
172 RST S25 224 OR S4 
174 RST N420 225 OR S21 
175 SET M22 226 OR S23 
176 RET 227 OR S25 
177 LD M22 228 OUT Yolo 
178 OUT Co 229 LD S3 
178 OUT Co 230 OR S12 

KO 231 OR S13 
181 NP S 232 OR S22 
182 ANI Co 233 OUT Yo II 
183 SET M20 234 LD Sl 
184 NIPP 235 OR S2 
185 AND CO 236 OR S12 
186 OUT T30 237 OR S13 

K6000 238 OR S20 
189 AND T30 239 OR S24 
190 SET M30 240 MPS 
191 LD Sl 241 ANI T34 
192 OR S12 242 OUT Y012 
193 OR S24 243 NIRD 
194 OUT Y002 244 ANI T35 
195 LD SO 245 OUT T34 
196 OR S3 KIO 
197 OR S4 248 MPP 
198 OR S21 249 AND T34 
199 OR S22 250 OUT T35 
200 OR S23 K40 
201 OR S25 253 LD MO 
202 OUT Y003 254 OR M30 
203 LD SIO 255 AND M40 
204 OR M41 256 OR M2 
205 OUT Y004 257 OUT Y013 
206 LD S2 258 LD MIO 
207 OR S13 259 OR M30 
208 OR S20 260 AND M40 
209 OUT Y005 261 OR M12 
210 LD S20 262 OUT Y014 
211 OR S23 263 LD M20 

264 
265 
266 
267 
268 
269 

OR 
AND 
OR 
OUT 
LDI 
OUT 

272 LD 
273 OUT 

276 OUT 
277 END 
278 NOP 

M30 
M40 
M22 
Y015 
T32 
T33 
K25 
T33 
T32 
K25 
M40 

A23 


