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Abstract

This work 1s part of a number of projects dealing with the development of
novel techniques for better analysis and control of chemical processes carried out in
batch reactors. The problems of pH measurement and sampling, linked to the
implementation of NMR and HPLC on-line analysers, are presented as key areas in
this development work. Also, part of the engineering work summarised in this thesis

assisted the work of other researchers who participated in the project.

In the area of sampling, the difficulties associated with the collection of
representatives samples from agitated vessels are introduced. Also, the ideas of
calibration and modelling of sampling systems are presented. Modelling tests were
used to optimise the design and development of a fast sampling loop system to obtain
representative samples from stirred vessels. In addition to this, the modelling studies
also assisted the work of other researchers in the project who needed the kinetic and
heat-exchange parameters for the process of esterification of crotonic acid. The fast
sampling loop was shown to be adequate for the implementation of a low-field NMR
system for on-line analysis. The development of discrete samplers designed to collect,
dilute and deliver representative samples for LC analysis 1s also covered in this work.

A Mark IV prototype of LC sampler was tested and developed to acceptable levels.

In the area of pH measurement the advantages and disadvantages of the use of
thermally grown iridium-oxide celectrodes are introduced. Their response was
compared to that of standard glass electrodes and found to be faster, more stable at
high temperatures and no alkaline error was observed. However, the problem of drift
of the signals was not fully overcome and it is presented as the limiting factor in the
use of the sensors for on-line industrial measurements. Finally, a new type of total

iridium-oxide probe 1s presented.
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1. Process Analysis and Control: General Aspects

Over the last two decades there has been a dramatic change in the chemical
process industries. Industnal processes are now tightly constrained by high product
specifications and subject to strict safety and enviroumental regulations”. These
more stringent operating conditions place new constraints on the operating flexibility
of a process and therefore high performance control systems are needed in modern
industrial plants. Traditional methods for controlling chemical processes have relied
almost exclusively on the measurement of temperature, pressure and flow rate.
Nowadays, more information is needed for the safe and optimal operation of a plant
and therefore 1t 1s necessary to add other types of procgss analysers. Better process
control with the use of detailed, real time chemical measur¢ments has become the key
to lowering quality costs in chemical and materials manufacturing (estimated to be ten

per cent of sales)’. Process Analytical Chemistry (PAC), is the application of

analytical science to the monitoring and control of industrial ¢chemaical processes”.

The first stage involved in the analysis and control of processes i1s the
measurement of the variable that it is required to control (controlled variable). When
dealing with chemical processes, monitoring of chemical composition 1s of great
importance in process control. In a traditional chemical manufacturing plant, samples
are taken from reaction areas and analysed in specialiséd laboratories producing
results typically in a few hours to a few days. Implementation of PAC has changed
this scene and now analysers are situated either in or immediately next to the
manufacturing process. They are designed to withstand the rigours of a manufacturing

environment and to give high reliability.

These improvements in the way of monitoring chemical processes has led to

the definition of three main types of analysis*”:

e Off-line analysis. Involves manual removal of the sample and transport to a

measurement instrument located in a specialised laboratory for analysis.

e At-line analysis. Involves manual sampling but in this case the measurement 1s
carried out on a dedicated analyser situated by the process operative. At-line

analysis is not only based on simple transter of laboratory analysis equipment
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from the specialised laboratories to the plant floor, but it is also accompanied by
significant method development work and modifications on the measurement

techniques to permit the use of more robust and equally reliable instrumentation.

e On-line analysis. The type of analysis that uses fully automated analyser systems.
Some authors have subdivided this type further into on-line, in-line and non-
invasive analysis>. The differences between them are that for in-line analysis a
sample interface 1s located in the process line itself eliminating the need for a
separate sampling system (e.g. pH probes and infrared ATR probes) whereas for
non-invasive analysis no sample contact is required since the analyser obtains a

measurement of the process via a sample window (e.g. Raman and ultrasonic

analysers).

There are many control strategies that can be applied using the information
obtained with the measurement of a specific variable. Among all of them, the most
important are the classical techniques of feed-back and feed-forward control®. In order
to provide a full picture of the methodology used in procé&s analysis and control, the
basics of two control strategies will be introduced. This will also indicate the

importance of physical and chemical modelling in the design of controllers.

Desired Value
Steam

I

. Controller
. _
: Mechanism Measured Value
Control \\¢ . _
Valive T
ater > > Thermocouple

Figure 1.1. Simple feedback control system’

In the feed-back type of control, the value obtained from the empirical
measurement will be compared with that at which 1t 1s desired to maintain the
controlled variable (set point). After this, the process controller will adjust some
further variable (manipulated value) which has a direct effect on the controlled
variable until the desired value or set point is obtained** Thiis type of control system

or loop is illustrated in Figure 1.1 where a change in temperature for a water stream is
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compensated by adding more or less steam 1n a controlled manner, in order to achieve

a desired stream temperature.

On the other hand, what a forward controller does 1s, rather than measure the
value of the controlled variable, it measures the values of the disturbances over the
process and then calculates the manipulation required to balance exactly the
disturbing effects and to keep the variable under control*®. The operation of this type
of control 1s shown in Figure 1.2 where a disturbance in the flow inside the line,
which will produce a change in temperature, 1s compensated by adding more or less
steam 1n a controlled manner, in order to maintain the stream temperature under
control. Forward controllers do not need empirical measurements of the variable to be
controlled. Therefore, this control system 1s preferred when the analysis time 1s high
for the monitoring of a particular process”*. There are even variations of this type of
controller that learn about the process and are used when the analysis response time 1s

longer than the residence time in the reactor” .

Steam

Controller
Mechanism

]

Differential _
N/
Fressure : - . 25 Temperature
Cell - I
I
F

. - = =

Indicator

!
|

ater——»- ‘ >

—l_—____

Orifice Plate
Figure 1.2. Simple feed-forward control system”®

Modelling plays a key role in the design of control strategies. For a feed-back
controller, a model that relates the effect of the manipulated parameter over the
controlled variable is needed to design the control system. Similarly, a feed-forward
controller has to contain models of how the process will respond to both the
disturbances and to the manipulation. In addition to this, modern software packages

can assist in the resolution of complicated mathematical models'

Sometimes the set point or desired value (or control recipe in the case of batch
reactors °) is not totally constant but depends upon the value of other variables that

affect the process. In this more complicated case, the mathematical model of the

4
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system relates the changing set point value or model prediction with the process

variables.

Therefore, the model of the process is important in order to design control
algorithms needed to get a determined response. To obtain a model, detailed and
complete information about the process 1s needed. Modelling is based on the study of
mass, component and energy balances together with the kinetics of the process when
dealing with chemical reactions. Therefore, preliminary quantitative chemical analysis

1s very important within the control loop in order to define the kinetics of the process

needed for the model.

» Process

Control action

Off line samples.

Quantitative analysis

v
Kinetic
parameters:
order of
reaction,
activation
energy...

v
Mass, component Analytical
and energy balances te Chl"li que S

4
Model 'Experimental

Model prediction T data
I i _ i

Process controller

Figure 1.3. Stages involved in feedback control of chemical processes

Empirical modelling is sometimes very usetul when the mathematical model
of the process is very complicated. In these cases, models are formulated from
measurements made on the plant. They assume that the real process dynamics can be
represented by more simplified expressions (frequently as simple as first order
equations) that closely fit the response. Experimental modelling is of particular
interest with complicated systems that do not behave ideally, such as semibatch
reactors’> and multi-chamber tank reactors'*. If success. in process control is desired,

the difficulties encountered in the development of a model must be kept to a
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minimum. As Lee ef al. say, a complete and perfect model is not only technically

impossible but it is not even necessary .

In some way, theoretical models of relatively new chemical processes can be
considered as half-empirical since the purely mathematical model is fed with kinetic
Information obtained after analysis of experimental results and responses of the
process that are fitted to mathematical expressions for the kinetics, such as the
Arrhenius equation'®. All these stages involved in the analysis and control of chemical
processes are shown 1n the block diagram in Figure 1.3, This figure shows how a
half-empirical model of the chemical process determines the set point for a feed-back

control loop. Measurements in the process will be compared with this set point in

order to apply the adequate control action to the process.

In most industnial chemical processes the controlled process variables cannot
be measured as frequently as would be desired and these meé(surements are not free of
noise. Moreover, the manipulated variables of a process cannot be adjusted to
implement control action as often as would be required and ~ks.uch adjustments are not
‘cost-free’. Because of all these reasons, a detailed analysis of the variability of the
measurements 1s of great importance in order to assess whether a change in a certain

variable 1s only due to inherent measurement ‘variability’ (e.g. due to noise effects) or

such a change needs a corrective action in order to keep the process under control’ .

This is where statistical analysis of data is required and statistical process
control and dynamic modelling becomes a more practical approach. Chemometrics 1s
the science of relating measurements made on a chemical system to the state of the

3.17

system via application of mathematical or statistical methods™ . Chemometrics

applied to the acquired data is very important at the monitoring stage to avoid

overloading of data and to get rid of unnecessary or redundant information. Data

might also be in the presence of large amounts of noise and it would be desirable to

take advantage of some sort of signal averaging techniques.

Adequate design of experiments is also needed in order to get the maximum

information about a chemical industrial process in the most time and cost efficient

17,18

manner (i.e. with the least possible number of experiments) " ". This 1s of great

importance for modelling, when the best set ot experiments is required to ensure that
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statistical procedures'”.

Improving the performance of batch reactors can be achieved by better

control. However, this presents a difficult problem for a number of reasons®”*’

Firstly, information on product quality and process performance is often delayed until
a batch 1s completed. Secondly, key measurements of variables which value changes
with time (e.g. conversion, size distributions, compositions) are often scarce and

delayed. Finally, the final outcome of a batch process run is very difficult to predict

using a first-principles model and thus it is necessary to deal with the problem of

imperfect modelling.

Paying attention to the challenges from the contgol point of view, Berber’’
provides a good overview of control techniques to overcoming the problem of non-
linearity and modelling inadequacies in batch reactors. Attending to the analytical
limitations, there 1s a need for fast and frequent on-line measurements during the
process and not only when the batch has been completed. These provide valuable
empirical information that can be used to define more accurate models of the process.
The measurements also offer fast information about the system that can be compared
with the model prediction in order to take an adequate control action. Time and cost
savings can be achieved by using on-line monitoring since one becomes aware of
problems early and a remedial action to bring the process back to normal can be taken.

Also, in case of failure the reaction can be stopped if it is not worth taking any

- .25
remedial action .

The research presented in this thesis will deal with studies in process analysis
and control of processes carried out in chemical reactors. Kinetic modelling, sampling
issues and the development of new on-line analytical techniques for use in batch

reactors will be discussed using esterification reactions as madel processes.

2.1. Challenging problems in process analysis and control in batch reactors

The PhD work presented 1n this report 1s part of the work carried out in some

of the projects within CPACT phase I. CPACT (Centre for Process Analytics and
Control Technology) 1s a partnership funded by industry and the OST (Office of

Science and Technology), involving three universities and many leading chemical and

instrumentation companies’>. CPACT phase I was divided into seven projects
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aiming at the development of different techniques within the area of process analysis
and control. The research presented in this thesis deals with chemical reactors and
ways to improve monitoring and control in these systems. Due to the author’s applied
chemistry background and as part of the Chemical Technology section of the
department of Pure and Applied Chemistry at Strathclyde, this work provided
assistance to some of the projects in the area of chemical engineering. For example,
the design of sampling systems for use in chemical reactors was one of the tasks. This

not only allowed the collection of representative samples for off-line analysis and

empirical modelling of batch chemical processes but it also assisted in the

implementation of on-line analysers.

Besides the design and testing of sampling systems for NMR or HPLC on-line
analysis, some of the work described here dealt with the development of new solid-
state pH sensors. This project began as a way to overcome some of the difficulties
encountered while monitoring pH 1n other projects. It soon attracted interest from the
industrial partners in the project who encouraged a great deal of research in this area.
Finally, kinetic studies were used to assess the eftect of sampling devices on the rate
of the chemical processes. Furthermore, the kinetic work also assisted the empirical

needs of control engineers in the development of a general mogel of the process.

2.1.1. Problem of sampling

Within the stages involved in process analysis and control of industnal
processes, the problem of getting a representative sample from the system 1s a key
aspect, especially when dealing with chemical processes and monitoring chemical
composition. In the last decade there has been a continying growth in the use of
process analytical instruments whose performance clearly depend on that of the
sampling system. Unfortunately, developments 1n analyser téchnology have outpaced

those in sampling®’.

A sampling system 1s an assembly of components and equipment with the
function of taking an adequately representative sample from the process, conditioning
(or processing) the sample in such a way as to render 1t suitable for direct input to the

process analyser, transporting it in that state to the analyser, presenting it to the

analyser, and finally disposing of the sample”®
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The main issues to consider when designing sampling systems for process

. 3
analysis are>*":

* Representativeness: The sample does not necessarily have to be representative,
but adequately representative of the process. This means that, the sampled
material must be adequately representative for the analytical information required.
For example, 1t does not matter sometimes if the time representativeness of the
sampled material 1s destroyed via preconditioning or purposely non-representative

sampling as long as 1t does not affect the validity of the information supplied by

the analyser.

o Compatibility: Sample has to be compatible with the analyser. In order to achieve

this, sample conditioning might be required.

e Timeliness: Sampling systems have to provide timely information about the

process which will depend very much on the response time of the analyser.

e Safety and environmental concerns: They are of great importance, especially

when considering the final disposing stage involved in a sampling system.

e Reliability: Sampling systems have to be reliable in order to get samples whenever
it 1s required for adequate monitoring and therefore control of the process. In fact,
as much as 90% of all process analyser problems are ultimately attributable to

problems with the sampling system”
e (ost: Is very important at an industrial plant scale.

Typically a sampling system for a gas or liquid consists of a sampling point or
probe, pipelines, filters, pressure regulators, valves, pumps, flow meters, condensers
or vaporisers, pressure gauges and other components. Selection of these parts, design

of the components and adaptation to the system have to be carefully considered.

The importance of getting a representative sample tq get a true response from
the analysers is clear. Poor sampling will lead to erroneous results even with the most
sophisticated instruments of analysis. For batch reactors, sampling seems to be quite
straightforward as in theory any point inside the vessel possesses the same properties
if the mixture is well stirred. However, 1n real industrial processes this is not the case

and further aspects must be considered in order to get a representative sample,

10
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specially from heterogeneous processes*®. The effect of the flow-patterns inside the
reactor, the stirring speed, the velocity in the sampling line, the shape, size and angle

of the sampling probe are some of the factors that must be carefully considered when

designing sampling systems for chemical reactors.

The importance of these and other factors over the representativeness of the
oft-line sample obtained via the sampling loop can be assessed for a particular
sampling system, which may have not necessarily been well designed. This
information can be used for the so called modelling of sampling system, which can

correct the data from analysers implemented using sampling systems that have not

been optimally designed.
2.1.2. Implementation of on-line analysers

Except with in-line and non-invasive analysers, where no sample transport and
conditioning 1s required, the implementation of any analyser system for use on-line
requires the design of a specific type of sampling system*, Some on-line analytical
techniques such as GC or NIR have been extensively studied and are present in
numerous applications in chemical plants. However, others like NMR or HPLC are
still at the development stage and trying to make their way out of laboratories into the

industrial plants®~°.

In fact, two of the CPACT projects within phase I dealt with the
implementation of nuclear magnetic resonance spectrometry and lhquid
chromatography for on-line analysis. In both cases, sampling has proven to be a key
aspect. The work described in this thesis also covers the sampling issues atfecting

these two projects, where multidisciplinary teams intended to develop the techniques

of NMR and HPLC for use on-line.
a) Implementation of NMR spectrometry for on-line analysts

NMR is one of the most powerful laboratory analytical tools, which 1s slowly
moving into the area of process control. Early observations in 1951 showed a linear
increase in signal amplitude with an increase in flow-rate as an aqueous solution
passed through a simple NMR device’'. In the 1980s, two companies tried to bring
NMR to the field of on-line analysers®’. They, however, were not successful and did

not survive. Early in 1997, Foxboro purchased a company that had made some

11
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progress in NMR and put its first application into the field for analysis of a sulphuric-
27.32

acid alkylation process

Early flow-NMR work was time consuming and sometimes tedious. The
greater computing power of workstations and personal computers today have made it
possible to reduce substantially the time between data collection and data reporting’”
which commonly need chemometrics and statistical treatment™. In addition to this,
the constant evolution and miniaturization of electronic components has also
facilitated the use of NMR technology in process environments. Magnet technology

has produced smaller powerful systems that have in turn reduced the size and weight

problems associated with laboratory systems.

Despite all these advances, NMR is still most commonly used for at-line
measurements”. However, it is relatively easy to adapt the instrument to a flow cell for
measurements on-line. With the use of flow cells for monitoring process streams and
due to the non-invasive character of NMR, these systems overcome many problems
with probe fouling typical of other techniques. Besides, the technique of low-field
NMR offers a very fast, non-destructive, flexible and relatively cheap analysis’™*. In
fact, in the past few years low-field NMR has been used extensively in a variety of
industries including those involving the manufacture of fdod, pharmaceuticals and

petrochemicals. Example applications include the determination of moisture content,

fat content, hydrogen content and fluorine content™.

When the sample 1s flowed through the magnetic field, the magnetic nucleus
of the sample adopt one of a small number of allowed orientations with different
energy. The transition between the few energy levels that are permissible generates a
radio frequency signal that 1s transformed into a spectrum showing chemical species
and their concentrations. In addition to chemical composition information, physical

properties can also be correlated to the spectrum’”.

The introduction of a sample from the process stream to the analyser can be
the Achilles” heel of any on-line analytical technique. The viscosity and flowing
properties of the process stream will determine the type of sampling system to use for
NMR analysis’ . If the technique of NMR spectrometry is to be implemented for on-

line monitoring in batch reactors, the development work will be closely linked to the

12
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problem of sampling in this type of vessel. Furthermore, suitable sampling
conditioning to adequately render the sample to the process analyser has to be
considered. A “fast-loop” is the most sensible strategy to transport rapidly a
representative sample from the process reactor to the sampling conditioning system,
for final delivery of the sample to the NMR spectrometer. However, in its design there
1s the need to consider carefully factors like sampling velacity, flow-rate, temperature

conditioning and the already mentioned sampling considerations to obtain good

samples from batch reactors.

This thesis reports on the sampling consid¢rations needed for the

implementation of a low-field NMR analyser for on-line monitoring of batch

processes. Preliminary experiments showed the success in the use of this technique 1n

monitoring heterogeneous processes.
b) Implementation of HPLC for on-line analysis

Liquid chromatography i1s a very widely used laboratory analytical technique.
However, unlike gas chromatography, it has not successfully made the transition from
laboratory to the manufacturing plant. As part of one of the projects in CPACT phase
[. H Vandenburg was asked to produce a literature review’° to understand the reasons

for the current low use of on-line LC. These main reasons were found to be as

follows:

e Poor reliability and high cost of the sampling systems.

e The use of flammable and expensive solvents.

e The complexity of the instrument and therefore the. need for qualified statt for

calibration and maintenance.

However, there are several incentives that encouraged the work in this project
to try to overcome these problems. For example, on-line HPLC offers significant
advantages over other methods such as spectroscopic and flow-injection analysis, as
complex mixtures can be simultaneously analysed for a number of components over a
wide concentration range, with relatively simple calibration. Also, there are many
analyses where LC is the only reliable method available. These include situations

where trace and bulk materials need to be determined, and mixtures that are too

13
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complex for spectrometric methods.

There have already been developments in LC which could reduce the running
costs and safety hazards involved in HPLC analysis. Narrow bore columns, small
diameter packing materials and the possibility of water only mobile phases remove
some of the problems related with the implementation of LC for on-line analysis.
Better data processing and the use of chemometrics in fast liquid chromatography
have reduced run times to a few minutes, making LC available for fast processes.
Also, pumps and detectors are now robust and stable, requiring low service. However,
sampling and sample preparation still remain as the most difficult stage to overcome
for LC to become more widely accepted as a process technique. Whilst sampling
solutions exists, these can be complex and therefore expensive. Complexity also leads
to a decrease 1n reliability. Therefore, the problem of the implementation of HPLC for
on-line analysis 1s reduced to the development of simple, cheap and reliable sampling
systems for LC. In fact, one chapter of this thesis will be dedicated to the testing and
development work carried out with different prototypes of discrete samplers in order
to overcome the sampling problems affecting HPLC. Furthermore, these discrete
sampling prototypes can also be used for the on-line implementation of other

analytical techniques in other CPACT projects.
2.1.3. Problem of pH measurement

The measurement of pH at high temperature solutions (over 100°C) possess a
difficult problem. The maximum useful temperature for glass electrodes 1s in the
100°C range, as higher temperatures lead to excessive drift related to sodium ion
diffussion’”. In addition to this, fragility is the major drawback of pH sensing glass

36.37
electrodes™ .

In particular, the current interest in alternative ways of pH sensing within this
project came about due to the fact that the pH glass electrodes failed to monitor the
concentration of protons during the esterification of crotonic acid. In Figure 1.4 1t can
be observed how the pH probe fails after holding a high temperature of 105°C in the
esterification process (a mixture of toluene, butanol and crotonic acid) for more than

155 minutes.

14
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Solid state sensors in general and metal-metal oxide electrodes in particular,

have proved to give acceptable responses when measuring pH under high temperature

and pressure conditions’. Among those, iridium oxide fikms have shown the best

performance. There are various ways to produce these metal-metal oxide films but

thermally grown iridium oxide electrodes represent a good compromise between

quality of response and ease of construction.

Several applications of various types of iridium oxide sensors have been

reported, mainly biological applications such as pH measurements in biofilms’® and

: . 38 : :
animal tissues™ . However, no industrial scale uses have been found to the best of our

knowledge. Therefore, the study of the performance in monitoring and control of pilot

scale industrial processes appears to be a good challenge and an attractive focus for a

good part of the research presented in this thesis.
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Figure 1.4. pH probe fouling during the process of monitoring crotonic acid

esterification at 100°C
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3. Aims

As pointed out in the previous sections, this work was focussed in some of the

relevant aspects in the monitoring and control of batch reactors. The aims of the

research could be outlined as follows:

e The design and development of a fast samphng loop system to obtain
representatives samples from stirred vessels. The difficulties associated with the
collection of representative samples from heterogenegus processes in agitated
reactors will be reviewed in the design. The implementation of a low-field NMR
spectrometer in the loop for on-line analysis will be the final aim for such a

design.

e The sampling work should also assist other researchers in the project with the
kinetic and heat-exchange parameters needed for the definition of a general model

for the processes of interest.

e The development of sampling prototypes designed tQ collect, dilute and deliver

representative samples for LC analysis.

e Study of the feasibility in the use of thermally grown iridium oxide sensors tor pH
monitoring in industrial applications. Analysis of. their advantages and

disadvantages in comparison to the use of standard glass ¢lectrodes.
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1. Reactor Facilities and Systems of Interest

The purpose of this chapter is that of describing the experimental facilities
avallable tor the project. The main model reactions and processes used in the research
will also be described. The CPACT reactor facility at the University of Strathclyde is
available to academic and industrial users to experiment with advanced control and
instrumentation techniques. The reactors are used by a consortium of researchers for

studies into the optimisation and improved control of batch systems as well as the

study of the use of analytical instrumentation in an on-line ¢apability "

One of the objectives of CPACT project 1 was to set up a facility, which could
be used to compare existing and new approaches to ‘on-line’ chemical analysis as
well as evaluate improved calibration methods and test novel control procedures®. The
works on the reactor facility started in late 1998 and continued up to mid 1999,
including improvements to the facility and tests which ensured that the system was
satisfactory before the commissioning of the facility. This took a great amount of
researcher’s time so the work on the projects could not start until the facility was
finished. In addition to this, a new control program 1n a LabVIEW environment was
developed and tested along with the reactors . This control software is more flexible
than the one provided with the reactors, and allows any information derived from
analytical data to be used for control. The analytical insttumentation needed for the
projects was also obtained during the course of the project. This included a Bomem
MB155 FTIR/NIR spectrometer, a Kaiser HoloPROBE Raman spectrometer, a Zeiss
MCS UV-visible spectrometer, a Foss NIRSystems on-ling 6000 NIR spectrometer,

and a Resonance Instruments low-field NMR spectrometer to be implemented on-

.2
line”.

Two main esterification reactions were chosen as model processes to be used
for achieving the objectives of comparing on-line analytical techniques and testing
novel analytical and control procedures>*°. One of the reactions was a homogeneous
reaction and constituted a simple model reaction to be used for initial experiments
before moving on to more complicated processes. The second reaction possessed
more challenges as it was a heterogeneous reaction and led to the formation ot two

different compounds where one was the preferred product. More details about these
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processes are described later (section /.2).

1.1. Reactor system

As mentioned earlier, the development of advances in the area of monitoring
and control of chemical processes in reactor systems were the main goals within the
projects described in this thesis*. Therefore, it is worth spending a little bit of time
describing the reactor facilities before progressing any further in this report. The
reactor system available at Strathclyde University can be considered as a pilot scale
device formed by two vessels. These are two 5 litre stirred reactors that can be used
either 1n a batch mode or in a continuous manner. The latter is achieved by operating
on a virtual CSTR system transferring by gravity the contents of one vessel from the
bottom of one reactor to the top of a second reactor. The pfocessed matenial 1s then

recycled from second reactor to the first by using a diaphragm pump as shown in

Figure 2.1.
Feed 1
A o
roed 2 Stirrer
() | @
— Reactc]n' vessel > — He?lﬁ'/ Chiller ) A
- Unit |
) ISR
Condenser
pH
9
M=

Heater/Chiller
Unat

Feed 3 Jacket

A

Figure 2.1. Diagram of the confinuous reactor system

The vessels can also be used as two independent batch reactors. In fact, the
batch mode was not only more challenging from the analysis and control point of
view”". but it also showed to be more attractive for the industrial partners involved in

the projects”. Initially, only one control unit was available and the two batch reactors
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could not be used simultaneously. Currently, an upgrading process is taking place so
that the two vessels can be used in a batch mode at the same time’. Figure 2.2 shows

the batch reactor diagram valid for each of the two vessels.

Reactdar vessel

Heater/Chiller
Unit

Mamual take oft/
sampiing

Figure 2.2. Diagram of the batch reactor system

The vessels are made of glass with an inner heating jacket and an outer
vacuum jacket. Both are made of glass to permit visual observation of the reaction.
The inner jacket serves as a heat exchanger to maintain the reaction at the desired
temperature. The heat is transferred to the reactor using silicon oil circulated through
the inner jacket and temperature controlled by a heater/chiller umt. The outer vacuum
jacket serves to minimise heat losses to the surroundings and avoid the risk of
personnel injuries by contact with hot surfaces > . The reactor vessel and the jackets
have two side measurement ports used to insert NIR and temperature probes into the

reactor. Both reactors have a top lid with nine ports for use of further on-line probes

for temperature, pH, infrared and Raman analysis.

Three feed vessels (normally used for solvent, liquid reactants and catalyst) are

available in the system. Two weighing scales are used to weigh the feed and dosing

vessels giving signals used to calculate the flow of chemicals going into the reactors.
A condenser is used to condense and reflux the vaporised reactants and products back

into the reactor. It can also be used to vent steam out of the system by switching off

the condensing facility' .
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The signals coming from the difterent sensors in the system are transferred to
a PC where they are monitored and recorded. WINISO 1s the name of the software
provided by the manufacturer to achieve this as well as to control the system using

standard PID control. Examples of some of the measured and monitored signals are:

liquid levels in the vessels (important for filling and emptying processes), temperature
in the reactor (to control the temperature of reaction), oil temperature in the inlet and
outlet port of the jacket (to monitor the temperature of the fluid in the jacket used to
regulate the temperature in the reactor), flow of water through the condenser (to verify
the good functioning of the condensers), stirrer speed (important for kinetic and
sampling modelling), pH (especially interesting with acid catalysed chemical
reactions), weight on the balances (to monitor and control the feed of chemicals into

the reactor) and feed and recycling flows (to monitor and control the pumping rate).

Figure 2.3 shows a general view of the reactor facility.

Figure 2.3. General view of the two 5-L reactor system

For smaller scale experiments a 1-L reactor vessel with a single jacket was
used (see Figure 2.4). This reactor has a small heater/chiller unit to maintain the
reaction temperature. It also provides a reading of the temperature for the oil inside
the jacket. The vessel has a lid with 3 ports, one used for the condenser, one for

monitoring the temperature with a small mercury thermometer and the last one

normally used to feed in reactants and catalyst.
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=

Figure 2.4. General view of the 1-L reactor system'”
1.2. Process esterification reactions

As mentioned earlier, analysis and control studies in chemical reactors are of
great challenge and interest”®. In addition to this, the use of certain types of reactions
add some extra challenging features to those described before for batch processes.
‘Complex Reactions’ are examples of this type of processes. A complex system 1s one
in which more than one reaction occurs". They can lead to multiple products some of

which are more desirable than others from a practical standpoint.

It is therefore the challenge in controlling the reaction to yield optimum
production of a desirable product which makes these types of processes of interest for

analysis and control studies®. The two main types of complex reactions are "

_ | A~ 2B

e Simultaneous reactions: : Eq. 2.1
A—=2>C

e Consecutive reactions: A—8 3B 55D Eq. 2.2

A typical concentration versus time plot for a simultaneous reaction would
show a decrease in the concentration of reactant while the product concentration
increases until they both eventually reach the equilibrium. On the other hand, a typical
concentration versus time plot for consecutive-reactions would look like that shown in

Figure 2.5. Therefore, the consecutive-reaction system is more interesting from the
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control point of view as there is an optimum production of B product. Maintaining the
conditions needed for maximum production of the intermediate component B will

frequently be the challenge for the control system.

Concentration of A, B,or D —»

——

|

Figure 2.5. Typical concentration-time plot a consecutive-reaction system

In addition to all the kinetic demands, a good process for our studies should
also have some kind of industnal interest due to the¢ applied character of this
research®. Furthermore, the process also has to be feasible to carry out in the reactor
system available for the research, considering not only the operating conditions and
specifications of the reactors and analysers, but also aspects such as safety regulations
and running costs of the process. Therefore, control interest, industrial applicability
and feasibility of the process were the criteria to follow at the time of selecting a

reactive process for our studies.

Industrial partners involved in these projects proposed a number of reactions
of interest for analysis and control studies in batch reactors”. Initially, the feasibility
of nitration of anthraquinone was studied'*. However, problems with a broad variety
of by-product forming during the reaction and poor amenability of monitoring with

certain types of on-line analytical techniques, made this process not recommended for

further investigation.

The esterification of itaconic acid was another proposed reaction that seemed
to satisfy all the criteria stated above for a good process reaction*®. From the analysis
and control point of view, esterification of itaconic acid was an interesting and
challenging complex process that could lead to two different products’”. Since

itaconic acid is a dicarboxylic acid, the esterification process can produce mixtures
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of monoester and diester species.
Dicarboxylic acid + Alcohol <> Monoester + Diester + Water Eq. 2.3

Figure 2.6 shows the itaconic esterification reaction scheme as well as the

formulas of the compounds involved in the process.

CH,=— GCOOH + CH3CH,CH,CH,OH
CH,COOH

ltaconic acid Butanol
— H,0

Hz——""?COOCHZCHZCHZCH3 +  CH, ?cooc|-|2c|-|2c|-|2(:H3
CH,COOH CH2COOCH,CH,CH,CH,

mono - butyl itaconate di - butyl itaconate

Figure 2.6. Itaconic esterification reaction scheme and éqmpound formulas

This reaction is acid catalysed. Baker and co-workers'> have demonstrated that
with limited amounts of alcohol, the acid catalysed esterification of itaconic acid or its
anhydride produces mixtures of acid, diester and monoester. The latter can be

separated from the diester by extraction procedures®'

. The melting point of the
monoester decreases as the chain length of the alcohol increases. Therefore, in order
to avoid very low melting point products, a short chain length must be used. For
safety reasons, butanol was used as an alcohol 1n our experiments'. From the
industrial point of view, mono and di-itaconate esters are of increasing interest. They
readily undergo polymerisation, copolymerisation with other monomers and
condensation polymerisation of both ester and amide derivatives can be made"”.

Although a great variety of polymers incorporating the itaconates have been reported

in the patent literature, many of these have not been produced commercially.

Considering the feasibility of carrying out this process in our system it should
be mentioned that itaconic compounds are relatively innocuous materials that can be

+1>.17  Reaction conditions are normally not

handled without special precautions
excessively harsh. Initially, a maximum temperature of 35°C (close to the monoester
melting point)'® was used in the process in order to avoid the formation of polymers

of both the acid and the ester’. However, later experiments showed that higher
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temperatures could be used with no formation of side-products'®. Atmospheric
pressure conditions were used and relatively small amounts of acetyl chloride were
added as a catalyst. In addition to this, the cost of the reactants is relatively low'”. The
reaction was carried out in toluene producing a complicated heterogeneous mixture
with organic phase (toluene, butanol and diester), aquepus phase and solids in

,16,2(0)

suspension (itaconic acid is sparingly soluble)*'**’. These features made the process

also challenging from a sampling point of view.

However, despite all these favourable features for the reaction, some initial
problems were faced which forced the use of a simpler process until more was known
about the itaconic esterification. Problems with the develo'pment of a good off-line

calibration method for GC and HPLC were encountered'**

. Besides, it was not clear
whether the formation of diester was a simultaneous process or a consecutive process.
Preliminary experiments on the kinetics of this process dig not clarify whether the
monobutyl itaconate was formed first and continued to form dibutyl itaconate or if the

diester was formed concurrently'®'**°

After all these problems with the itaconic acid reaction, the esterification of
crotonic acid was suggested as an alternative process for the project’. This is a simpler
esterification reaction that produces a single ester product starting from a
monocarboxylic acid. It can be described by the reaction scheme'” showed in Figure
2.7. The fact that 1t 1s also an esterification process i1s useful when transferring
information (acquired with experimental experience in the study of this process) to the

more complicated case of itaconic acid esterification.

It is true that this new process is not as challenging as the itaconic reaction
from the control point of view. It is not a consecutive process and does not produce
two esters. Furthermore, crotonic acid i1s soluble in the solvent and the small
heterogeneity in the process comes from the small production of water during the
esterification reaction'. Tt is, therefore, not as challenging as the itaconic process
from the sampling point of view either. However, it is a simpler process that has been
more extensively studied in the literature than the itaconic acid esterification.

Moreover, it has been also proposed before for on-line monitoring purposes and

control studies?’. The simplicity of the process was very useful in order to focus the
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initial stages of the research more in the control of pure batch processes rather than in

problems derived by the complexity of the reaction.

CH3CH == CHCOOH + CH3;CHOHCH,CH3
Crotonic acid 2-butanol |

- HO

p

CH3CH — CHCOOCHCH>CHz3

2-butyl crotonate

Figure 2.7. Crotonic esterification reaction scheme and compound formulae

Theretore, the estenification of crotonic acid was the process of interest in the
project when the use of reactive systems was needed. For pure physical sampling

studies, where process reactions were not important, the use of non-reactive

heterogeneous mixtures was used.
1.3. Other process of interest

Apart from the esterification processes described above, there were other
reactive and non-reactive processes that were used in th¢ experimental work carried
out in this thesis. Examples of these non-reactive processes are suspensions of
inorganic salts in water*, glass beads in water and non-mi'sc‘:ible mixtures of solvents
such as heating oil, toluene and water. Examples of other reactive processes are
mainly titrations and step changes in acidity both in aqueous and non-aqueous
environments. Detailed information on these systems and th¢ reasons why they were

needed are described in later chapters dealing with the experimental part of this thesis.
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1. Literature Review and Background Theory on Sampling

This section presents the essential concepts of sampling that are relevant in the
design of a sampling system to be used in stirred batch reactors. Also, a literature
review of other work related with sampling from stirred vessels is presented. Some of
the basic features of some of the commercial devices available for sampling in
reactors are also covered in this chapter. The information extracted from these

reviews was used in the design work presented here. In addition to this, the ideas of

modelling of sampling systems are introduced and used later for the development

work with the sampling designs. Finally, some theory on NMR 1s overviewed towards

the implementation of a low-field NMR spectrometer for an-line analysis of batch

processes.
1.1. Introduction: general concepts of sampling

There are many measurement situations in which a sample conditioning
system 1s required to deliver the sample to the process analyser. In these cases, it 1s
common strategy to use a “fast loop” to transport rapidly a representative sample from
the process stream to the sample conditioning system with the use of a pumping
device. The conditioning system then conditions this sample for the temperature,
flow, pressure, etc., that can be tolerated by the analyser. The term “slow loop” 1s
commonly used at the delivery stage because of the frequently lower flow rate of the

resulting secondary sample stream that takes the sample to the analyser .

There are other sampling alternative to the use of fast loops that can be taken,
as will be described in the chapter about HPLC samplers later Chapter 4. However, it
the implementation of NMR for on-line analysis 1s desired, the sampling loop 1s more
compatible with the requirements of a continuous flow through the NMR cell”
Therefore, the purpose of a bypass or fast loop would be to provide a continuous
sample stream at a convenient point where it would be analysed or sampled and
collected with a minimum dead volume. The point where the sample 1s collected in
the reactor vessel is called the sampling point. The device that collects the sample at

the sampling point is called the sampling probe’
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Probe shape, orientation and dimensions affect very much the quality of the
sample and therefore must be designed carefully’. This is due to the fact that, with

heterogeneous processes, there are two main factors that affect the particle collection®:

e Particle inertia: This 1s observed when the trajectory of the heavy phase deviates
from the light fluid streamlines in a heterogeneous mixture. The magnitude of this
effect depends upon factors like the size of particles in solution, their density, the
viscosity of the solvent and the local velocity™®. It is represented by the
dimensionless group called the Stokes number which represents the dependence of
the particle inertia over these and other variables of interest. The Stokes number

(k) for solid particles immersed in a fluid 1s given by the following expression *:

2
k = P, Eq. 3.1
181, (¢/2)
where
d, = Particle size diameter (m)
Op = Particle density (kg m™)
Uy = Local velocity (m s™)
¢ = Sample tube inside diameter (m)
ur = Liquid viscosity (kg m’ s )

Similarly, when using two liquid phases the expression for £ can also be used to
quantify the inertia® but with parameters showing the average size of the droplets
of the heavy phase instead of d,. However, this average size is sometimes difficult
to predict and is highly dependent on stirring speed, ankd‘ the viscosity of the fluids,
and may even change with time’. A high value for & obt;ained with Eq. 3a means
that the particles have very high inertia and do not follow the fluid streamlines.
These particles tend to travel in straight lines resulting 1n serious sampling errors.

These errors arise when the particle and fluid velocity are not collinear.

e Particle bouncing effect: This occurs when a particle maving in the fluid strikes a
surface and loses some of its inertia. If this happens near a sample tube opening,
then the reduction of particle inertia can be enough to allow particles to be

extracted where they otherwise would have not been.

Therefore, the flow streamlines in stirred tank reactors must be considered to

deal with the problem of particle inertia'™®. Also, the dimensional and shape
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teatures ot the probe must be carefully designed in order to minimise the particle

bouncing effect at the desired sampling point*

In a tast sampling system, the loop length must be as short as possible and the

loop velocity as fast as practicable in order to reduce any associated lag time and
improve timeliness’. Some authors consider negligible the evolution of the reactive

mixture inside the sampling system when the dead time, i.e. the time to run the

distance from the sample point to the analyser, is less’ than 30 s.

Figure 3.1. Types of sampling depending on the sampling velocity

Besides, sampling velocity is found to affect the performance of the sampling

6,8,10

system ™ . This effect i1s more important in heterogeneous mixtures of solids or

liquids in gases than in mixtures of immiscible liquids. However, several studies have
shown how the wrong choice of sampling velocity leads to the collection of samples
that are non-representative of the process involving suspensions of solids in

+6.1L12 “Tsokinetic sampling is achieved when the sampling velocity equals the

liquads
local system velocity at the point of sampling. This type of sampling must be used 1n
order to ensure representative sampling from heterogeneous processess’w’m. If the
sampling velocity is higher than the isokinetic value, superisokinetic sampling is
achieved and an excessive amount of lighter particles enters the probe. However,
under subisokinetic sampling conditions, portions of the light phase stream are
deflected, the lighter particles follow the deflected stream and are not collected, while

the heavier particles continue into the probe due to their inertia"”. In both super and
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subisokinetic conditions, a non-representative sample of the process is obtained’.

These three types of sampling are ilustrated in Figure 3.1.

1.2. Previous studies on sampling from stirred vessels

Unfortunately, developments in analyser technology clearly have outpaced
those 1n sampling. There are two main reasons for this. First, there are more analyser
than sample system manufacturers. Second, analysers always have been more
important components of analyser projects than sample systems. The analyser is
usually the largest cost item in such a project. Therefore, more attention is given to its

performance. In fact, sampling system components are largely the same as they were

20 years ago15 .

In the area of sampling from stirred vessels, not much progress has been made
since Rushton'' performed one of the first studies in 1965. He studied the effect of the
position and size of the withdrawal opening on the ratio of two phased being mixed in
a stirred tank. He performed experiments using glass beads suspended in water in a
baftfled tank provided with turbine-type mixing impellers .I (the so called Rushton
turbine). He proposed equations describing the local velocity at the stirrer plane as a
function of the radial distance to the impeller blade. He also defined equations

describing the effect of the sampling velocity on the quality of the sample collected.
More attention will be paid to these findings later in this thests (section /.3.3).

At the end of the seventies, Sharma et al. '4 considered Rushton’s work and
proposed the stirrer plane as the best place to withdraw samples 1n stirred vessels.
They analysed the data obtained when sampling from a point at the stirrer plane and at
different sampling velocities. They also defined a model that relates the quality of the

sample with the sampling velocity at those sampling conditions.

At the start of the eighties, Baldi et al. defined some examples of
concentration profiles in stirred vessels with solids 1n suspension'. They proved that
a representative sample can only be obtained from the region that goes from the stirrer
plane to the point that determines 60% of the total volume in the reactor. Above this
region the local concentration is lower than the bulk concentration. Below it, the local

concentration is higher than the bulk value. These concentration profiles were found

to be dependent upon the size and density of the particles in suspension. They also
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depended upon the stirring speed. However, the profiles were found to be independent

of the particle concentration provide that the stirring speed was high enough to obtain

complete suspension of the particles.

In 1984, Nasr-El-Din et al. successfully developed a mathematical model to
study the errors arising in sampling through probes projecting into the flow'*.
However, the model was developed and tested in a straight pipe where the flow-

streamlines are well defined. This is not the case with the complicated patterns that

are present in stirred reactors.

In 1986 Buurman ef al.'’ defined the scaling-up rules for stirred vessels with
respect to solids in suspension. They found similar profiles for the suspended solids to
those of Baldi et al, with higher homogeneity for largeh scale vessels. In their
experiments the samples were drawn by gravity, i.e. no pumping system was used. At
the low withdrawal velocities that they used, the concentration of solids in the
samples were found not to be sensitive to the sampling velocity. This caused great
controversy at the time and such a statement was criticized by Nasr-El-Din® who
claimed that in Buurman’s work an inadequate choice of sampling points led the
author to obtain his results. Buurman replied'’ that in the conditions he used, the
orientation of the probe and sampling velocity did not have a big influence, but was

aware of the fact that in other conditions their effect on sampiing might be important.

At the start of the nineties, Nasr-El-Din ef al.'® proved the importance of
sampling in the direction of the flow. They showed how a side port perpendicular to
the direction of the flow in a pipe line led to erroneous sampling. Moreover, the
quality of the sample depended on many factors such as the particle size, particle
density, fluid viscosity, solid concentration and main pipe velocity. However, they
also proved that it is possible to define a model that 1s able to predict the sample
efficiency (i.e. the quality of the sample) depending on the conditions used in the
process. Again, this was only applicable to a straight pipe line where the tlow patterns
are simple and well defined. However, useful ideas can be extracted from this work

for our studies in stirred vessels. These findings are included in the design part of this

chapter.
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In 1993, MacTaggart et al.* published the most complete work on sampling
from sturred vessels. They studied the effect of location and sample tube geometry on
the sample obtained from a suspension of sand in water. They also studied the effect

of sampling velocity, stirring speed and size and concentration of solids on the
reactor. They used a 4-baffled reactor with a Rushton-type impeller. The authors
proved how sampling velocity and sample tube diameter significantly affect the
sample solids concentration. The sampled solids concentration was also found to be a
strong function of the particle size and bulk solids concentration in the tank. Finally, 1t
was found that the shape of the sample tube also influenced the sample collection,
although to a lesser extent. Hence, they concluded that representative sampling in a
slurry mixing tank, stirred by a radial flow impeller, can be obtained at the impeller
plane with a sample tube tapered to 18° or less, operating at isokinetic velocity, when

the solids concentration does not display a strong dependence in the vertical direction.

A few years later, the same authors used a conducttvity probe to measure the
local concentration in different points of a mixing tank®. They also compared these
results with those obtained via the sample withdrawal procedure reported in their
previous work. The operation of the conductivity probe reliad on the variation of the
slurry resistance as the concentration of non-conducting solids changes. With this
study they proved that the flow at the stirrer plane is three dimensional and the local
concentration at this point is different from that obtained by withdrawing samples at
this point. MacTaggart et al. showed how the samples withdrawn at the stirrer plane
are representative of the bulk concentration in the reactor’ but not of the local

concentration at the sampling point6.

Other less detailed studies highlight the importance of sampling velocity and
the design of the sampler in particle collection when defining concentration profiles
for solids in fluidised beds'®?', when measuring droplet size in two-phase flows”', or

. : : . . ok,
for sampling in separation devices such as cascade impactors or cyclones™.

Searching through journals and information that different companies have on
the Internet, some designs of samplers and sampling systems for reactor vessels were
found. However, only a few of them take into consideratign the ideas and findings

obtained by the researchers mentioned above. One of the few examples that verify
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this 1s the new sampling device that Freitas ef al. developed for measuring solids
hold-up in fluidised three-phase reactors*’. The sampler consisted of a cylinder with
two valves, one at each end. The cylinder was connected to a long rod that permitted
sampling at different depths in the reactor. For sampling, the cylinder was introduced
into the reactor in the direction of the flow and with the valves opened. The valves
were closed simultaneously for sample collection. This study highlights the

importance of sampling in the direction of the flow and the erroneous measurements

obtained with sidewall sampling.

Other designs of samplers for reactors like the Neotecha PV system™*™*

(see
Figure 3.2) are reported to allow the customer to place the suction hose in the exact
spot where 1t 1s wanted to draw the sample from the reactor. However, features
regarding the orientation of the sampling port or the samp]iﬁg velocity, which affect
the representativeness of the sample, are not specified. This happens also in other
sampling devices like the Technova system®’, and the ASI Applied Systems design’",
where a sample 1s pneumatically retrieved, analysed and collected. The non-used
sample 1s then returned to the vessel via a dip pipe. Other mechanical samplers like
the Giba-Geigy system’~, which uses a retractable plunger that is inserted into the

process vessel, also pay little attention to the orientation of the probe and the sampling

velocity.

Figure 3.2. Detail of the Neotecha PV reactor sampling system”’

Prosys Sampling Systems Ltd. have three different designs for the sampling of
liquids from reactors: an overflow top reactor sampler, a recirculation reactor

sampler and the bottom reactor sampler. The overflow reactor sampler extracts a
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liquid sample trom the top of the reactor via a dip pipe that is purged using nitrogen.
Vacuum 1s applied to the system and the sample is drawn through the standpipe,
which overflows and fills the sample chamber. The bottom reactor sampler operates
via a piston that retracts and the sample fills the sample chamber and sample bottle by
gravity. The recirculation top reactor sampler pumps the sample through a
recirculation loop tor a short period using a double diaphragm pump. This is reported

to guarantee a representative sample and allows accurate pH readings to be taken.

Again, none of these designs refer to the orientation of the probe or the sampling

velocity.

|
b — 1 l .

pHampler® VSA System

Figure 3.3. Detail of the pHampler reactor sampling system’”

To the best of the author’s knowledge, the pHampler reactor sampler by the
Ethylene Corporation™* (see Figure 3.3) is the only design in the market that reters to
a specific location of the sampling point. In the pHampler the liquid 1s pulled from the
reactor and pumped through a pipe loop<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>