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Abstract 

Out-of-plane welding distortion has been a persistent problem in welding industries. 

In order to find solutions for such a problem, substantial experimental and computer 

modelling work on residual stresses and out-of-plane distortion analysis need to be 

carried out. Such computer modelling requires the temperature fields or histories 

during welding as pre-requisite input which can be obtained either from actual 

measurement or computer simulation. The object of this thesis is to develop 

computational techniques which can be used to compute these temperatures. 

Experimental work on temperature measurement has also been carried out to provide 
data for the purposes of validating the computer models. A data acquisition system 

was successfully calibrated and used to record temperature histories of the plate 
during the welding process. Four experiments were carried out by joining 

rectangular plates of size 500 min by 250 min together with "V" weld-preparation 
configuration at various thicknesses. Thermocouples were affixed to the top and 
bottom surfaces of the specimen at locations just within or very near to the heat 

affected zone and at locations remote from the heat affected zone to record the 
temperature history during welding and cooling. 

Related analytical theories were studied and used to validate the finite element 
models. The method of superposing the effects of a number of instantaneous plane 
heat sources to the plates has been investigated and used successfully for the 
evaluation of the temperature history of the plates where the heat input varies with 
time. Finally, a computational technique to simulate the temperature history near to 

and remote from the heat source was successfully developed using ANSYS 8.0 finite 

element software and applied to three-dimensional transient models, three- 
dimensional steady state models and two-dimensional transient sectional models. All 
the simulated results were in good agreement with experimental measurements. 
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Nomenclature 

U welding speed 

Qmt net heat input to the plate in W 

V welding voltage 

I welding current 

P welding power which is VI 

17 welding heat input efficiency factor 

T. ambient temperature 

0 relative temperature after subtracted the ambient temperature 

(5 thickness of the plates, 

x co-ordinate in line with the travelling velocity and 

Y co-ordinate perpendicular to 6 and x. 

Pf QI. 
t net heat-flux input in J/m2 

t time in seconds 

a thermal diffusivity 

P density 
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Q'I heat-flux input in J/m2 

Q, heat loss through convection 

h convection heat transfer coefficients 

A surface area 

T, surface temperature of the conducting solid 

Tf fluid temperature 
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Nu Nusselt Number 

Gr Grashof number 

Pr Prandtl number 

Ra Rayleigh number which is the product of Grashof and Prandtl numbers 

Q. - heat transfer through radiation 

a Stefan Boltzmann constant (5.67 x 10-8 W/m 2 K) 

C emissivity of the surface 

T, large enclose temperature 

K thermal conductivity 

QV volumetric heat source 

QPI. OP heat due to the liquid metal in W 

Ap,., p cross-sectional area of the weld-prep 

hjb enthalpy of liquid metal at boiling point 

hi,, enthalpy of solid metal at ambient temperature 

Q. IC amount of heat due to welding arc in W 

q (r) heat flux distribution as a function of radius 

rH radius of the heat source 

r variable radius ranging from 0 to r,,, 
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Chapter I- Introduction 

Welding is the most predominant metal fabrication process. Some modem processes 

such as gas metal arc welding and hybrid laser welding are capable of high levels of 

automation. Fusion welding involves the application of heat to the materials being 

joined and the addition of filler metal to the weld-preparation in order to fuse the 

materials together. Distortions of the welded components arise, among other factors, 

as a result of non-uniform temperature distribution in the materials during the 

welding process. Due to the high temperatures involved, thermal stresses in parts of 

the component exceed the elastic limit during heating and permanent strains and 

residual stresses are left behind when the temperatures return to the ambient value. 

Such distortion is difficult to predict and this poses a significant problem to industry. 

In order to find solutions for such a problem, substantial experimental and computer 

modelling work on residual stresses and out-of-plane distortion analysis need to be 

carried out. Such computer modelling requires temperature fields or histories during 

welding to be obtained as pre-requisite input. This may be achieved either from 

actual measurement or computer simulation. It is the object of this thesis to develop 

computational techniques which can be used to predict these temperatures. The same 

techniques can also be used for studies of weld microstructure formation, grain 

structure of the weld, hardness of the weld, weld end cracking, hot cracking and cold 

cracking. 
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In the past, a key to modelling the temperature histories or distribution of the welding 

plate was provided by the analytical moving heat source theory which was first 

published in 1904 by Wilson [1]. Later, in 1938 Rosenthal [2] published with his 

own analytical expressions and applied them to the usages of welding. After 

Rosenthal, significant further contributions were made by several other investigators 

notably Wells [4], Barry et al. [7], Eagar et al. [13] and Adrian Bejan [20]. In general, 

the analytical theory cannot predict an accurate temperature field or history of a 

welded component because physical factors such as the non-linearity of the thermal 

physical properties have been neglected and the welding plate surfaces are assumed 

to be adiabatic. 

In recent years, due to advances in computational technology, the finite element 

approach is capable of solving complex transient non-linear heat flow problems. It 

can also account for surface heat loss via natural convection and radiation and the 

effects of latent heat during phase transformation. Convection loss can account for 

approximate 10% of the net heat input, while the radiation effect is more critical in 

the high temperature region close to the welding heat source and can account for 

about 9% of the heat input. Phase transformation occurs during melting and 

solidification of the weld pool. It also occurs during transformation of ferrite to 

austenite or austenite to ferrite at around 7000C for steel. 

Most studies in the past have been concentrated more on simulating the temperature 

histories or distributions in a plate where a weld is being deposited on the surface. 

This is not quite the same as joining two metal plates together. Since industrial metal 
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welding is mostly performed with a weld-preparation, it is essential to take the weld- 

preparation into account during the computer simulation. 

This project aims at developing computational techniques that can model the 

temperature fields near to the heat source and provide results which are as close as 

possible to experimentally measured temperatures by taking into account the actual 

weld-preparation. Therefore, it is necessary to carry out experiments to make 

temperature measurements at strategic locations in the welded plates in order to 

validate the computer simulation models. 

Since most of the serious out-of-plane distortions occur in thin plates, this project 

will focus on single pass, ývelding of thin steel plates. Thin steel plates usually need a 

weld-preparation and the most common weld-preparation for a single pass welding is 

the 'V' weld-preparation. This kind of weld-preparation normally has a gap of I to 

2 mm, in between the plates in order to obtain a fully penetrated weld. The root 

thickness of this type of weld-preparation is usually between I to 2.5 mm. to 

preventing bum-through during the arc welding. Ile angle of the 'V' weld- 

preparation is usually 300 to 40' so that it can produce a good fusion between the two 

plates. In addition, single pass welding of steel plates is usually possible up to a 

maximum thickness of 8 mm for gas metal are welding. The above considerations 

have been kept in mind during the design of the experiments. 

The present thesis is structured in the following manner. Chapter 2 presents a review 

of relevant published literature. Chapter 3 gives an account of the experimental work 
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that has been carried out to provide data for the purposes of validating the computer 

models. Chapter 4 describes the analytical, moving heat source theory, neglecting 

factors such as non-linear thermal physical properties and surface heat loss and 

shows how this can be implemented in finite element analysis. The techniques in 

Chapter 4 are then implemented in Chapter 5 to perform simulation where the factors 

neglected in the analytical theory are being taken into account. The inability of the 

simulation techniques in Chapter 5 to predict the top and bottom weld width is 

addressed in Chapter 6 where a distributed welding arc heat source is used and the 

weld-preparation is taken into account. Chapter 7 gives an overall discussion of the 

studies and Chapter 8 concludes the findings and gives suggestions for future 

development. 
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Chapter 2- Review of Literature Survey 

2.1 Introduction 

As mentioned in Chapter 1, out-of-plane welding distortion has been a persistent 

problem in welding industries. In order to analyse the residual stresses and out-of- 

plane distortion occur after welding, the temperature fields or histories during 

welding are needed as pre-requisite input for calculation purpose. An accurate 

modelling of the temperature fields or histories as pre-requisite input will provide to 

a better solution of the residual stresses or out-of-plane distortion which is useful in 

finding answers for such problems. 

This Chapter presents an account on the development of modelling welding 

temperature fields or histories. In section 2.2, a brief description on the development 

of analytical moving heat source theory is presented. Ilis is then followcd by a 

more detailed description on the development of computation techniques to simulate 

the temperature fields or histories during welding of plates in section 2.3. 

In the next section, an account of the experimental work on the measurement of 

welding thermal efficiency, weld pool shape, heat flux distribution during arc 

welding and weld pool surface temperature are presented. 
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Section 2.5 gives an overall discussion on the literatures survey. Lastly, section 2.6 

provides a summary on the overall view of current analytical theory and computer 

simulation. 

2.2 Analytical theory development 

The analytical theory of a moving heat source was first published in 1904 by Wilson 

[1]. This theory assumes either a point, a line or a plane heat source applied to a 

moving media where the moving media can be either a solid or a fluid and all the 

surfaces are adiabatic. In 1938 Rosenthal [2] provided analytical expressions and 

applied them to the usages of welding. After Rosenthal, significant further 

contributions were made by several other investigators. Mahla et al [3] developed a 

moving circular even heat flux heat source mathematical expression to predict the 

temperature history but the prediction gave too high maximum temperatures and 

excessive cooling rates. Wells [4] simplified Rosenthal's solution to an approximate 

expression to predict the net heat input to the weld metal during welding in terms of 

the average fusion zone width of a full penetration welding plate. Adams [61 also 

simplified the solution of line and point sources for the prediction of the peak 

temperature distribution and temperature history of a plate during welding. Barry et 

al [7] discovered that the heat flow along the welding direction is negligible and can 

be ignored for a welding speed as low as 10 inches/min through experiments in steel 

welding. 'Merefore, they proposed an instantaneous line source expression for the 

prediction of the temperature history and derived an expression to predict the peak 
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temperature at different locations. Eagar et al [13] modified Rosenthal's solution of 

a moving point heat source to a more realistic moving Gaussian heat source. Adrian 

Bejan [20] derived expressions for the moving point source and a line source with 

the heat flow along the welding direction neglected. Kasuya et al [21] derived 

comprehensive expressions by taking into account the surface convection due to a 

moving point source inside a welding plate. They also derived an expression for an 

instantaneous line heat source by taking into account the surface convection and 

neglecting the heat flow in welding direction. They also proposed an expression to 

calculate the temperature history of a preheated plate by taking into account surface 

convection. Kang et al [29] derived an instantaneous Gaussian distributed heat 

source expression to predict the fusion zone and heat affected zone sizes of welds 

deposited without a weld-preparation. 

2.3 Computer simulation development 

In recent years, due to advances in computational technology, the finite element 

approach has become capable of solving complex transient non-linear heat flow 

problems. It also can account for surface heat loss and the effects of latent heat due 

to phase transformation. 

In 1969, Pavelic et al [91 proposed a Gaussian heat source that takes the shape of 

normal distribution function according to measured heat flux distribution [32], the 

heat flux distribution of a welding arc took the shape of Gaussian. They also 
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proposed an in-plane shape function to predict the shape of a deposited weld pool in 

gas tungsten-arc (GTA) welding. They compared their 2D in-plane finite element 

adiabatic surface model results with experimental results and showed that the 

computed results agreed fairly well the experimentally measured temperatures. 

In 1975, Friedman [10] developed 2D transient sectional models for calculating 

temperature histories, with the heat flow in the welding direction neglected. In his 

model, a reference plane was established at some arbitrary position in the work piece. 

The Gaussian heat source was then moved through the reference plane using the 

relationship of time equal to travelled distance divided by velocity. The thermal 

physical properties of the models were extrapolated linearly to the melting 

temperature and no latent heat of phase transformation was included in the models. 

No heat loss to surrounding via convection and radiation was considered in the 

model and there were experimental results were provided to validate the models. 

Paley et al [I I] developed 3D transient models for calculating temperature histories 

and distribution of the actual weld and used Gaussian heat source for the models. 

They accounted for the non-linearity of the thermal physical properties and latent 

heat but left all surfaces in adiabatic condition. The actual deposited weld sectional 

profiles were compared with the simulation results and showed good agreement 

between them. However, no temperature measurements were given to verify the 

models. 

In 1978, Krutz et a] [12] constructed 3D transient models for calculating temperature 

histories and used Gaussian heat source for the models. They accounted for the non- 
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linearity of the thermal physical properties, latent heat of phase transformation and 

heat loss to the surrounding via constant values of convection and radiation in the 

models. They also used a conductivity enhancement of 0.4 cal/sec-cm-K (167 

W/mK) to simulate the weld pool stirring effect. They used other researchers' 

experimental temperature measurement to verify the model. Iley noted that the 

non-linear model was close to the actual welding conditions but should be used 

cautiously because the results were sensitive to arc radius and the thermal 

conductivity enhancement in the molten pool. 

In 1984, Goldak et al [151 proposed an arbitrary distributed heat source, namely a 

double ellipsoidal heat source, where the weld pool shape and size must be known 

beforehand. This beat source was distributed all over the known weld pool size and 

shape in order to simulate the weld pool size and shape. This source can only model 

the pool shape and heat affected zone correctly for thick plates with a weld just 

deposited on the surface of the plate (shallow penetration). Their simulation results 

of a thick plate finger penetration weld (deep penetration, shaped like a finger) did 

not compare well with their experimental results. 

In 1985, Moore et al [16] adopted the 'double ellipsoid' heat source for the deposited 

pool models with the thermal conductivity enhancement of 121 W/mK to simulate 

the weld pool stirring effect. They compared the analytically calculated cooling time 

of four different types of mathematical expressions with the computer simulated 

cooling time and experimental cooling time and showed that none of the analytical 

solutions could accurately predict the cooling time between 8000C and 500'C, and 
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cooling time between 1500'C and 100T. However, the finite element method of 

computing for cooling times were in reasonable agreement with measured cooling 

times. 

In 1988, Tekriwal et al [17] modelled the gas metal arc welding of aV prep-groove 

with no gap between the plates and no root face using a 3D transient approach. They 

simulated the filling up the V prep-groove with electrode metal during welding by 

adding elements at each time step correspond to filler metal action and used a 

Gaussian heat source for their model. They claimed that the predicted heat affected 

zone (HAZ) and fusion zone (FZ) were in close agreement with the experimental 

data. However, no experimental weld sectional profile was shown in the paper. 

In 1989, Pardo et al [191 used Rosenthal's equation to estimate the weld 

reinforcement width of the gas metal arc welding process and adopted a double 

ellipsoidal heat source for their 3D steady state computer simulation. T'hey 

accounted for the weld pool stirring effect by applying a conductivity enhancement 

of 400 W/m. K to the weld pool. They simulated the finger penetration profile of a 

depositing pool with no weld-preparation by varying the thermal conductivity in the 

weld pool in an anisotropic manner. Good agreement was obtained between the 

simulation results and experimental measurement. 

In 1993, Kamala et al [22] compared the temperature fields of a simplified 2D 

transient finite element sectional model with a 3D transient finite element model 

using a double ellipsoidal heat source and concluded that the error of the 2D transient 
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sectional model is negligible at a rate of 0.5 cm/s welding speed for a depositing 

weld. 

In 1994, Dighdc ct al [23] prescribed Gaussian temperature distribution to the weld 

pool of their 3D transient model to simulate the whole process of Tekken welding 

and used a conductivity enhancement of 121 W/mK to simulate the effect of 

convective weld pool. However, no experimental measurement was provided to 

validate their model. 

In 1998, Wahab et al [26] developed a new numerical approach, namely a 'split heat 

source model'. They adopted the approach of 'double ellipsoidal' heat source with 

an additional spherical volume below the ellipsoidal heat source to represent the 

impingement of the metal droplets in order to simulate the finger penetration profile 

of a depositing pool with no weld-preparation. 'Meir heat source dimensions were 

not known beforehand and were simply chosen to give the best fit to experimental 

results. They concluded that the simple 2D sectional and 3D steady state conductive 

heat-transfer models are adequate to simulate the gas metal arc welding process if a 

suitable representation of the welding heat source input is used. However, the weld 

pool lengths were under-predicted due to the failure of adequate compensation of 

convective flow, even though an artificial enhancement of thermal conductivity 5-10 

times normal level was applied to the molten material. 

In 1999, Murugan. et al [27] computed the 3D steady state models of 6 different 

manual metal arc welding conditions to predict the temperature histories by applying 
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square surface heat flux on top of the weld and a conductivity enhancement of 160 

W/mK was used to simulate the effect of weld pool stirring for depositing weld 

models. Their predicted and experimental temperature histories were reported to be 

in a good match of within 10% error. 

In 2000, Bonifaz [30] compared the Gaussian distribution heat source with the 

double ellipsoid heat source using simplified 2D transient finite element sectional 

model and observed that the double ellipsoid model is less sensitive than the 

Gaussian model for an application used to simulate substrate shock responses, in this 

case, the filler metal is deposited on the substrate in the weld interface direction. The 

heat from the electrode was suddenly applied to a small spot on a structure which 

produced an immediate shock response consisting of a very steep temperature profile 

in the immediate vicinity of the load. Therefore, he recommended simulation of the 

arc welding processes using Gaussian heat source. The conductivity enhancement 

used in his model to simulate the effect of weld pool stirring for a depositing weld 

was 175 W/mK. 

In 2002, Annedi et al [3 11 developed a 3D transient model, using double ellipsoidal 

heat source with heat input varying with time, to investigate pulsing current gas 

tungsten arc welding of depositing weld. No thermal conductivity enhancement to 

simulate the effect of weld pool stirring was reported. The simulated fusion zone 

was in good agreement with the experimental result. 
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In 2003, Wang et al [33] recognised that the double ellipsoidal heat source model 

depended very much on prior knowledge of the weld pool size and shape in order to 

account for its shape and size correctly in the models. Tbcy developed an algorithm 

to calculate the weld pool shape and size for a high energy beam welding model. 

This algorithm was developed from the simulation results of ten different welding 

parameters using 2D transient sectional models. However, no experiment was 

carried out to verify the developed algorithm. 

2.4 Experimental work 

2.4.1 Welding net heat input efficiency 

Christensen et al [81 measured the welding net heat input to the weld experimentally 

for solid wire gas metal arc welding and reported that the efficiency was from 66- 

69% for depositing weld. However, Easterling [14], reported that the net heat input 

efficiency of gas metal arc welding was in the range of 66 - 75%. 

Recently, DuPONT et al [24] measured the welding net heat input to the weld 

experimentally for gas metal arc welding and reported that the arc efficiency was 

within 80 - 88% in a random manner. 
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2.4.2 Weld pool heat flux distribution, shape and temperature 

Wu et al [32] measured the heat flux distribution of tungsten inert gas arc welding 

experimentally. Their measured results showed that the heat flux distributions were 

Gaussians distributed. 

Krans [18] measured the stationary weld pool surface temperature of GTA and 

reported the peak temperatures from 1950 'C to 2708 T. He concluded that the peak 

temperatures of the pool generally increase with welding current up to 150A (2708 

'C) but decrease when the welding current is finther increase to 200A (2215 'Q. 

Apps et al [5] investigated the heat flow in Argon Arc Welding for aluminium, lead, 

nickel, copper, and Armco iron and examined the theoretical predictions of weld- 

pool shape showing the shapes are narrower and more elongated than would be 

expected from theoretical predictions using Wells's [4] relationship. 

2.5 Discussions 

2.5.1 Analytical theory 

In general, these theories do not consider the latent heat of phase transformation, 

surface heat loss and the non-linearity of thermal physical properties. Therefore, the 

accuracy of the calculated results is not good enough for most industrial applications. 
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This is the reason for switching to computer simulation, using finite element method 

that can account of these neglected factors (i. e. latent heat, surface heat loss and 

non-linearity of thennal physical properties). 

2.5.2 Verification of the models 

In most of the papers [9,12,15,16 & 27], the models were verified using 

experimentally measured temperature histories or distributions. 'Mermocouples were 

affixed to the specimen at the locations of interest to measure the temperature history 

or distribution during welding and cooling. In some of the papers [11,17,19,26 & 

31] the models were verified by photographs of macrostructure on the weld sectional 

profiles where the heat affected zone (HAZ) and fusion zone (FZ) were visible. This 

is not a quite exact way of verifying the models since the FZ and HAZ lines vary 

quite significantly with the chemical composition of the steel and sometime the lines 

can hardly be seen. However, some papers [22,23,30 & 331 do not have 

experimental verification. 

2.53 Welding net heat input efficiency 

No references have been found where the welding net heat input efficiency has been 

determined experimentally for the purpose of computer modelling. Mostly, 

measured temperature histories or distributions are used as a reference to find a 

matching value of welding net heat input efficiency and make sure that this value is 

within the reported range of efficiency for that particular type of welding. 
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2.5.4 Gaussian beat source 

Due to lack of information on the heat flux distribution of other welding processes 

apart from tungsten inert gas welding, most of the papers [9,10,11,12,13,17,29 

301 assumed that the heat source for their models would be the same as in the 

tungsten inert gas welding process. 

In most of the papers [9,10,11,12,13,17,29 &3 0], the radius of the Gaussian heat 

source was roughly adjusted in their models to produce top weld widths that matches 

the experimental weld top widths. Ilis is not a quite exact way of adjusting the 

radius of the Gaussian heat source because the size of weld pool top width may be 

correct but the temperature fields near to the weld pool may not be as actual. 

2.6 Summary 

In general, the analytical theories of moving heat source predicted temperature 

histories and distributions are not accurate enough for most applications. This is the 

reason for switching to computer simulation as this provides more accurate results 

than the analytical prediction. 

In section 2.2 on computer simulation, most of the researches were found 

concentrated mainly on the simulation of depositing weld onto the surface of the 

Plate. Ibis is not quite the same as joining two metal plates together. Since 
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industrial metal welding is mostly performed with a weld-preparation, it is essential 

to take the weld-preparation into account during the computer simulation. 

Many papers [12,16,19,23,27 & 30] used an artificial conductivity enhancement 

ranging from 121 W/mK to 400 W/mK to simulate the weld pool stirring effect 

without any physical justification. It is therefore necessary to study the effects of 

these assumptions. 

Most of the authors verified their models using experimentally measured temperature 

histories or distribution. They used the measured temperature histories or 

distributions to find the fit values of the welding net heat input efficiency in order to 

produce similar temperature histories or distribution as the experimental measured 

temperature histories or distribution. 

In computer modelling [9,10,11,12,13,17,29 & 301, the radius of the Gaussian 

heat source was roughly adjusted to produce top weld width that matches the 

experimental top weld width. The way of adjusting the radius of the Gaussian heat 

source needs to be improved in order to produce more accurate temperature histories 

and distribution simulation. 
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Chapter 3- Experimental Work 

3.1 Introduction 

The main purpose of these experiments was to validate the computer simulation models. 

As reviewed in previous chapter, most of the papers [9,12,15,16 & 271 verified their 

models using the experimentally measured temperature histories or distribution. 

Thermocouples were aff ixed to the specimen at locations of interest to measure the 

temperature histories or distributions during welding and cooling. Some of the papers 

[11,17,19,26 & 31] veriflied their models by photographs of macrostructure on the 

weld sectional profiled where the heat affected zone (HAZ) and fusion zone (FZ) were 

visible. As discussed in Chapter 2, this is not a quite exact way of verifying the models 

since the HAZ and FZ widths vary quite significantly with the chemical composition of 

the steel and sometimes the lines in the HAZ can hardly be seen. In usual 

circumstances, the carbon content of the purchased mild steel plate can vary within the 

range of 0.06% to 0.25% and it is not feasible to check the carbon content of every 

purchased mild steel plate. Therefore, the method of measuring temperature histories at 

strategic locations was chosen to carry out this experimental work. Photographs of 

macrostructure on the weld sectional profile were also taken to compare with the 

computer simulation results in the later chapter. 
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In order to capture the transient temperature histories of the welding plates to a 

reasonably accuracy, the data acquisition logger and the thermocouples were calibrated 

within the temperature range required to perform these temperature measurement 

experiments. The thermocouple response was also checked to ensure that it would be 

able to respond to the kind of transients produced during the welding process. All these 

essential preparations prior to the actual experiments are presented in section 3.2. 

The experiments were carried out using flux-core wire Gas Metal Arc (GMA) welding 

process with ArC02 shielding. Four experiments were carried out by joining 2 

rectangular plates of the same size, 500 mm. by 250 mm, together with the same "V" 

weld-preparation configuration at various thicknesses, 3 mm, 4 mm, 6 mm and 8 mm. 

The fifth experiment was performed using an unusual weld-preparation, namely by 

depositing weld along a3 mm radius semi-circular cross-section slot located at the 

centre of a rectangular plate of size 160 mm. by 125 mm and 6 mm thick. The 

thermocouples were affixed to the specimen at the locations just within or very near to 

the heat affected zone (HAZ) to record the top and bottom temperature history and also 

at a distance from the heat affected zone to record the bottom temperature history during 

welding and cooling. Photographs of macrostructure on the weld sectional profile were 

also taken for the purpose of comparison with the computer simulation weld profile. 

Details on the experimental procedures were carried out and the experimental results are 

presented in section 3.3. 
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3.2 Setting up for experiments 

3.2.1 The temperature recording unit 

The measurement of temperature histories was done by placing type K thermocouples at 

the locations of interest and recording outputs using a data acquisition unit (From 

National Instruments Corp. ). This data acquisition unit is made up of a terminal block 

(SCXI-1300) where thermocouple wires are fixed and the rear end of the block is 

connected to a multiplexer that can multiplex up to 32 thermocouple channels with the 

signals amplified. Ibis multiplexer is then connected to a signal isolator (SCXI-I 100 

Chassis) with built in cold-junction compensation, isothermal connections, open- 

thermocouple detection and differential voltage measurement. The signal isolator is 

wired to a data acquisition board that is connected to one of the computer ports. The 

software used to control the acquisition was LabVIEWY" that allows the user to program 

a Virtual Instrument (VI), so called because the appearance and operation can imitate an 

actual instrument. The VI in use was modified from an existing VI in that computer to 

make it suitable for the use in this experiment with specific application that 

automatically records temperature on a Microsoft Excel spreadsheet. The full set up of 

the data acquisition unit is shown in Figure 3.1. 
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Figure 3.1 

Data Acquisition C)iii 

3.2.2 Calibration of the data acquisition logger 

The logger was calibrated by sending a number of different voltages to both the data 

acquisition unit and a calibrated digital thermometer at the same time using a voltage 

generator. Several temperature points were covered to obtain the temperature range 

required for the experiment. The results have been plotted into graph in order to obtain 

an approximate equation of the graph as shown in Figure 3.2. This equation was then 

used in the LAVIEW'ý program as a function to correct the errors of the data logger. 

Figure 3.3 shows the block diagram of the VI and the places to input the equation. 
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3.2.3 Thermocouple verification 

Type K loose wire type of thermocouple was chosen for the use in the experiments 

because it is low cost and able to measure in the range of -200"C to +120011C with fast 

response times and high sensitivity (approx 41 gV/C). 

The welded thermocouples can be calibrated against a series of known temperature 

values. These sources of known temperature can be ice melting at O'C, water boiling at 

I OOC. Table 3.1 shows fixed points defining ITS-90 over the range -200 to II OOOC. 
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Table 3.1 

FIXED POINTSDEFTVING 17S-90 OVER THE RANGE -2000C TO H000C 

FIXED POINT PHYSICAL PROPERTY TEMPERATURE (C) 

Argon Triple Point -189.3442 

Mercury Triple Point -38.8344 

Water Triple Point 0.010 

Gallium Melt Point 29.7646 

Indium Freeze Point 156.5985 

Tin Freeze Point 231.928 

Zinc Freeze Point 419.527 

Aluminium Freeze Point 660.323 

Silver Freeze Point 961.78 

Gold Freeze Point 1064.18 

The temperature range need to verify in order to run the experiments is from 100'C to 

800T. 'Merefore, the boiling point of water at 100T, the freeze point of tin at 

231.928'C, the freeze point of zinc at 419.527C, the freeze point of aluminium at 

660.323'C and the freeze point of silver at 961.78'C were chosen. 
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3.2.3.1 Measurement of temperature at water boiling point 

The water in an electric kettle with a thennocouple dipped in it was heated up to the 

boiling point for a while before letting it cool. This thermocouple was connected to the 

data acquisition unit to record the temperature of the water boiling point. The recorded 

temperature of the water boiling point is shown in Figure 3.4. 
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Figure 3.4 

Water boil at 100 OC 

3.2.3.2 Measurement of temperature at metal freezing point 

The metal to be measured was heated up to its molten form in a closed furnace. A 

thermocouple was then dipped into the molten metal and the metal was allowed to freeze 
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by keeping the furnace door open. The measured freezing points of tin, zinc, aluminium 

and silver were shown in Figures 3.5,3.6,3.7 and 3.8 respectively. 
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Aluminiumfreeze at 659'C 
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Silverfreeze at 958'C 

Table 3.2 

The errors of thermocouple 

m so 70 

Materials Standard Fixed points 
CC) 

Measured Fixed points 

(OP 

Errors 

(00 

Water 100 100 0 

Tin 231.928 230 -2 

Zinc 419.527 419 -0.5 

Aluminium 660.323 659 -1 

Silver 961.78 958 -4 

Table 3.2 shows that the largest error of the thermocouple is -2 T at 231.928 OC which 

is still considered as accurate enough for conducting the welding temperature 

measurement experiments as it is less than 1% in error. 
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3.2.3.3 Measurement of the response time of thermocouple 

The thermocouple response time was measured by jabbing a thermocouple with a head 

approximately 1.2 mm in diameter into a red hot fire rated brick which had just been 

taken out from a red hot furnace. This thermocouple was connected to the data 

acquisition unit to record the response time at intervals of 0.01 sec. I'lie recorded 

response time is shown in Figure 3.9. Considering the thermocouple as a first order 

system, the time constant can be obtained as an elapsed time when the output is 63.2% 

of the step input and it is found to be 0.1 second. Ibis ensures that similar 

thermocouples will be able to respond to the kind of transients produced in this work 

during the welding process carried out. 
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Measured temperature response curve to a step input 

3.2.4 The Test Specimen 

The material used for the experiments was EN 10025 S275 low carbon steel in the form 

of plates of 3 mm, 4 mm, 6 mm and 8 mm thickness. The plates were cut to the desired 

size and the weld-preps were machined. The run-on and run-off plates were then welded 

onto each end of the specimens. Figure 3.10 shows a completed specimen of 4 mm 

thick plate, is ready for welding. The detailed dimensions of the weld-preparation and 

the width of the root gap are presented in section 3.3.1 onwards. 
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The compleledspecimen 

3.2.5 Fixing of thermocouples 

The thermocouples used to record the temperature histories of the specimen on the top 

surface near the heat source were attached by drilling holes from the bottom of the plate 

to a depth of almost right through leaving 0.3 to 0.4 mm of material and tack welding 

thermocouples into the drilled holes. This was done to avoid the arc high radiation and 

spatter from damaging the thermocouples during the welding process. The 

thermocouples that were used to record the bottom surface temperature histories of the 

specimen were attached by just tack wclding them on the surface of the plate. Figure 

3.11 shows a picture of the thermocouples in position. 
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Figure 3.11 

Thefixed up thermocouples 

S. 

The soundness of thermocouple attachments was then checked by testing the continuity 

of the welded junctions with a multi-meter. Further verification was made by heating up 

the thermocouples with a lighter flame to a high temperature and displaying the reading 

using a digital thermometer. 
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3.3 Welding Experiments 

The tests were carried out using the Gas Metal Arc (GMA) welding process, in this case 

using an electrode made of consumable 1.2 mm diameter flux-cored filler wire, is fed 

continuously (NITTETSU SF-IA from Nippon Steel Welding Products & Engineering 

Co., Ltd). The shielding gas used for the process was a mixture of carbon dioxide (20%) 

and argon. The weld-head was fixed at the centre of the machine and the bench-traverse 

was used to move the specimen at a constant velocity during the welding process. The 

specimen was supported using four small metal posts under each comer. In this way, 

both the top and bottom surfaces of the specimen were exposed to the laboratory 

ambient conditions and only negligible heat was conducted from the specimen by the 

support posts. The full set up of the welding equipment is shown in Figure 3.12. The 

GMA welding machine was supplied by BAE Systems and the welding test rig was 

modified from a milling machine existing in the workshop. 
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Figure 3.12 

Welding experiment set- up 

The optimum welding parameter settings were determined by welding a selection of test 

specimens with a variety of settings including voltage, current, travelling speed, and 

weld-preparation sizes. The final welding parameters were then used for the actual 

experiments. 

The experiments were conducted via the following procedure: 

1. Cut the plates to required size 

2. Tack-weld the run-on and run-off plates onto the specimen 

3. Mark the thermocouple positions 

4. Drill holes for the top thermocouple positions 

5. Tack-weld the thermocouples onto the plates 
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6. Check for the soundness of thermocouples 

7. Place the specimen on to the test rig 

8. Adjust the top surface of the plate to produce a constant gap of 6mm, away from 

the welding head 

9. Align the weld-prep with the travelling path of the welding head 

10. Position the welding head at the run-in plate 

11. Connect the thermocouples to the data acquisition unit 

12. Check for the soundness of thermocouples a second time 

13. Set the VI to the correct settings 

14. Switch on the welding machine and start welding 

15. When the welding head reaches the main plates, start the temperature recording 

16. Stop welding when the welding head reaches the run-off plate 

17. Leave the specimen to cool to about IOOT and stop temperature recording 

18. Check the recorded temperature history for defects 

19. If not satisfied with the results, repeat test with a new specimen again and again 

until satisfactory results are met 

3.3.1 Welding parameters and configurations 

Table 3.3 shows a summary of the welding parameters use for Experiment I to 5. The 

plate thicknesses were shown in the second column. In the third column, the 

configuration of weld-preparation for Experiment 1,2,3 and 4 was "V" weld- 

preparation of I mm gap, I mm root and 300 inclined angle. ne weld-preparation for 
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Experiment 5 was a3 mm radius semi-circle cross-sectional slot. The detail 

configuration of the weld-preparation for Experiment 1,2,3,4 and 5 were shown in 

Figure 3.13,3.15,3.17,3.19 and 3.21 respectively. The fourth, fifth and sixth columns 

show the welding voltage, current and speed respectively. The last column shows the 

calculated gross energy input to the plates for one millimetre length. 

Table 3.3 
A summary of the welding parameters of various experiments 

Experiment Plate 
thickness 

(MM) 

Weld- 
preparation 

Voltage 

(v) 

Current 

(A) 

Speed 

(MM/s) 

Gross 
energy 
input 

(J/MM) 

1 4 V 16.5 160 5 528 

2 6 V 23.7 212 5 1005 

3 8 V 22.7 236 3.33 1623 

4 3 V 15 130 5 390 

5 6 U 16 150 5T 480 

The dimensions of the specimen and thermocouples positions for Experiment 1,2,3,4 

and 5 were shown in Figure 3.14,3.16,3.18,3.20 and 3.22 respectively where TI and 

T7 are the top thermocouples positions and the rest are bottom thermocouples positions. 

It should be noted the thermocouple position, TI of Experiment 5 is nearer to the weld 

than other experiments. It should also be noted that Experiment 4 and 5 were additional 

experiments. Experiment 4 was done to consolidate the range of plate thickness used in 

the experiments and also to be sure that the overflow of the weld would not affect the 
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temperature modelling of the plate. Experiment 5 was done to see the differences in 

computer modelling between two different types of weld-preparation. 

Imm 

4mm 

Figure 3.13 
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Figure 3.14 

Dimensions ofthe weld specimen and thermocouple positionsfor 4 mm thickplate 
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Dimensions ofthe weldspecimen and thermocouples positionsfor 6 min thickplate 
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Figure 3.18 
Dimensions ofthe weld specimen and thermocouples positionsfor 8 mm thickplate 
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Dimensions ofthe weld specimen and thermocouples positionsfor 3 min thickplate 
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Figure 3.21 
Configuration of the semi-circle cross-sectional weld-preparationfor 6 mm thickplate 
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Dimensions ofthe weld specimen and thermocouples positions ofthe semi-circular 
cross-section weld-preparation 
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3.3.2 Experimental measurements and results 

Table 3.4 
A summary of the experimental measurements and results 

Experiment Ambient 
temperature 

(OC) 

Duration 
of 

recording 
(sec) 

Recording 
Intervals 
per data 

(sec) 

Distance 
from weld 
centreline 

(MM) 

Top peak 
temperature, 

TI & T2 
(OC) 

Bottom peak 
temperature, 

BI &132 
(OC) 

1 24 400 1 6.5 713 & 733 647 & 654 
2 19.4 400 1 8 781 & 748 720 & 680 
3 18.2 400 1 8.5 814 & 812 712 & 724 
4 20 300 1 5 895 & 916 791 & 812 
5 23 150 0.5 4 or 5 1096 & 686 498 & 496 

Table 3.4 shows a summary of the experimental measurements and results. The second 

column of this table provides a list of the measured ambient temperatures. The duration 

of recording for each experiment was presented in the third column. The forth column 

shows the temperatures were recorded at intervals of I second for Experiment 1,2,3 and 

4 except Experiment 5 was recorded at intervals of 0.5 second in order to capture the 

fast rising and cooling temperatures at location TI which is 4 mm from the weld 

centreline. The fifth column provides a list of positions where the peak temperatures of 

TI, 17, BI and B2 were measured. The sixth column presents the experimentally 

measured top peak temperatures. It should be noted the measured peak temperatures at 

location TI of Experiment 5 is higher because the location TI is only 4 mm from the 

weld centreline. The last column shows the experimentally measured bottom peak 

temperatures. All the measured peak temperatures are within the thermocouple 

verification range except the peak temperatures at location TI of Experiment 5 was out 

of the thennocouple verification range. However, the accuracy of this out of range 

measurement may be verified when it is compared with the computer generated results. 
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The recorded temperature histories and the photographs of macrostructure for 

experiment 1,2,3,4 and 5 were shown in Figure 3.23,3.24,3.25,3.26 and 3.27 

respectively. It should be noted that for low carbon steel, the full transformation to 

austenite occurs roughly at temperatures above NOT but below melting temperature 

and the full transformation to ferrite occurs approximately at temperatures below 700T. 

Partial recrystallization occurs between these two temperatures during which both 

austenite and ferrite are present. 'nese photographs of the weld macrostructure show 

the dimensions of the weld widths. They also show the top and bottom width of the 

approximate NOT peak temperature lines in the heat affected zone except Figure 3.27 

of experiment 5. The -800'C peak temperature lines are not obvious in Figure 3.27 

instead the -700*C peak temperature lines are visible. It should be noted that the 

measurements of the top and bottom width of the heat affected zone were only rough 

measurements because the lines in the heat affected zone may sometimes be unable to be 

seen or very unclear. T'he little lime coloured dots in the photograph of the 

macrostructure were to indicate the thermocouples positions of TI, 12, BI and B2 where 

TI and T2 were top thermocouples positions and BI and B2 were bottom thermocouples 

positions. 
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The experimental results of 6 mm thick plate with a"V" weld-preparation 
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The experimental results of 8 mm thick plate with a"V" weld-preparalion 
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3.4 Conclusion 

Table 3.5 
An Overall summary of the welding experiments 

Experiment Plate 
thickness 

(MM) 

Voltage 

(v) 

Current 

(A) 

Speed 

(mm/s) 

Distance 
awayweld 
centreline 

(MM) 

Top peak 
temperature, 

TI &T2 
(OC) 

Bottom peak 
temperature, 

BI &B2 
(OC) 

1 4 16.5 160 5 6.5 713 & 733 647 & 654 
2 6 23.7 212 5 8 781 & 748 720 & 680 
3 8 22.7 236 3.3 8.5 814 & 812 712 & 724 
4 3 1 =130 5 5 895 & 916 791 & 812 
5 6 16 1 150 5 4&5 1096 & 686 498 & 496 

Table 3.5 shows an overall summary of the welding experiments. These temperature 

measurements possibly incurred errors which are very difficult to avoid or unavoidable. 

For examples, fixing the thermocouple onto the plate require extra care in the 

thermocouples positioning as very little mispositioning will result in a large error in the 

peak temperature measurement. The welding head travelling path alignment with the 

weld-preparation is equally important as fixing of thermocouple; very slight 

misalignment may result in a large error. The adjustments for the top surface of the 

plate to produce a constant gap of 6 mm away from the welding head are not as 

important as the above because most of the time the plate is not flat but still produce 

quite good experimental results. Errors such as the built-in crrors of K type 

thermocouple, the built-in backlash of the milling machine resulted in a non-constant 

travelling speed, noisy environment contributing noise to the temperatures reading, as 

well as beat conducting away from the thermocouples, the run in and run off plates, the 

four supporting posts and the metal clip clamp seem to be not significant because these 
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are all small errors compare to errors committed by thermocouples mispositioning and 

welding path misalignment. 

In spite of these possible errors, in overall, all the experimental results are realistic 

enough to be used for verifying the computer models. The accuracy of the out of 

calibration range measurement in Experiment 5 can only be verified when it is compared 

with the computer generated results. 
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Chapter 4- Analytical Moving Heat Source Theory and 
Validation of Finite Element modelling 

4.1 Introduction 

As mention previously in section 2.2, analytical methods for prediction of 

temperature distribution due to the welding process have been examined in 

considerable detail in the past. The moving heat source analytical theory was first 

published in 1904 by Wilson [1]. This theory assumes either a point, a line or a 

plane heat source in a moving media which can be either a solid or fluid. In 1938 

Rosenthal [2] provided analytical expressions and applied them to the usages of 

welding. After Rosenthal, significant further contributions were made by several 

other investigators notably Wells [41, Barry et al [71, Eagar et al [131 and Adrian 

Bejan [20]. In general, the analytical theories of moving heat source assume that the 

heat losses from the surface by convection and radiation are negligible. These 

methods also generally neglect the effects of latent heat (or enthalpy of fusion) due to 

phase transformation and non-linearity of the thermal physical properties. Most of 

the expressions in these theories were derived analytically from the general 

conduction equation. 

The determination of the temperature field of a welding plate during the welding 

process is generally a three-dimensional (31)) transient problem involving surface 

heat losses and non-linear thermal physical properties. To this end, there is still no 

analytical solution for such a complicated problem. 'Mcreforc, assumptions are 
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needed to be made in order to simplify the problem into one that can be solved 

analytically. 

Section 4.2 explains how a three-dimensional heat flow transient problem of welding 

plates can be simplified to a three-dimensional heat flow steady-state problem. 

Section 4.3 shows the way of simplifying a three-dimensional heat flow steady-state 

problem to a two-dimensional (21)) heat flow steady-state problem for full- 

penetration welds by neglecting several factors. Section 4.4 explains how a two- 

dimensional heat flow steady state problem for full-penetration welds can be 

converted into a one-dimensional transient problem by adding a further assumption. 

A finite element model was developed and the results were compared with the 

analytically calculated results for an instantaneous plane heat source [20]. Since an 

instantaneous plane heat source is not realistic in actual situation, section 4.5 

explains how to cater for a heat source that takes a certain time to release energy to 

the plate at a constant rate. T'he analytical solution was compared with the finite 

element solution. In an actual situation the heat input rate is not constant, and section 

4.5 also demonstrates the evaluation for the case of a rainp heat input and compares 

the analytically calculated solution with the finite element solution. Good agreement 

between analytical and numerical solutions will serve as a positive verification of the 

finite element implementation techniques. 
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4.2 Simplification from a three-dimensional transient heat flow 

problem to a three-dimensional steady state heat flow problem 

When a plate is heated by a source of heat moving along its surface, the temperature 

at any particular location in the plate varies with time and the determination of the 

temperature field is generally a three-dimensional transient problem. However, if the 

heat source is moving at a constant speed in a straight line, a temperature distribution 

pattern is developed in the plate material. The generated pattern, like a 'footprint', 

becomes established and moves with the heat source. This 'footprint' is shown in 

Figure 4.1 and appears to be stationary and remains constant to an observer moving 

with the heat source. 'Mus by considering the heat source to be stationary with the 

plate moving at a constant speed, the problem can be converted into a steady state 

one. There are analytical solutions for the determination of the temperature field for 

such a problem. These methods mainly rely on the steady state condition where 

temperature does not vary with time but may vary in the X, Y and Z directions. In 

the analytical theory, the heat source is often treated as a point moving along the 

plate surface and the temperature is not uniform across the thickness of the plate. in 

welding practice, non-full penetration welds (see Figure 4.2) produce temperature 

patterns similar to that shown in Figure 4.1. 'Ibus; this type of welding can be 

modelled by a moving point heat source. 
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A steady state temperature contour ofa movingpoint heat source 
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Figure 4.2 

A non-full penetration weld where temperature is not uniform across the thickness 
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4.3 Simplification from a three-dimensional steady state heat flow 

problem to a two-dimensional steady state heat flow problem 

For joining thin plates together by welding, it is often desired to have a full 

penetration weld so that the joint will be stronger. In such cases, as illustrated in 

Figure 4.4 the temperature distributions at the top surface, at the bottom surface and 

in the plate are almost identical during the welding process and the three-dimensional 

heat flow steady state problem can be further simplified to a two-dimensional steady 

state heat flow one. 11in plates with full penetration weld can therefore be modelled 

by a moving line source which produces a temperature pattern similar to the one 

shown in Figure 4.3 where the temperature varies only along the X and Y directions. 
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Figure 4.3 

Z\ 

A steady state temperature contour ofa moving line heat source 
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Figure 4.4 

A full penetration weld where the temperature is almost uniform across the thickness 

4.4 Simplification from a two-dimensional steady state heat flow 

problem to a one-dimensional transient heat flow problem 

If the heat source is moving at a sufficiently high speed, heat conduction in the 

longitudinal direction can be neglected according to [7,20 & 10]. Ibc thin plate 

with full penetration welding can then be modelled analytically in terms of a moving 

line source using equation 4.1 which has been derived by assuming no heat 

conduction in the longitudinal direction. Figure 4.5 illustrates the temperature 

contour of this type of model which produces no temperature contour up-stream of 

the moving heat source. 
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A temperature contour ofthe moving line source with no heatflow in X direction 

The relative temperature distribution for a moving line source in between the edges 

of two plates is [20]: 

O(X, Y) = 
Q,,, /8 exp 

UY I 
2pC(; rUax)"2 4ax) 

(4.1) 

where 0 is T-T,, and T,, is the ambient temperature, Q,,,, is the net heat power input, 

a is thermal diflusivity, U is the travelling velocity of the line source, 45 is the 

thickness of the plates, x is co-ordinate in line with the travelling velocity and y is co- 

ordinate perpendicular to t5 and x. 

55 



Substituting x1U =t and Q,,,, 1TJJ = Qj " into equation (4.1) gives: 

0(y, t) =-Q. ef "*' 
(-y2) 

(4.2) 
2pC(1,. t)11'2 

eXP 4at 

where Q,,,, " is the heat-flux input in J/rn2 and t is time in seconds. in terms of 

welding, Q,,., " is equal to the welding net power input per unit plate thickness 

divided by the welding speed. 

This expression of equation 4.2 is often referred to as an instantaneous plane heat 

source in the analytical theory where all the heat is released at time =0 into the edges 

between two plates of a unit length as illustrated in Figure 4.6. Ile equation gives 

the temperature history in a cross-section of the plate normal to the plane source. 

The above discussion shows that the temperatures for a 2D steady-state analysis due 

to a moving line source can be obtained from the results of aID transient calculation 

due to an instantaneous plane source by making use of some simple relationships 

between distance and time, and between energy and heat power. Ilis has the 

obvious advantage of computational efficiencY as if is a one-dimensional rather than 

a two-dimensional analysis. In practice, the above technique of transforming results 

from one form to another can be applied to convert the temperature distribution along 

the weld of the 3D steady state model into the temperature history at any location 

normal to the weld and vice versa, as will be demonstrated in the next chapter. 
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Figure 4.6 

A temperature contour of the instantaneous plane heal source 

4.4.1 Comparison with finite element model 

A two-dimensional transient finite element model was developed using ANSYS 

software for verification against the results obtained from the analytical 

instantaneous plane source equation (4.2). The element type chosen to perform the 

2D transient simulations is 'PLANE55'. PLANE55 has a 2D thermal conduction 

capability and has four nodes with a single degree of freedom, namely temperature, 

at each node. The element is applicable to 2D transient thermal analysis. 
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Although the modelling was done using a two-dimensional transient finite element 

model, the heat flow was still one-dimensional as the applied heat-flux was uniform 

across the thickness and all the surfaces were assumed to be adiabatic. This model 

only considered the left hand plate as the weld centreline plane was assumed to be 

adiabatic. This model took only about I minute to run. 

In this model, the heat source was applied as heat-flux at the centreline plane for 

Ix 10-60 second in order to simulate the instantaneous plane source where all the heat 

is released at time =0 in equation (4.2). Figure 4.7 shows a temperature contour plot 

of the model at time = 140-60 seconds and Figure 4.8 shows a similar plot after 

0.1002 seconds when the temperature has spread further away from the centreline. 

Table 4.1 presents the welding parameters that were used for both analytical and 

finite element calculations. The thermal physical properties were assumed to be 

constant 

Figure 4.9 shows a comparison of temperature histories between analytical and finite 

element solutions. Ile computer simulated temperature histories matched very well 

the analytical calculated temperature histories, and the finite element model can be 

regarded as being validated. 
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Table 4.1 
Input parametersfor both analytical andfinite element calculations 
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Figure 4.7 

A temperature contour plot qf the model at time =Ix 10-60 seconds 
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A temperature contour plot of the model at time = 0.10022 seconds 
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A comparison between analytical andfinile element calculated temperature histories 
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In order to test the effect of time needed for representing an instantaneous heat 

source to release its heat, a number of time durations were tested using finite element 

modelling. The results of finite element modelling show that a time of I x10-60 

seconds, which is the minimum permitted for use in ANSYS software was able to 

simulate the instantaneous effect of the analytically derived plane heat source. As 

shown in Figure 4.10, using time equal to one millisecond and one microsecond for 

its heat to release, the temperature histories at locations nearer to the centreline were 

lower than the theoretical solution while the temperature histories at locations further 

away from the centreline agreed reasonably well with the solution of the analytically 

derived plane heat source. 
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4.5 Effect of finite time to release the heat to the plates on a 

one-dimensional transient problem 

In actual welding situations, the heat source takes a finite time to release its heat to 

the plates and the heat input rate may also vary with time. In order to be sure that the 

finite element model is capable of modelling such cases correctly, two cases were 

considered to verify the model. In the first case, the heat source was considered to 

take one second to release its heat to the model at a constant rate. In the second case, 

the time taken for the heat source to release the same amount of heat was the same as 

the first case but the heat input to the plate was applied as a straight line ramp 

starting from zero time. 

Adrian Bejan [20] has used the method of superposing the effects of a number of 

instantaneous heat sources to derive expressions of persistent heat sources (i. e. 

continuous constant supply of heat). The method of superposing the effects of a 

number of instantaneous plane heat sources (equation 4.2) is used in this section for 

the evaluation of the temperature history where the heat source takes a certain time to 

release its heat to the plates. 'Me basic idea behind this superposition procedure can 

be illustrated by considering again the plane source geometry (see Figure 4.6). 

Assume that at time I=0, the plane y=0 receives the per-unit-area, (JIM) heat input 

Q0 "; at a subsequent time when t= t', the plane y=0 receives another per-unit-area 

heat input Q, "; at a subsequent time when t=t" the plane y=0 receives another per- 

unit-area heat input Q2" and so on until all the heat is released. 
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4.5.1 First case - constant heat input rate 

Assume that the heat source takes one second to release the same amount of heat 

(Q,,,, ") to the plates as the instantaneous heat source model and let the release of heat 

begin at time I=0 second and ends at time I=I second at intervals of 0.1 second. 

The heat input to the plate at every 0.1 second is constant, that is Q0 "= Q/ "= Q)2 "= 

Q3 Q)4 Q5 (Q6 Q7 Q8 Qq Qio 11. The temperature 

history due to each instantaneous heat input is shown in Figure 4.11. The resultant 

temperature at any time due to multiple heat inputs is obtained by adding the 

temperatures at that time due to these heat inputs. For example at time =0s, 0= 000; 

at time = 0.1 s, 0= Olo + 011; at time = 0.2 s, 0= 020 + 1921 + 022; at time = 0.3 s, 0= 

030 + 031 + 032 + 033 and so on. After evaluating it for 10 seconds, the relative 

temperature history (0) was obtained as shown in Figure 4.12. 
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An illustration (! f superposition procedure of1he multiple instantaneous heat sources 
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The relative temperature history, 0 

4.5.1.1 Comparison with finite element model 

In the previous section 4.4.1 a two-dimensional transient finite element model was 

developed to simulate the instantaneous plane source where the heat source was 

applied as heat-flux at the centreline plane for Ix 10-60 second in order to simulate the 

instantaneous plane source. That model is now used in this section with the heat-flux 

application time changed to I second but the heat energy input to the plate remained 

the same. The input parameters for the model in this section are the same as the 

previous model which was presented in Table 4.1. 
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The comparison of temperature histories between the superposition solution and 

finite element solution is presented in Figure 4.13. The computer simulated 

temperature histories almost coincide with the temperature histories obtained from 

analytical method of superposing the effects of a number of instantaneous heat 

sources. This shows the validity of the finite element model for a constant heat input 

model. This also shows that the time interval used in the superposition calculation 

were small enough to provide a reasonably good solution. 
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Comparing the analytical superposition withfinite element temperature histories 
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4.51 Second case - Straight line ramp heat input rate 

In this case, the heat source is assumed to take one second to release the same 

amount of heat (Q,,,, ') to the plates in a straight line ramp manner, i. e. it ramp up 

from time t=0 see to time t=I sec in intervals of 0.1 sec. The heat input to the 

plate at every 0.1 seconds keep on increasing that is Qo "=0, Q, = 1155Q "V Q2 "= 

2155Q", Qj" = 3155Q", Q4" = 4155Q", Qj" = 5155Q", Q6" 6155Q"%. Q7" = 

7155Q"'P Q8" = 8155Q", Qq" = 9155Q", Qlo" = 10155Q". Figure 4.14 shows the 

relative temperature history chart after applying the superposition procedure of the 

multiple instantaneous heat sources to this case. Using the same way in evaluating 0 

for 10 seconds, the relative temperature history (0) was obtained as shown in Figure 

4.15. 
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An illustration ofsuperposition procedure of the multiple instantaneous heat sources 
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4.5.2.1 Comparison with finite element model 

The two-dimensional transient flafite element model used to simulate constant heat in 

section 4.5.1 is used in this section but the heat-flux application was being changed 

to a ramp heat input. Ile heat input ramps up from zero in straight line manner. The 

application time and heat energy input to the plate remain the same as the previous 

constant heat-flux model. 

The comparison of temperature histories between the analytical superposition and 

finite element model of ramp heat input is shown in Figure 4.16. Ile computer 

simulated temperature histories agree very well with those obtained from the 

analytical method of superposing the effects of a number of instantaneous heat 

sources. This also verifies that the finite element model is correctly implemented for 

the ramp input heat source. The techniques developed for the ramp input will be 

used for variable heat inputs in 2D transient sectional modelling in Chapter 6. 
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Comparing the analytical superposition wilhfinile element temperature histories 

4.6 Conclusion 

This chapter has demonstrated how a three-dimensional transient heat flow problem 

of welding plates can be simplified to a three-dimensional steady-state one and then 

further simplified to a two-dimensional steady state one for full-penetration welds. 

The two-dimensional steady state heat flow problem for full-penetration welds can 

then be simplified to a one-dimensional transient heat flow one by assuming no heat 

flow in the welding direction. It has also demonstrated that the method of 

superposing the effects of a number of instantaneous plane heat sources (equation 

4.2) can be used to calculate the temperature history of the plates. This method has 

been applied for both the constant heat input and a ramp heat input, and the 
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calculated temperature history for both cases were shown to agree well with the finite 

element solutions. This good agreement verifies that the finite element technique 

has been coffectly implemented. 
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Chapter 5- Preliminary Finite Element Simulation of the 

Welding Process 

5.1 Introduction 

It was noted in previous chapter that the analytically calculated temperatures are not 

sufficiently accurate due to neglect of heat losses from the surfaces of the plates, the 

effects of latent heat due to phase transformations and non-linearity of the thermal 

physical properties. In addition, it was observed that there is no analytical solution 

for the determination of a three-dimensional transient temperature field in a plate 

during welding. T'he finite element method is on the other hand capable of treating 

such complexities and take account of other neglected factors. For full penetration 

welds in thin plate, where the temperature is almost uniform across the thickness 

during the welding process a moving line heat source may be assumed. With finite 

element simulation, it is possible to apply volumetric heat generation instead of using 

a non realistic line heat source. 

A three-dimensional transient finite element simulation was carried out to study the 

temperature distribution and history during the welding process and the results are 

presented in Section 5.4. 
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In Section 5.5, a three-dimensional steady state finite element simulation is 

described. In addition, the steady state model was extended to three times of its 

original length to provide a longer temperature history. 

A two-dimensional transient simulation was carried out to study the temperature 

history during the welding process. This simulation was performed by assuming that 

heat conduction only occurs normal to the heat source as mention in previous 

chapter. The results of this model are presented in Section 5.6. 

'Me experimental temperature histories published by Lee et al [35] arc also use in 

this chapter. For the sake of completeness, the details of the experiment are described 

in Section 5.2. 

5.2 Experiment 

The size of each plate used for this experiment was 200mm x 75mm x 6mm thick. 

The gap between the plates was 2mm. The welding parameters used were: Voltage = 

20 volts, Cuffent = 160 amps, welding speed = 266 nun/min. Ile weld run took 45 

seconds and the ambient temperature was measured as 25'C. The specimens were 

supported widi insuMon blocks under each comer. In this way, both the top and 

bottom surfaces of the specimen were exposed to the laboratory ambient conditions. 

15 K-type thermocouples were force-fitted into one of the specimens, halfway 

through the thickncss. Thc thcrmocouplc pasitions arc shown in Figurc 5.1. 
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Temperatures from the thermocouples were recorded using a computer with Data 

Acquisition (DAQ) hardware. 

Edge to be welded 

Figure 5.1 

Dimensions (in mm) ofweld specimen and thermocouples locations 
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5.3 Boundary conditions and properties used for the models 

53.1 Heat Input Efficiency factor 

The energy losses from the heat source are usually taken into account by an 

efficiency factor ? 1, defmed as, ?I=Q.,, IP, where g., is the net power received by the 

weld and P is the welding electrical power. 

Easterling [431 reported Metal Inert Gas welding net heat input efficiency factor was 

reported to be in the range of 0.66 to 0.75. The appropriate net heat input efficiency 

factor for all the models in this chapter was found to be 0.74 which is within the 

reported range. Therefore, the useful power supplied to the weld was 74% of 

320OW, namely to 2368 W. 

53.2 Surface heat loss by Natural Convection 

During the welding process, there is heat loss to the surrounding from surfaces by 

natural convection and radiation- Natural convection describes heat loss to the 

surrounding fluid when warm, less dense fluid rises and cold, more dense fluid sinks 

under the influence of gravity. A convection coefficient h can be defined by 

Newton's law of cooling as: 

Q, =M (7; - Td 
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where Q, is the heat loss through convection, h is the convection heat transfer 

coefficient, A is the surface area, T, is the surface temperature of the conducting solid 

and Tf is the fluid temperature. 

532-1 Evaluation of Heat Transfer Coefficients 

Convective heat transfer is difficult to approach analytically and such a problem is 

more readily solved by dimensional analysis and experiment. Velocity is not listed 

as a variable in this case, as the fluid motion is due to the buoyancy forces acting 

within the fluid. 

According to Lloyd and Moran P71, for flat surfaces facing upward, the Nusselt 

Number is given as: 

Nu = 0.54Ra025 

For surfaces facing downward, the Nusselt Number is given as: 

Nu = 0.27Räo25 

Where: 

Ra = Pr Gr 
& (Ts - Tf ) Pp 

Grashof number (Gr) =2 
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Prandtl number (Pr) =, uClk 

Nusselt number (Nu) = hl1k 

j8 
is the coefficient of cubical expansion, p is the density of the fluid, g is 

gravitational acceleration, p is viscosity of the fluid, I is the characteristic length for 

the calculation of flat surfaces (equal to the surface area divided by its perimeter, k is 

the conductivity of the fluid and C is the specific heat capacity of the fluid. 

From the above correlations, it can be seen that the heat transfer coefficient varies 

with temperature and thus varies with time and location as the plate temperature 

changes during the welding process. However, assuming an overall average plate 

temperature of 2000C, the heat transfer coefficient was found to be 10 W/m2K for the 

top surface and 5 W/m2K for the bottom surface. These values were used in the 

simulation. For the vertical side surfaces, an approximate value was deemed 

adequate due to the small surface area and low temperature for the edges. A value of 

12 W/m2K was therefore used. 

533 Surface heat loss by Radiation 

When the plate is thermally excited, heat loss by radiation transmitted via emitted 

electromagnetic waves (infrared heat rays) into the surrounding from the surfaces of 

the plate. This electromagnetic radiation emits in all directions from the welding 

plate during the welding process. The plate is assumed to be a grey body and the 

heat transfer by radiation from a small convex to a large enclosure Q, is given by 
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Q, =aAc (7; 4 - T,, 4) 

where a is the Stefan-Boltzmam constant (5.67 x 10-8 W/M 2K4), A is the surface area, 

T, is the hot surface temperature of the plate, T,, is the temperature of the large 

enclosure and e is the emissivity of the surface. 

Above 2000C, radiation heat loss becomes increasingly important and is particularly 

significant in the high temperature regions close to the weld. The radiative heat 

transfer may be expressed in terms of a radiation heat transfer coefficient, h, = 

ac (T, + Td (T,, 2+T2) with Q, " = h, (T, -Td. The emissivity depends strongly on the 

wall temperature and the surface conditions. Values for c were obtained from P8] 

and the radiation coefficient h,, can be calculated. This is then coupled with the 

convection coefficient k to give a combined heat transfer coefficient which can be 

applied to the simulation model. The ernissivity and the combined coefficient for 

the top surface are shown in Figure 5.2. 
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Emissivity and Combined heat transfer coefficient 

53.4 Thcnnal Physical Properties 

The thermal properties are clearly non-linear and vary significantly with temperature. 

The thermo-physical properties of low carbon steel (0.13%C) used in this study are 

referenced from [35]. Figure 5.3 shows the variation of the thermal conductivity 

with temperature. It can be seen that a high conductivity (121 W/in K) is applied to 

the weld pool to simulate heat transfer by arc impingement and weld pool-stirring 

effects during the welding process. The effect of applying an artificial conductivity 

enhancement to the weld pool will be discussed in a later chapter. (also see [38-42] 

for other types of material) 
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Thermal conductivity and Enthalpy 

Figure 5.3 also shows the enthalpy per unit volume, being the product of density and 

specific heat. The use of enthalpy instead of specific heat is recommended for finite 

element analysis involving phase changes, since it circumvents the need for 

artificially high specific heats to account for latent heat effects during phase changes. 

In this model, the latent heat of fusion (2.1 GJ/mý) is distributed over the melting 

range from 14860C to 15100C. It should also be noted that there are also phase 

changes in the solid phase when ferrite transforms to austenite or austenite to ferrite 

approximately over the range of 600'C to 8000C. 
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5.4 Three-dimensional transient analysis 

This simulation was performed as a transient thermal analysis. The actual welding 

operation was simulated by applying heat generation corresponding to the net power 

supplied by the electric arc to a set of elements in the gap between the plates. This 

was applied for a time interval corresponding to the time for passage of the arc over 

the elements, before removing the load and moving on to the next set of elements. 

The operation was carried out for the entire length of the weld. 

The element type chosen to perform the 3D transient simulations was 'SOLID70'. 

SOLID70 has a 3D thermal conduction capability and has eight nodes with a single 

degree of freedom, namely temperature, at each node. The element is therefore 

applicable to 3D transient thermal analysis. 

Since the plates to be welded are symmetric along the weld centreline, the computer 

model needs to include only one plate plus half the gap for the weld. The thermal 

gradients are steeper near the heat source and the model requires a finer mesh in that 

region. Further away from the weld, the thermal gradients are less steep, and hence 

a coarser mesh is adequate. Along the direction of the weld, the model was divided 

into forty equal sets of two elements, to correspond with 40 equal time steps at a 

constant welding speed of 4.44 mm/sec. The mesh pattern of the resulting model is 

shown in Figure 5.4. 
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Figure 5.4 

Finile elemeni mesh pallerii 

5.4.1 Discussion of Results 

An overall view of the temperature contours in (he model at a tirne of' 39.4 seconds 

from the commencement of' welding is shown in Figure 5-5. The maximum 

temperature ofthe weld pool was in the region ot'2000"C throughout tile simulated 

welding process. This is in good agreement with the experimentally measured 

stationary weld pool "rhere the peak temperature ranged from 1950T to -2709"C 

I 18]. 
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Figure 5.5 

Temperature contour at 39.4 seconds 

Figure 5.6 shows the temperature histories of measurements at locations 3.5,7.5,15 

and 30 mm from the edge of the plate (4.5,8.5,16 and 31 mm from the weld line 

respectively). The results are almost identical for the three rows of thermocouples, 

separated from one another by a time corresponding to the spacing between the rows 

of thermocouples. The results show the temperatures rising abruptly to a peak as the 

weld pool passes the measurement points and then failing away after the arc has 

passed. The instant at which the arc passes the various rows of thermocouples are 

also shown. The figure highlights the fact that there is a progressively bigger time 

lag between arc passage and the instant when the peak temperatures are sensed by 

the thermocouples the farther they are from the weld centreline. 
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Figure 5.6 

A comparison between the experimental and 3D transient model temperature 

histories 

5.5 Three dimensional steady state analyses 

The previous chapter noted that when the heat source is moving at a constant speed 

in a straight line, a temperature distribution pattern appears to remain constant to an 

observer moving with the heat source. Thus by considering the heat source to be 

stationary with the plate moving at a constant speed, the problem can be converted 

into a steady state model. Such a model was computed according to Section 4.3 of 

the previous chapter assuming a heat source in a moving media, where the moving 

media is a pseudo-fluid that having the properties of the steel plate. This fluid moves 

through a control volume. 
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The FLOTRAN CFD (Computational Fluid Dynamics) option in ANSYS offers 

comprehensive tools for analyzing 2D and 3D fluid flow fields. The FLOTRAN 

CFD element FLUID142 has 3D fluid flow and thermal capability. In this 

simulation, the element is applicable in terms of aID steady state fluid flow with a 

stationary heat source. 

The size of the control volume corresponded to the size of the plate used in the 

experiment. The heat source was modelled by a set of elements in the gap between 

the plates at the location where the time is 39.4 second during the welding process 

(as in Figure 5.5). The actual welding operation was simulated by applying hcat 

generation corresponding to the net power supplied by the electric arc to these 

elements. The simulation was done using specific heat instead of enthalpy because 

the ANSYS FLOTRAN package does not permit the use of enthalpy. The specific 

heat used in this model was converted from the enthalpy used in the 3D transient 

model previously, using the relationship: 

JH(T)= f pC(T) dT 

'Me converted specific heat is shown in Figure 5.7. 
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Specific Heat 

Since there was symmetry along the weld centreline during welding, again only one 

plate plus half the gap for the weld was modelled. The thermal gradients are steeper 

near the heat source and the model requires a finer mesh in that region. The mesh 

pattern of the resulting model is shown in Figure 5.8. 
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Figure 5.8 

Finite element mesh pattern 

5.5.1 Discussion of the 3D steady state model results 

Overall temperature contours at time 39.4 seconds during the welding process is 

shown in Figure 5.9. The maximum temperature of the weld pool was around 

1805T. This is not in good agreement with the experimentally measured stationary 

weld pool where the peak temperature of weld pool ranges from 19500C to 2708"C 

[18]. However, this did not greatly affect the temperature fields some distance away 

from the weld. 
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Temperature contour at 39.4 seconds 
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Figure 5.10 shows the temperature distribution of the current steady state model. 

The results from the 3D transient model of previous section at various distances from 

the edge of the plate near the end of the weld run (time 39.4 seconds) are also shown. 

This plot shows that the peak temperature of the steady state model along the weld 

centreline is lower compared to the 3D transient model. 

In order to make comparison of results between the steady state model and the 

experimentally measured temperature history, it is necessary to develop a technique 

to convert temperature distribution along the weld of the 3D steady-state model into 

temperature history and align it with the experimentally measured temperature 

history. This technique has been developed and placed in Appendix E. 

Figure 5.11 compares the converted temperature history of the 3D steady-state model 

with the experimentally measured temperature history (centre row). The converted 

temperature history of the 3D steady-state model matches reasonable well with the 

experimentally measured temperature history. On the whole, the steady state model 

is in good agreement with the 3D transient model and experimental results. 
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Comparison between converted temperature histories of the steady slate model and 

experimentally measured (cenlre row) 

5.5.2 The extended 3D steady state model 

In this section, length of the steady state model was extended by a factor of three 

times in an attempt to obtain a larger temperature history range. Figure 5.12 shows 

an overall temperature contour plot of the extended model. This model took about 

45 minutes for the solution. The weld pool peak temperature dropped a few degrees 

in the extended model. This plate is acting like a fin. In general, a longer plate will 

result in more heat loss from the surface. 
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Temperature contour the extended model 
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Comparison between the converted temperature histories of the steady stale extended 

model and experimentally measured (cenlre row) 
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Figure 5.13 shows that the converted temperature histories of the steady state 

extended model agreed well with the experimental temperature history. This shows 

that it is correct to extend the plate of the steady state model in order to obtain a 

larger range of temperature history. 

5.6 Two-dimensional transient analysis 

As mentioned in section 4.4.1, the element type chosen to perform the 2D transient 

simulations is 'PLANESS'. PLANE55 has a 2D thermal conduction capability and 

has four nodes with a single degree of freedom, namely temperature, at each node. 

Ilie element is applicable to 2D transient thermal analysis. This model only 

considered the left hand plate as the weld centreline plane was assumed to be 

adiabatic. 

This model makes use of equation (4.2) in Chapter 4 where a plane heat source 

releases all heat instantaneously. In this model, the heat source was applied for I ms 

as heat-generation to the weld-preparation surface. Despite there was no heat 

transfer at both ends of the plate, the arc efficiency of the model still remained the 

same, 74%. 

Figure 5.14 shows a comparison of temperature histories 2D transient and 

experimentally measured. The computer simulated temperature histories of 2D 
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transient sectional model agreed reasonably well with experimentally measured 

temperature histories. 
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A comparison between the experimental and 2D transient model temperature 

histories 
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Temperature Contour qf 2D transient sectional Model 
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Figure 5.15 shows a temperature contour plot of the model. The peak temperature of 

the weld pool was unreasonably high (8361*C). This obviously was due to the 

assumption of heat release over one millisecond. Otherwise, the simulated results 

agreed reasonably well with the experimental results. The time taken for the heat 

source to release its heat and the variation of heat input will be taken into account in 

the next chapter. 

5.7 Conclusion 

Moving heat source theory has been successfully applied to the finite element models 

with convection and radiation applied to the outer surfaces of the models and the 

non-linearity of thermo-physical properties applied to the conduction elements. The 

accuracy of the predicted temperature field at a distance from the heat source has 

been greatly improved and all the simulated temperature history curves agree very 

well with the experimental results. 

This technique of modelling, using heat generation to simulate the welding process, 

cannot predict the top and bottom temperature near to or within the IIAZ nor can it 

predict the top and bottom weld widths properly. Therefore, further simulation work 

needs to be carried out and new techniques need to be developed in order to predict 

temperature field nearer to the heat source. 
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The main outcome of this study is that the input data for the thenno-physical 

properties of the material are appropriate, together with the method used to model 

surface heat losses. These data and techniques will be used in the development of an 

improved model in the next chapter. 
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Chapter 6- Finite Element modelling of the temperature 

fields near the welding heat source 

6.1 Introduction 

The object of this Chapter is to present the computational techniques which can be 

used to calculate the temperature fields near the heat source and capture the top and 

bottom widths of the weld. 

During the welding process, the amount of heat received by the welding plate can be 

considered to be made up of two components: the heat from the welding arc and the 

heat from the molten filler metal. Both of these components are produced from the 

electric power supplied after accounting for the losses of heat to the surroundings. 

C. S. Wu and I Q. Gas [32] measured the heat flux distribution of a stationary 

welding arc and found it to be distributed in a Gaussian manner. Therefore, the 

simulations presented in this chapter will use the same assumption regarding the heat 

flux distribution. 

The amount of heat from the molten filler metal could be estimated if the 

temperature of the molten droplets was known, but, as far as the author is aware the 

temperature of molten droplets has not been measured. However, Kran [18] 

measured the stationary weld pool surface temperature and reported the peak 
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temperature as 2708'C for a welding current of 150A. Based on Kran's [18] 

measurement, the droplets temperature would be higher than 2708'C because there 

must be some heat lost during metal transfer. Also if the current was higher than 

150A, these droplets temperature could be even higher than 2708'C. In any case, the 

droplet temperature cannot be higher than the boiling point of the liquid metal, which 

is about 30000C for impure iron. Therefore, for the purpose of calculating the 

amount of heat due to the molten filler metal, the temperature of the droplets was 

assumed to be 3000'C for simplicity. A preliminary calculation shows that the 

amount of heat attributable to the molten filler metal can therefore only account for 

approximately 40% of the net heat input to the plate. Therefore, almost 60% of the 

net heat input to the plate is attributable to the welding arc. The sensitivity of the 

droplet temperature to the simulation results will be discussed in the next chapter. 

Dynamic weld pool stirring during the weld process causes enhancement in heat 

transfer and also evens up heat distribution in the weld pool. Many authors [ 12,16, 

19,23,27 &3 0] use an artificial conductivity enhancement ranging from 121 W/mK 

to 400 W/mK to simulate the weld pool stirring effect, but without physical 

justification. This is because, as far as the author is aware, there are no publications 

on experiments which capture the weld pool stirring motion and study the 

enhancement of heat transfer during welding. A conductivity enhancement of 121 

W/mK was adopted for all the 3D transient models and 3D steady state models in 

this chapter. 
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The remainder of the current chapter is presented in the following manner. Section 

6.2 shows the development of the finite element heat source to represent the actual 

welding heat source for simulating the temperature fields of a single pass plate 

welding. Section 6.3 describes the methodology on the derivation of parameters 

such as efficiency factor and radius of the Gaussian heat source for simulation. 

Section 6.4 describes on the boundary conditions of the models. Section 6.5 explains 

the operation of applying the finite element heat source to three-dimension (31)) 

transient modelling and discusses the simulation results while Section 6.6 shows 3D 

steady-state modelling. Section 6.7 describes how the 3D finite clement heat source 

can be applied to the two-dimension (2D) transient sectional models and the 

simulation results are discussed. Finally, the last section comments on the accuracy 

of the simulation results and states experience for simulation. 

6.2 Heat sources applied to finite element models 

6.2.1 Heat source due to filler metal 

As the molten filler metal will take the shape of the weld- preparation once the weld. 

preparation has been filled, the heat due to the molten filler metal can be calculated 

from the energy rise from ambient temperature to boiling point (an assumption) of 

the volume of metal in the weld-preparation. Thus, on a per unit time basis, the heat 

due to the liquid metal is: 
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Qp, p =Ux App x (hA - hj- - ---(6.1) 

where Qpp is the heat due to the liquid metal; U is the welding speed; Ap,., p is the 

cross-sectional area of the weld-preparation; hjb is enthalpy of liquid metal at boiling 

point (18 GJ/rn 3) and hj,, is enthalpy of solid metal at ambient temperature (98 

Mi/m 3 ). 

6.2.2 Heat source due to welding arc 

The net heat input is obtained from: 

Q.,, t =VxIx 17 ------------- ----- -- (6.2) 

where Qj is the net heat input to the plate; V is the welding voltage; I is the welding 

current and q is the welding heat input efficiency factor. 

The amount of heat due to the welding arc can be obtained by subtracting the heat 

due to liquid metal from the net heat input to the plate as follows: 

Q., -, = Q,,,,, - Qpp (6.3) 

where Q,,,, is the amount of heat due to welding arc. 

As mentioned in the section 6.1, the heat flux due to the welding arc is approximately 

Gaussian distributed and has been applied here as a Gaussian distribution to the 
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models. The Gaussian heat flux being used for these simulations was proposed by 

Pavelic et al. [9] that takes the shape of a normal distribution function. The derived 

function for the heat flux is given by: 

In 0-01 2 

In 0.01 x .2r 

--(6.4) q(r) 2 
; rrH 

where q(r) is the heat flux distribution as a function of radius; r,, is the radius of the 

heat source and r is the variable radius ranging from 0 to r,,. It should be noted that 

the value of 0.01 in the above fimction is to take into account 99% coverage of heat 

(Q,,,., ) due to welding arc. Detail derivation of the above function can be found in 

appendix D. 

6.23 Combining the two heat sources 

The heat from the welding arc was applied as a Gaussian distributed surface heat flux 

on the top surface of the model and the heat from the filler molten metal was applied 

as heat generation to a weld-preparation volume of 2 mm in length containing a 

number of elements in the welding direction. Section 6.5 will explain why the length 

of this weld-preparation volume is being kept to a size of 2 mm. Figure 6.1 shows 

the left-hand half of the combined heat source which was used in the finite element 

model. It should be noted that, for simplicity, the weld bead due to the overfill of 

filler material during the welding process was not taken into account in these models. 
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This should not present a problem as the energy in the overfilled material is 

accounted for as part of the surface heat flux. 
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Figure 6.1 

Combined heal source 

6.3 Methodology 

The efficiency factors and radius of the Gaussian heat source (r,, ) were not known at 

the start of the simulation. The efficiency factor was initially assumed to be 0.9 and 

the radius of the Gaussian heat source to be 10 mm to start the calculations. Then the 

efficiency factor was adjusted by trial and error to the nearest two decimal places in 

order to obtain the cooling paths which matched the recorded valves at locations 

Tl/T2 and 131/132 which located within or very near to the HAZ and the peak 

temperatures to be close to the measured ones at location FI/F2 and FFI/FF2 which 
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are located remote from the HAZ of the welding plate. After adjusting the efficiency 

factor, the radius of the Gaussian heat source was then adjusted by trial and error to 

the nearest millimetre until top and bottom peak temperatures were obtained which 

were close to the measured peak temperatures at location TIM and BI/132 

respectively, which are located within or very near to the HAZ. The bottom weld 

width and peak temperature of the weld pool were also considered in making the 

adjustment of the radius of the Gaussian heat source. It should be noted that after 

finishing adjusting the efficiency factor, the peak temperatures at location Fl, F2, 

FFI and FF2 remain practically unchanged when adjusting the radius of the Gaussian 

heat source. 

6.4 The boundary conditions of the models 

Surface heat losses were taken into account by applying combined convection and 

radiation heat transfer coefficients with the same values as used in the models in 

Chapter 5. The thermal physical properties used in the models are also the same as 

those used in Chapter 5. According to [36], a Gas Metal Arc welding heat input 

efficiency factor was reported in the range 0.66 to 0.93. The appropriate efficiency 

factors for these models have been found (as described in section 6.3) to be within 

the reported range and are shown in the second column of table 6.1. The net heat 

inputs to the weld are shown in the third column of table 6.1. The Gaussian radii 

used in modelling are shown in the last column. The computer models in this 
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Chapter also include only the left-hand half of welding specimen by assuming the 

weld centreline to be adiabatic. 

Table 6.1 
Input weldingparameters to the models 

Models Efficiency factor 

I 

Net heat input 

Q. 1(w) 

Qpp as % of Q,,,, Gaussian radius 
r. (mm) 

1A, 1B, 1C 0.88 2323.2 35 11 

2A, 2B, 2C 0.89 4471.7 40.5 14 

3A, 3B, 3C 0.86 4607.2 46 14 

4A, 4B, 4C 0.87 1696.5 28 10 

5A, 5B, 5C 0.89 2136 59 7 

"I" refers to experiment 1: 4 mm. thick welding plate with a'V'weld-preparation 
"2" refers to experiment 2: 6 mm. thick welding plate with a 'V' weld-preparation 
"3" refers to experiment 3: 8 mm thick welding plate with a'V'weld-preparation 
"4" refers to experiment 4: 3 mm thick welding plate with a 'V' weld-preparation 
"5" refers to experiment 5: 6 mm thick welding plate with a semi-circular cross-section weld-preparation 
"A" refers to 3D transient models 
"B" refers to 3D steady state models 
"C" refers to 2D transient sectional models 

6.5 3D transient models - Model A 

The simulation was performed as a transient thermal analysis. The weld pool was 

modelled by moving the combined heat source along the welding path at intervals of 

2 mm per load step. The operation began with the vertical centre axis of the 

combined heat source aligned with the starting edge of the welding path and moved 

throughout the entire length of the weld. The time interval for each load step was 

calculated using the relationship of time equal to distance travelled divided by 
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welding speed. The meshed size of the elements along the welding path was 

approximately I mm. 

The length of this weld-preparation volumetric heat source was obtained through trial 

and error using the computer model. If the length of the weld-preparation volume 

was too long, the whole volume did not reach melting temperature and thus a portion 

of the weld-preparation volume was missed as the heat source moved along. Figure 

6.2 plots the traced weld pools of two consecutive load steps showing the missed 

portion due to moving the combined heat source along the welding path at an interval 

of 4 mm per load step. This missed portion may result in the model being inadequate 

enough for subsequent applications such as weld cracking analysis, residual stress 

analysis and out-of-plane distortion analysis. Therefore, the load step length of the 

weld-preparation was reduced to 2 mm. 

The portion missed 
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Figure 6.2 

The traced weld pools qf two consecutive load steps 
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The element type chosen to perforrn the 3D transient simulations is 'SOLID70'. 

SOLID70 has a 3D thermal conduction capability and has eight nodes with a single 

degree of freedom, temperature, at each node. The element is applicable to 3D 

transient thermal analysis. 

The thermal gradients are steeper near to the heat source and the model requires a 

finer mesh in that region. Further away from the weld, the then-nal gradients are less 

steep, and hence a coarser mesh is adequate. The regions near to the weld or at the 

location of the weld were meshed with hexahedral -shaped elements corresponding to 

element sizes of approximately I mm. The regions far away from the weld were 

meshed with coarser tetrahedral -shaped elements. A sample of the mesh patterns is 

shown in Figure 6.3. 

Figure 6.3 

Finite element mesh pattern oj'model IA 
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6.5.1 Discussion of results 

Table 6.2 

Comparison of the simulated peak temperature with the experimental measured peak 
temperature 

TI peak ('C) BI peak ("C) T2 peak ('C) B2 peak (OC) 

Experiment 2 781 720 748 690 

Model 2A 73 0 695 730 695 

Experiment 3 814 712 812 724 

Model 3A 827 722 828 722 

Experhiient 4 8 QI 7 916 's ,I-,, 

Model 4A X 14 981) 834 

Fxperiment 498 ON 0 41)0 

Model 5A J (Mk) ()00 

"I'l peak' refers to the measured peak temperature at location T], the top thermocouples positions 
'B I peak' refers to the measured peak temperature at location B 1, the bottom thermocouples positions 
'T2 peak' refers to the measured peak temperature at location T2, the top thermocouples positions 
'132 peak' reters to the measured peak temperature at location B2 the bottom thermocouples positions 
See figures 3.14,3.16,3.18,3.20 and 3.22 for the detail locations ot"I'l, BI, 1'2 and B2 in Chapter 3 

Table 6.2 compares the simulated peak temperature with the measured peak 

temperature at the location TI, T2,131 and B2 for the five experiments. The 

simulated bottom peak temperature of experiment 5 was observed to be higher than 

the measured peak temperature by around 6%. This could be due to errors made 

during the temperature measurement. Aside from that, all the simulated peak 
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temperatures in table 6.2 were within a variation of ±5%. In Table 6.2, the simulated 

top peak temperature of experiment 5 at the location T1 was 1099'C which was 

almost identical to the experimental measured peak temperature at 1096C. This 

verified that the out-of-calibration range experimental measurement was still valid. 

Overall, all the simulated peak temperatures are in very good agreement with the 

experimental peak temperatures. 

Table 6.3 compares the experimental weld pool widths with simulated weld pool 

widths and experimental heat affected zone (HAZ) with simulated HAZ. The second 

column of Table 6.3 compares the experimental weld pool top widths (Figures 3.23, 

3.24,3.25,3.26 and 3.27) with the modelled weld pool top widths. The modelled 

weld pool top widths are observed to fall on the low side of the measured values. 

The third column of Table 6.3 compares the experimental and modelled weld pool 

bottom widths. The modelled weld pool bottom widths again are on the low side of 

the experimental weld pool bottom widths. Overall, the simulated weld pool widths 

agreed well with the experimental weld pool widths. It should be noted that the weld 

pool widths are important factor to be taken into account for welding out-of-plane 

distortion calculations. In Chapter 2, it has been mentioned that the melting 

temperature of carbon steel varies quite significantly with the carbon content. 

However, for computer simulations, the melting temperature has been assumed to be 

14860C for a carbon content of 0.13%. The carbon content of the test plate weld 

metal could have been higher resulted in larger weld pool widths. 
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The fourth and fifth column of Table 6.3 compare the experimental HAZ top and 

bottom widths with the modelled HAZ top and bottom widths. All the modelled 

HAZ top and bottom widths are observed to fall within the experimental measured 

ranges. On the whole, the simulated HAZ widths agree well with the experimental 

HAZ widths. 

Table 6.3 
Comparison of the simulated results with the experimental measured results 

Weld top 

width (mm) 

Weld bottom 

width (mm) 

HAZ top 

width (mm) 

HAZ bottom 

width (mm) 

Experiment 2 10-12.5 1-2 14-15 13.5-14.5 

Model 2A 10.8 1.2 14.4 13.6 

Experiment 3 12- 13.5 1-2 16-17.5 11.5-15 

Model -IA 12.4 1.16 17.4 13.8 

Fxperiment 4 5 -7 1- 8,5 11). - 
- s 10 

, Nlotiel 4A ;., s 1. 10.4 

Experiment 5) N. 1) 10 4.5 

NIOdel -5A N. 4 

See also Figures IA-TW, 2A-TW, 3A-TW, 4A-TW and 5A-TW for the top weld width of model IA, 2A, 3A. 4A and SA 
respectively in Appendix A for the graphical plots. See also Figures IA-BW, 2A-BW, 3A-BW and 4A-13W for the bottorn 
weld width of model ]A, 2A. 3A and 4A respectively in Appendix A. See also Figures [A-11.2A-11,3A-11,4A-11 and 5A-l1T 
& 5A-HB for I iAZ ofmodel I A, 2A, 3A, 4A and 5A respectively in Appendix A. 
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An overall view of the temperature contours of model IA at a time of 96 seconds 

from the commencement of welding is shown in Figure 6.4. The maximum 

temperature of the weld pool was around 2013 OC throughout the simulated welding 

process. The remainder of the similar temperature contour plots of the models are 

presented in Appendix A. The maximum temperatures of the weld pool of all 

models were between 19050C and 2316T. They are in good agreement with the 

experimentally measured stationary weld pool where the peak temperature of weld 

pool ranges from 19500C to 2708'C [ 18]. (See also Figures I A-0,2A-0,3A-0,4A- 

0 and 5A-0 for the overall view of the temperature contours of models I A, 2A, 3A, 

4A and 5A respectively in Appendix A) 
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Figure 6.4 

Temperature contour at 96 seconds of model ]A 

It should be noted that the peak temperature of the weld pool depends on the value of 

artificial conductivity enhancement assumed. The effect of this conductivity 
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enhancement on the peak temperature of the weld pool will be discussed in the next 

chapter. 

Figures 6.4 shows an overall view of the simulated weld pool of model IA at a time 

of 60 seconds from the commencement of welding. The shapes of the simulated 

weld pool are seen to be similar to the experimentally captured weld pool shape [9] 

which is ellipsoidal. It should be noted that, as mentioned previously, the melting 

temperature for all the models has been assumed to be 14860C. (See also Figures 

I A-P, 2A-P, 3A-P, 4A-P and 5A-P for the overall view of the simulated weld pool of 

models I A, 2A, 3A, 4A and 5A respectively in Appendix A) 
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Figure 6.5 

Temperature contour oj'the weld pool of'model IA 

Comparison between experimentally measured temperature histories of Experiment I 

and computed temperature histories of models IA can be observed in Figure 6.6. 
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The remainder of the modelled temperature histories compared similarly well with 

the experimentally measured temperature histories as Model ]A. In overall, the 

simulated temperature histories of all Models A agreed reasonably well with the 

experimentally measured temperature histories. (See also Figures ]A-TH, 2A-TH, 

3A-TH, 4A-TH and 5A-TH for the comparison between the experimentally 

measured temperature histories and the simulated temperature histories of models 

I A, 2A, 3A, 4A and 5A respectively in Appendix A) 
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Figure 6.6 

Comparison of'Ihe simulation with the measured temperature histories oj'model ]A 

Figure 6.7 shows that the simulated depth of the weld of model 5A was shallower 

than the actual weld depth. This probably was due to the fact that no actual weld 

pool stirring motion was taken into account in the simulation. 
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Simulated weld depth of model 5A 
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Simulated top weld width qfmodel ]A 
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Simulated bottom weld width of model IA 
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Simulated heat affected zone of model ]A 
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6.6 3D steady state models - Model B 

The 3D steady state simulations in this section were similar to Section 5.5 where the 

combined heat source was considered to be stationary with the plate moving at a 

constant speed. The combined heat source being used in these models was the same 

as those used in previous 3D transient models where the length of the weld- 

preparation volumetric heat source was 2 mm long. The element type chosen to 

perform the 3D steady state simulations is 'FLUID142' which was the same element 

type as described in previous Chapter, Section 5.5. 

AN 
ELEMEYM PUyr NO. 

Figure 6.11 

Finite element mesh pattern of model IB 

A sample of the mesh patterns is shown in Figure 6.11. The thermal gradients are 

steeper near the heat source and the model requires a finer mesh in that region. 

Further away from the weld, the thermal gradients are less steep, and hence a coarser 
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mesh is adequate. The regions near to the weld pool or at the location of the weld 

pool were meshed with hexahedral -shaped elements with element size of 

approximately 0.5 mm. The regions further away from the weld pool were meshed 

with coarser hexahedral-shaped elements. 

6.6.1 Discussion of Results 

Table 6.4 
Comparison of the simulated peak temperatures with the experimental measured 
peak temperatures 

TI peak, T2 peak ('C) BI peak, B2 peak 

0ý'O 

Experiment 2 781.748 720.690 

Model 2B 744 694 

Experiment 3 814ý 8 1-2 712.7-14 

Model 3B 814 727 

E\perinjent 4 8()ý. (M) 791.91- 

Model 413 841) 807 

Experiment 5 1096.680 498.496 

Model '-NB 1101.67', -ý 18 

'TI peak' refer% to the measured peak temperature at locationTI, the top thermocouples positions 
*BI peak' reters to the measured peak temperature at location B 1, the bottom thennocouples positions 
'T2 peak' refers to the measured peak temperature at location n. the top thermocouples positions 
'132 peak' ret , ers to the measured peak temperature at location B2 the bottom thennocouples positions 
See figures 3.14,3.16,3.18,3.20 and 3.22 for the detail locations offl, B I, T2 and 142 in Chapter 3 
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Table 6.4 compares the simulated peak temperature with the experimentally 

measured peak temperature. The simulated bottom peak temperature of experiment 

4 was observed to be higher than the measured peak temperatures by around 6.4 %. 

These could be due to errors made during the temperatures measurement and errors 

made by the ANSYS FLOTRAN solution. Aside from that, all the simulated peak 

temperatures in table 6.4 were within the variation of ±5.1 %. 

Table 6.5 
Comparison of the simulated results with the experimental measured results 

Weld top 

width (mm) 

Weld bottom 

width (mm) 

HAZ top 

width (mm) 

HAZ bottom 

width (mm) 

Experiment 2 10-12.5 1-2 14-15 11.5-14.5 

Model 2B 10.2 1 14.6 133.6 

Experiment 3 1-2 16-17.5 13.5-15 

Model 3B 12 1 17 IT-6 

Experiment 4 5--7 S. 1 8-10 

Model 4B 

F\ periment _5 

Niodul 511 0. 'N' j 1) -1 

See also Figures I B-TW, 213-TW, 313-TW, 4B-'I'W and 5B-TW for the top weld width of model 113,213.313,4B and 513 
respectively in Appendix B for the graphical plots. See also Figures I B-BW, 211-BW, 3B-BW and 4B-BW for the tx)tl(, rn weld 
width of model I B, 2B, 3B and 4B respectively in Appendix B. See also Figures I B-11,213-H, 313-11,413-11 and 513-11T & 511- 
FIB for HAZ of model I B, 213,313,4B and 5B respectively in Appendix B. 
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Table 6.5 compares the experimental weld pool widths with simulated weld pool 

widths. The second column of Table 6.5 compares the experimental with the 

modelled weld pool top widths. The modelled weld pool top widths are observed to 

be on the low side of the experimental weld pool top widths and weld pool top 

widths Models IB and 5B are smaller than the experimental weld pool widths by 0.2 

mm. Overall, the simulated weld pool widths agreed fairly well with the 

experimental weld pool widths. 

The fourth and fifth columns of Table 6.5 compare the experimental HAZ top and 

bottom widths with the modelled HAZ top and bottom widths. All the modelled 

HAZ top and bottom widths fell almost at the centre of the experimental measured 

ranges. Therefore, the simulated HAZ widths agreed well with the experimental 

HAZ widths. 

Figure 6.12 shows an overall view of the temperature contours of models I B. The 

maximum temperature of the weld pool was 2005T. The rest of the similar 

temperature contour plots of the models have been placed in Appendix B. The 

maximum temperatures of the weld pool of all Models B were between 2005*C and 

22260C except Model 4B. The maximum temperature of the weld pool of Model 4B 

is 1824'C which is slightly lower than expected. On the whole, the maximum 

temperatures of the weld pool of all 3D steady state models were slightly lower than 

the 3D transient models. In general, they were in fairly good agreement with the 

experimentally measured stationary weld pool where the peak temperature of weld 

pool ranges from 19500C to 27080C [18]. (See also Figures 113-0,213-0,313-0,413- 
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0 and 513-0 for the overall view of the temperature contours of models I B, 213,313, 

4B and 5B respectively in Appendix B for the rest of the models) 

Figure 6.12 

Temperature contour qf'model IB 

An overall view of the simulated weld pool temperature contours of model IB were 

shown in Figures 6.13. The length of weld pool of all models B were slightly longer 

than the previous 3D transient models but the shapes of the simulated weld pool were 

seen to be in good agreement with the experimentally captured weld pool shape[9]. 

(See also Figures I B-P, 213-P, 313-P, 4B-P and 513-P for the overall view of the 

simulated weld pool of models I B, 213,313,4B and 5B respectively in Appendix B) 
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Figure 6.13 

Weldpool temperature contour qf model IB 

As demonstrated in Appendix E the temperature distribution along the weld can be 

converted into temperature history and shifted to align with the experimentally 

measured temperature history. The converted simulation temperature histories of' 

Model IB were compared with the experimentally measured temperature histories of 

Experiment I as shown in Figure 6.14. Most of the simulated temperature histories 

compare similarly well with the experimental temperature histories at region near the 

peak temperatures but not quite well at the temperature falling end. 'rhe modelled 

temperatures were higher than the experimental temperature histories at the 

temperature failing end as shown in Figure 6.14. In overall, the converted simulation 

temperature histories agreed fairly well with the experimental measurements. (See 

also Figures I B-TH, 2B-'rH, 313-TH, 413-TH and 513-TH for the comparison between 

the experimentally measured temperature histories and the converted temperature 

118 



histories of models I B, 213,313,4B and 5B respectively in Appendix B for the rest of 

the models) 
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Figure 6.14 

Comparison of temperature histories of the measured with the model IB 

400 

The simulated depth of the weld of Experiment 5 again was shallower than actual 

weld depth as shown in Figure 6.15. 

119 



AN NODAL SOWTION 
KOr NO. 

SUB ýl 
7EW (AW) 
F= O = 
SM =23 

1486 
1559 

1631 
1704 

1776 
1849 

1921 
1994 

2066 
2139 

Figure 6.15 

Simulated weld depth qf model 5B 
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Simulated bottom weld width of model IB 
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Simulated heat affected zone oj'model IB 
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6.7 2D transient sectional models - Model C 

As noted in Chapter 4, if the heat flow in the welding direction is neglected the 

temperature pattern in any of the cross-sectional planes will be the same throughout 

the plate. Consider a cross-sectional plane at some arbitrary position in the welding 

plate and this plane is subjected to the heat input in a transient manner as the welding 

heat source moves across this cross-sectional plane. In the cases considered here, the 

combined heat source moves across the cross-sectional plane and the top surface of 

the weld of this cross-sectional plane is subjected to different sections of the 

Gaussian heat flux at different times. The weld-preparation in this cross-sectional 

plane will only be subjected to volumetric heating when the heat generation part of 

the combined heat source reaches and heating terminates when the heat generation 

part of the combined heat source has passed. It should be noted that the surface heat 

flux is applied over a larger area and hence it takes longer time in heating compared 

to volumetric heating, as can be seen in Figure 6.1. 

As mention in Chapter 5, the temperature distribution along the weld can be 

converted to temperature history for a cross-sectional plane via the relationship of 

time equal to distance travel divided by velocity. In these cases, the combined heat 

source distribution was converted to combined heat source history that occurred in a 

cross-sectional plane using the same relationship. 

Due to the constraint of zero heat flow in the welding direction, more heat flows in 

directions normal to the weld path and thickness direction. In the previous models, 
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an artificial conductivity enhancement was applied to the weld pool to simulate the 

weld pool stirring effect. However, in these cases, weld pool stirring in the welding 

direction was not included. This could have generated a wider bottom weld width as 

shown in Figure 6.19. However, this could be eliminated by omitting the weld pool 

stirring effect in the thickness direction. This omission has been applied to all the 

'V' weld-preparation models in this section. 
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Figure 6.19 

An example oj'wider bollom weld widih 

The element type chosen to perform the 2D transient simulations was 'PLANE55'. 

which has a 2D thermal conduction capability and has four nodes with a single 

degree of freedom, temperature, at each node. The element is applicable to 2D 

transient thermal analysis. 
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This model only considered the left hand plate as the weld centreline plane was 

assumed to be adiabatic. Regions near the heat source were meshed with mixed 

elements corresponding to 0.5 mm per element approximately. A coarser mesh is 

adequate for the regions further away from the heat source as thermal gradients are 

less steep. Figure 6.20 shows a sample of the mesh pattems. 

PLOr NO. I 

Figure 6.20 

Finite element mesh pattern of model IC 
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6.7.1 Discussion of Results 

Table 6.6 

Comparison of the simulatedpeak temperatures with the experimental measured 

peak temperatures 

TI peak, T2 peak BI peak, B2 peak 

Nlodcl I 

Experiment 2 781.748 720,690 

Model 2C 817 705 

Experiment 3 814.812 712,724 

Model 3C 1084 745 

Experiment 4 8()-ý. QI o 71)1- 81-1 

Nlodel 4C 1)') () 877 

Experiment 5 1090 OS'O 498.490 

. NlOdcl --)C 1206.72 1 

'I'l peak' refers to the measured peak temperature at location T], the top thermocouples positions 
'131 peak' refers to the measured peak temperature at location B 1, the bottom thermocouples positions 
`172 peak' ret ers to the measured peak temperature at location T2. the top thermocouples positions 
'132 peak' refers to the measured peak temperature at location B2 the bottom thermocouples positions 
See figures 3.14,3.16,3.18,3.20 and 3.22 for the detail locations ol-F I, B 1. T2 and 132 in Chapter 3 

Table 6.6 compares the simulated peak temperature with the measured peak 

temperature at the locations TI, T2, BI and B2. The simulated top peak temperature 

of experiment 3) at locations TI/T2 was 1084T which was higher than the 

experimentally measured peak temperature by 33%. This could be due to the fact 

that the welding speed (3.3 mm/s) of this experiment is not high enough to make the 

assumption of no heat flow in the welding direction. The simulated bottom peak 
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temperature of experiment 4 at location 131/132 was higher than the experimental 

measured peak temperature by 9%. The simulated top peak temperature of 

experiment 5 at the location TI, T2 and BUB2 were higher than the experimental 

measured peak temperature by 15.5%, 5% and 7.9% respectively. These could be 

the errors made due to the negligence of heat flow in the welding direction. Apart 

from that, all the simulated peak temperatures in table 6.6 were within the variation 

of ±5%. In general, the simulation results agreed fairly well with the experimental 

measurements. 

Table 6.7 

Comparison of the simulated results with the experimental measured results 

Weld top Weld bottom HAZ top HAZ bottom 

NIMIO 1( 

Experiment 2 10-12.5 1-2 14- 15 13.5-14.5 

Model 2C 12.6 1.2 15 14 

Experiment 3 12-13.5 1-2 16-17.5 1 
-3 ). 5-15 

Model 3C 15 1.4 19.2 16.2 

17ýxperinicnt 4 1 
-7 1 15 8.5 1', ' 10 

Model 4C 7 10.0 

Experiment: 4 7- 8 N, P) 4. 

Model 7.4 N. 4.8 

See also Figures IC-TW, 2C-TW, 3C-'I'W, 4C-TW and 5C-TW for the top weld width of model IC. 2(% 3C. 4C and 5(' 

respectively in Appendix C for the graphical plots. See also Figures I C-BW, 2C-BW. 3C-BW and 4C-BW for the bottom weld 
width of model I C, 2C, 3C and 4C respectively in Appendix C. See also Figures I C-1 1,2C-H, 3C-I IT& 3C-1 Ili, 4C-1 1 and 5C- 
IIT & 5C-1 Ili for HAZ of model I C, 2C, 3C, 4C and 5C respectively in Appendix C. 
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Table 6.7 compares the experimental weld pool widths with simulated weld pool 

widths and experimental heat affected zone (HAZ) with simulated HAZ. The second 

and third column of table 6.7 compares the experimental with the modelled weld 

pool top and bottom widths respectively. The simulated top weld pool width of 

experiment 3 was around 11% bigger than the experimental measured top weld 

width. This again could be due to the fact that the welding speed (3.3 mm/s) of this 

experiment is not high enough to make the assumption of no the heat flow in the 

welding direction. Aside from that, the modelled weld pool top widths were 

observed to be on the high side of the experimental weld pool top widths ranges or 

slightly bigger than the experimental top weld widths. The modelled weld pool 

bottom widths were on the low side of the experimental bottom weld widths. 

The forth and last column of table 6.7 compares the experimental HAZ top and 

bottom widths with the modelled HAZ top and bottom widths. The simulated top 

and bottom HAZ widths of experiment 3 were around 10% and 8% larger than the 

experimental measured HAZ widths. This again could be due to the fact that the 

welding speed (3.3 mm/s) of this experiment is not high enough to make the 

assumption of no the heat flow in the welding direction. Apart from that, all the 

modelled HAZ top and bottom widths were observed to be either falls on the high 

side of the experimentally measured ranges or slightly bigger than the experimental 

measurements. In overall, the simulation results agreed fairly well with the 

experimental results. 
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As demonstrated in Chapter 5, the temperature distribution along the weld of the 3D 

steady state model can be converted into the temperature history at location normal 

to the weld. Therefore, the temperature history of the 2D transient sectional model 

can also be converted into the temperature distribution along the weld using the same 

relationship. In order to present the simulated 2D sectional weld pools in 3D form, 

the temperature histories of the 2D sectional weld pool have been converted to 

temperature distributions along the weld to produce an overall view of the 

temperature contours of the weld pool as shown in Figure 6.21. 

The converted 3D fonn of weld pool of Model IC was presented in Figure 6.21. 

(See also Figures IC-P, 2C-P, 3C-P, 4C-P and 5C-P for the overall view of the 

converted weld pool of models I C, 2C, 3C, 4C and 5C respectively in Appendix C) 

The maximum temperature of the weld pool for all 2D sectional transient models are 

higher than Krans's [18] experimental measurement range of stationary weld pools 

from 1950'C to 2708T. The peak temperature of the weld pool for Models 2C and 

3C were 36900C and 3875'C respectively. These temperatures were higher than the 

boiling point of the impure steel (3000'C). These probably were the errors made due 

to the negligence of heat flow in the welding direction. However, the shapes of the 

simulated weld pool were similar 3D steady state model where the weld pool length 

is slightly longer than 3D transient model. 
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Figure 6.21 

The converted temperature contour ofthe weldpool of model IC 

Figure 6.22 compares the experimentally measured temperature histories with the 

simulated temperature histories of models I C. The simulated temperature histories 

of model IC were in good agreement with the experimentally measured temperature 

histories. The rest of the modelled temperature histories compared with similarly 

well the experimentally measured temperature histories as Model IC except Model 

3C and 4C. (See also Figures IC-TH, 2C-TH, 3C-TH, 4C-TIl and 5C-Tll for the 

comparison between the experimentally measured temperature histories and the 

converted temperature histories of models I C, 2C, 3C, 4B and 5B respectively in 

Appendix C for the rest of the models) The computed top temperature histories of' 

Model 3C was higher that the experimental temperature histories. As mentioned 

previously, this could be due to the fact that the welding speed is not high enough to 

make the assumption of no the heat flow in the welding direction. The bottom 
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temperature histories of model 4C was higher that the experimental temperature 

histories. This probably was the errors made due to the negligence of heat flow in 

the welding direction. 

800 

700 

600 

500 

400 

300 

200 

100 

0 

E: p Fl 
Ep FF1 
Exp Tl 

E: 

pp 

Bl 
E T2 

E. p B2 
Ex p F2 

Exp FF2 
T- 2D Imns, ent 

. ltlý 8- 2D transieni 
F 2D Iransiml 

s FF - 2D transiord 

50 100 150 200 250 300 350 400 

Tololso 

Figure 6.22 

Comparison of the simulation temperature histories (ýf model 1('with the measured 

Figure 6.23 shows that the simulated depth of the weld of model 5C was shallower 

than actual weld depth. However, the simulated weld depth of this model was 

slightly deeper than the previous models. This could be due to the negligence of the 

heat flow in the welding direction that resulted to more heat flow in the vertical 

downward direction and thus caused the simulated weld depth to be slightly better 

than the previous models. In any case, the simulated depth of this model was still 

shallower than actual weld depth. 
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Simulated weld depth of model 5C 
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Simulated top weld widthv (? I'model /C 
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Figure 6.25 

Simulated bottom weld widths ofmodel IC 
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Simulaled heal c4flected zone qf model IC 
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6.8 Conclusion 

The 3D transient models provide more accurate simulated temperature fields, heat 

affect zones and weld widths. However, these models took the longest time to solve, 

around two to three days in a 2.8 GHz processor. 

The 3D steady state models provide reasonable simulated heat affected zones and 

temperature fields but the weld width may sometimes be slightly under predicted. 

The converted tempemture histories are limited by the length of the model. 

However, the maximum temperature of weld pool may at times be lower than 

expected. The problem took 2 to 3 hours to solve using the same computer. IMe 

solutions of these steady state models occasionally fluctuated during the solving 

process. This could be due to the fact that the 3D steady state solver can only use 

specific heat instead of enthalpy. The use of artificial specific heat is needed to 

account for the release of latent heat during the phase changes over a small range of 

temperature and thus, the simulation solver may sometime miss capturing the sudden 

changes of the specific heat. 

The 2D transient sectional models provide reasonably accurate simulated 

tempemture fields and the solving time was the shortest. With the same computer, it 

took only around 5 minutes to solve. However, sometimes the simulated weld width 

was wider than the experimental measurement, the peak temperatures at locations 

near or within the heat affected zone were higher than the measured values and the 

maximum temperature of the weld pool was sometimes even higher than the boiling 

133 



point (3000'C) of impure steel. This probably was because the heat flow in the 

welding direction was neglected in the 2D transient sectional models. This resulted 

in more heat flow in the direction normal to the weld path and consequently the 

simulation results were higher than the measured results. However, the simulated 

temperature history at locations away from heat affected zone was in good agreement 

with the experimental temperature history. 

Experience suggests that the 2D transient sectional models may provide a better 

cooling temperature history than the 3D steady state models. This is because the 2D 

transient sectional model is permitted to use enthalpy for simulation. 
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Chapter 7- Discussion 

7.1 Introduction 

Various vital input parameters have been used in the previous computer modelling, 

namely the heat input efficiency factor, the radius of the Gaussian heat source, the 

temperature of the molten filler droplet and the value of the enhancement 

conductivity to simulate the weld pool stirring motion. Tlese parameters were 

obtained by trial and error in the process of trying to match the simulated results with 

the experimental values. It is important to study the effects of slight variation of 

these parameters on the predicted results. 'Me surface emissivity is another 

important parameter that takes into account the surface radiation heat loss from the 

plate during welding process. The emissivity values were taken from [38] for the 

computer simulations. However, these values are sometimes not easy to obtain and 

may differ from one book to another. Tberefore, it is necessary to study the effects 

of using different values of emissivity on the computed results. 

The investigation of these parameters is presented in Section 7.2. It should be noted 

that the models in these sections were computed according to welding parameters of 

experiment 4- 'V' weld-prep 3 min thick plate using the 3D transient model. This 

was chosen because model 4A was found to be very sensitive to small changes in the 

input parameters that result in significant changes of the computed results. 
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In addition, some important observations on the cooling rate history are described in 

Section 7.3. 

7.2 Effect of slight variation of input parameter 

7.2.1 Effect of heat input efficiency factor 

The heat input efficiency factor of 0.87 has been used for the computer simulation of 

Model 4A in Chapter 6. In order to see the sensitivity of heat input efficiency factor, 

two further heat input efficiency factors of 0.85 and 0.89 were used while keeping all 

other parameters unchanged. 

Table 7.2.1 presents a summary of these computed results. The unreasonable 

computed values which are considered to be out of reasonable range are highlighted 

in yellow. The values in table 7.2.1 have been plotted in graphical form and shown 

in Figure 7.2.1 a. It can be seen that, as the heat input efficiency factor increases, the 

size of the computed top and bottom weld width, the peak temperature of the weld 

pool and the computed top and bottom surface peak temperatures increase. 

Tle computed weld pool peak temperature of the model with heat input eff-iciency 

factor 0.85 was slightly lower than the experimental stationary weld pool peak 

temperature over the range of 19500C to 2708'C [ 18]. The computed bottom surface 

peak temperature with heat input efficiency factor 0.89 was slightly higher than the 
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experimental results. Figure 7.2.1b compares the temperature histories of points at 

TI and BI for various heat input efficiency factors where TI is located at the upper 

face of the plate and BI is located at the lower face of the plate, both within the heat 

affected zone. This plot shows that the model with higher heat input efficiency 

factor cools down at a higher cooling path and vice versa. Overall, slight variation of 

heat input efficiency factor has little significant effect on the computed results but 

has a bigger effect on the cooling paths of the temperature histories. 

Table 7.2.1 

The computed results summary of various heat input efficiencyfactors 

Heat input efficiency factor 0.85 0.87 0.89 
Top weld width (mm) 5.7 5.8 6 

Bottom weld width (mm) 1.2 1.2 1.4 

Weld pool peak temperature (OC) 1898 1905 1918 

T1/T2 peak temperature (OC) 865.6 889.5 907.8 

B1/B2 peak temperature (OC) 811 834.3 854.5 
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7.2.2 Effect of the Gaussian heat source radius 

The Gaussian heat flux radius of Model 4A was taken as 10 mm in the previous 

chapter. In order to examine the effects of Gaussian heat flux radius on the 

computed results, two further 3D transient models were computed. The size of 

Gaussian heat flux radius used in the first model was 9 mm and the second model 

was 11 mm. 

The summarised results on the effects of Gaussian heat flux radius in Figure 7.2.2a 

and table 7.2.2 show that peak tempemture of the weld pool and the computed top 

and bottom weld widths decrease as the Gaussian heat flux radius increases. In 

addition, they show that the predicted top and bottom surface peak temperatures 

increase as the radius of the Gaussian heat flux increases from 9 to 10 mm but they 

remain almost constant when the radius of the Gaussian heat flux increases to II mm. 

The calculated bottom weld width of the model with Gaussian radius 9mm is larger 

than the measured, the computed weld pool peak temperature of model with 

Gaussian radius II mm is much lower than the experimental stationary weld pool 

peak temperature [18] and the computed top surfaces peak temperature of models 

with Gaussian radius 9 mm is too low compared to the experimental measurement. 

Figure 7.2.2b compares the computed temperature histories of various models. It can 

be seen that the change of Gaussian radius has not much effect on the cooling path. 
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On the whole, the size of the Gaussian heat flux radius has a strong influence on the 

bottom weld width, top surface peak temperature and weld pool peak temperature. 

Table 7.2.2 

The computed results summury of various sizes (? f Gaussian heatflux radius 

Gaussian heat flux Radius (mm) 9 10 11 

Top weld width (mm) 6 5.8 5.4 

Bottom weld width (mm) 2.4 1.2 1 

Weld pool peak temperature (OC) 1966 1905 1861 

TI/T2 peak temperature ('C) 860.9 889.5 888.6 

Bl/B2 peak temperature ("C) 842.2 834.3 833.1 
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Comparison of temperature histories 

7.2.3 Effect of filler droplet temperature 

As explained in Chapter 6, the droplet temperature of the molten filler metal was 

assumed to be 30000C for the purpose of calculating the amount of heat due to the 

molten filler metal. In order to study the effects of the droplet temperature in the 

models, two lower values of 2800'C and 2600'C were used for the droplet 

temperature of the molten filler metal. 

Table 7.2.3 shows a summary of these computed results and the graphical plots are 

shown in Figure 7.2.3a. The results show that as the assw-ned temperature of the 

filler droplets decreases, the computed bottom weld width and weld pool peak 
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temperatures decrease but computed top weld width and bottom surface peak 

temperatures remain almost constant. However, the computed top surface peak 

temperature increases slightly as the assumed temperature of the filler droplets 

decreases. The plot in Figure 7.2.3b on the comparison of temperature histories 

shows that over the range of the assumed temperature of molten filler droplet the 

cooling path is not affected. 

Overall, slight variation of the assumed temperature of molten filler droplet has no 

significant effect on the peak temperatures at locations within the HAZ of the 

welding plate but it has a slight influence on the weld pool peak temperature. 

Table 7.2.3 

The computed results summary qfassumed moltenfiller droplets temperature 

Molten filler droplet temperature 3000 2800 2600 

Top weld width (mm) 5.8 5.8 5.8 

BOttDnI weld width (mm) 1.2 1.1 1.1 

Wei I pool peak temperature ('C) 1905 1901 1886 

Tl/T2 peak temperature (T) 889.5 891 896.5 

Bl/B2 peak temperature ('C) 834.3 834.6 13 51 
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7.2.4 The artificial thermal conductivity enhancement in weld pool 

As mentioned in Chapter 2, many published papers [ 12,16,19,23,27 &3 0] use an 

artificial conductivity enhancement ranging from 121 W/mK to 400 W/mK to 

simulate the weld pool stirring effect without any justification. In order to study the 

sensitivity in using different values of conductivity enhancement, two more 3D 

transient models were computed in addition to Model 4A where artificial 

conductivity enhancement was 121 W/mK. In the first model, the artificial 

conductivity enhancement to simulate the weld pool stirring effect was 121 x2 W/mK 

and 121 x3 W/mK in the second one. 

Table 7.2.4 and Figure 7.2.4a present the result summary of these computations. 

Both the table and Figure show that the change of artificial conductivity 

enhancement of weld pool has very mild effect on the computed top and bottom weld 

widths and surface peak temperatures. However, it has a significant effect on the 

peak temperature of the weld pool. The third row of table 7.2.4 shows that the 

computed weld pool peak temperatures decreases by 9% when the artificial 

conductivity enhancement of weld pool is double the original value used in previous 

models and it decreases further by another 3% when the conductivity enhancement is 

three times the original value. In both cases the weld pool peak temperature is well 

below the expected value of ranges from 19500C to 2708"C [18]. Figure 7.2.4b, 

shows that it has no effect on the cooling curve. 
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Overall, the value of artificial conductivity enhancement of weld pool is seen to have 

an influence on the peak temperature of the computed weld pool only. 

Table 7.2.4 

The computed results summary qf the various values of conductivily enhancement 

Thermal conductivity in weld pool (W/m K) 121 121 x2 121 x3 

Top weld width (mm) 5.8 5.7 5.7 

Bottom weld width (mm) 1.2 1.2 1.4 

Weld pool peak temperature (OC) 1905 1737 1676 

TI/T2 peak temperature ("C) 889.5 889.6 890 

BI/132 peak temperature ('C) 834.3 836.7 838.6 
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7.2.5 Effect of surface of emissivity 

In all the computer simulations carried out in this work, the surface emissivity values 

were taken from [38]. Very often, these values are not always available and it may 

be necessary to rely on data which may be more readily obtainable, such as from 

engineering handbooks or text books. The surface emissivity for commercial steel is 

quoted as 0.20-0.32 over the temperature range of 300-1200 K by [451. Figure 7.2.5a 

shows this new set of emissivity values along with those from [38]. 
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The effects of using these two sets of emissivity values are given in Table 7.2.5. It 

can be seen that, the two sets of results are almost identical. The only obvious 

difference is the weld pool peak temperature where the result of the new set is 

slightly lower than the previous. 

Figure 7.2.5b compares the temperature histories of using two dirferent set ()t' 

emissivity values. The comparison shows that these values of emissivity have 

negligible influence on the cooling path. 

On the whole, slight variation of the emissivity values has almost no effect on the 

results except it has only a very slight influence on the weld pool peak temperature. 
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Table 7.2.5 
The computed results summary qf two tlýfferenf sets of emissivity 
Emissivity Previous 1381 New 1451 

Top weld width (mm) 5.8 5.8 

Bottom weld width (mm) 1.2 1.2 

Weld pool peak temperature ('C) 1905 1901 

T1/T2 peak temperature (OC) 889.5 889.6 

1311132 peak temperature ("C) 834.3 833.4 

F1/F2 peak temperature (OC) 439.9 440 

FFI/FF2 peak temperature (OC) 256.7 256.5 
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7.3 Comparison of experimental and computed cooling rates 

As noted in Chapter 1, the same techniques of modelling the temperature history of 

the weldments can be used to study weld microstructure formation, grain structure of 

the weld and hardness of the weld. The cooling rate of the weldment is the main 

factor to be considered in these studies. Therefore, it is necessary to verify the 

computed cooling rate with the experimental cooling rate. It should also be noted 

that for steel, there are phase transformations during the solidification of liquid metal 

and when austenite transforms to ferrite in the solid phase. The cooling rate usually 

decreases when it is affected by the heat released during phase transformation. 

Figures 7.3a, 7.3b, 7.3c, 7.3d and 7.3e show the computed and experimental IIAZ 

cooling rate histories of Experiments 1,2,3,4 and 5 respectively. These cooling rate 

histories were obtained by differentiating the cooling temperature histories at the 

location TI with respect to time. T1 is located within or very near the IIAZ on the 

upper face of the plate. In these cases, the influence of the heat released during 

phase transformation was observed to begin at around 6500C. Therefore, the cooling 

rates in this section were plotted within the temperature range of 650'C and 

-300OC/-250'C. The cooling rate of Experiment I and Experiment 4 are observed to 

be almost identical. Experiment 3 is seen to have the lowest cooling rate. The 

cooling rate of Experiment 5 is found to be the highest. 

The experimental cooling rate curve of Experimental 4 in Figures 7.3d is observed to 

be lower than all the computed cooling rate curves in the first ten seconds. This 
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happened because Experiment 4 (3mm thick plate) was purposely carried out with a 

large amount of overflow filler-metal but the computer model did not take this extni 

material into account. This overflowed filler-metal released additional latent heat 

during the phase transformation and thus reduced the cooling rate further in the first 

ten seconds. However, in non-nal circumstances such as in Experiments 1,2,3 and 5, 

the slightly overflowed filler-metal is seen to be not affecting the cooling rates as 

shown in Figures 7.3a, 7.3b, 7.3c and 7.3e. On the whole, all the computed cooling 

rate curves agree reasonably well with the experimental cooling rate curves. 

However, the 2D transient sectional model is found to be the best for simulating the 

cooling rate among them because there were few fluctuations in the cooling rate 

curves and the model can be easily used to compute longer cooling rate histories by 

prolonging the time for cooling. 
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According to the above plotted cooling rate histories, the cooling rate is also 

observed to be influenced by the net heat input to the weldments and the surface area 

of the weld-preparation. Table 7.3 shows a summary of the heat input to the plate in 

one second. Last column of Table 7.3 shows the net heat input per square millimetre 

area. This was obtained by assuming the net heat input spread evenly over the 

surface area of the weld-preparation, i. e. dividing the net heat input (third column) 

by length travelled in one second (the fourth column) and the cross-sectional 

perimeter of the weld-preparation (the fifth column). The last column of this table 

shows that Experiment 3 had the highest heat intensity input and thus the cooling rate 

was lowest among them. The heat intensity input of Experiment I and Experiment 4 

were almost identical and therefore their cooling rates were almost identical as well. 

Experiment 5 had the lowest heat flux input and thus its cooling rate was the highest 

among them. 

Table 7.3 
A summary ofthe net heat input to the weldwents in the second 

Experiment Plate 
thickness 

(MM) 

Net 
heat 
input 

G) 

Length 
travelled 

(MM) 

Perimeter of the 
weld-prepa ration 

(MM) 

Net heat energy per 
square millimetre 

area 
2 (J/MM) 

I 

4 3 1696.5 
1 

5 6.62 51.26 

1 4 2323.2 5 8.93 52.04 

2 6 4471.7 5 13.55 66.01 

3 8 4607.2 3.33 18.17 76.15 

5 61 2136 1 5j 9.42 45.33 
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7.4 Conclusion 

The comparisons in section 7.2.1 show that the heat input efficiency factor has only a 

slight influence on the computed surface peak temperatures and the weld widths. In 

addition, it shows that small variations in the heat input efficiency factor have almost 

no effect on the modelled weld pool peak temperatures. However, it has a great 

influence on the computed cooling curves. The model with higher heat input 

efficiency factor produces higher cooling curve and vice versa. In fact, matching the 

experimental and computed cooling curves provides a good way of obtaining the 

appropriate efficiency factor for the simulation. 

The analysis in section 7.2.2 shows that the radius of the Gaussian heat flux has a 

significant cffect on the computed bottom weld width, the weld pool peak 

temperature and the top surface peak temperature at locations very near to or within 

the HAZ of the welding plate. If the radius of the heat flux is too small, the heat 

source becomes very concentrated and results in better penetration. This can cause 

the bottom weld width to be too wide and the computed weld pool peak temperature 

to be too high. The low heat input on the top surface at regions around the IIAZ of 

the welding plate due to the use small heat flux radius can cause the computed top 

surface peak temperatures to be too low. If the radius of the heat flux is too large the 

intensity of the heat source becomes too weak. This may cause the computed weld 

pool peak temperature to be too low. 
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In section 7.2.3, it was shown that the exact molten droplet temperature used for 

calculating the amount of heat due to the filler metal is not very significant. If the 

droplet temperature is too low it can only cause the computed weld pool peak 

temperature to become too low. Apart from that, the computed top and bottom weld 

width, and the computed top and bottom surface peak temperatures at locations very 

near to or within the HAZ of the welding plate are not significantly affected by the 

value of the droplet temperature used. Experience suggests that 28000C to 30000C is 

a possible range for the temperature of the molten filler droplet. 

The analysis on the use of artificial conductivity enhancement to simulate the weld 

pool stirring effect in section 7.2.4 shows that even large variation of artificial 

conductivity from 121 W/mK to 12lx3 W/mK is not very critical. 'Ibc computed 

weld pool peak temperature can only become too low if the value of artificial 

conductivity is too high. Otherwise, variations of this value do not have any serious 

effects on the other results. 

The results in Section 7.2.5 shows that slight variation of the emissivity values have 

almost no effect on the computed results. 

The cooling mte is observed to be influenced by the net heat input to the weldments 

and the surface area of the weld-preparation. By assuming the net heat input to be 

spread evenly over the surface area of the weld-preparation, surfaces with higher heat 

flux will result in lower cooling rate and vice versa. In general, all the computed 

cooling rate curves agree reasonably well with the experimental cooling rate curves. 
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The 2D transient sectional model has been observed to be the best among them in 

computing cooling rates histories. 

In summary, slight variations of the molten droplet temperature, the conductivity 

enhancement of the weld pool and the cmissivity have little significant effects on the 

simulation results. The sensitivity studies show that the effect of the heat input 

efficiency factor is mainly on the cooling curve and if the Gaussian radius is too 

small the top surface peak temperature can become too low. 
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Chapter 8- Conclusions and Recommendations 

Experimental work on temperature measurement has been successfully carried out to 

provide data for the purposes of validating the computer models. The recorded 

temperature histories of five welding experiments were considered to be suff"iciently 

accurate for use in verifying the computer models. 

A simple computational technique that applied uniform heat generation across the 

thickness was tested in 3D transient, 3D steady state, and 2D transient sectional 

models to simulate the temperature history or distribution. This technique was shown 

to be capable of predicting the temperature field remote from the heat affected zone 

correctly in the region where the temperature is almost uniform across the thickness. 

Finally, a new computational technique to simulate the temperature history or 

distribution near the heat source as well as away from the heat source was developed. 

This technique took into consideration the surface heating due to the welding arc and 

the heat energy in the weld-preparation to evaluate the heat source for the use of 

finite element modelling. This new technique has been applied to 3D transient, 3D 

steady state and 2D transient sectional models and was verified by the measured 

temperature histories of the five actual welding experiments. 

On the whole, the 3D transient models provide more accurate simulated temperature 

fields, heat affected zones and weld widths. However, these models took the longest 

time to solve, around 2 to 3 days on a 2.8GHz processor. In addition, the 3D 
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transient model is the most versatile way of simulating the temperature field during 

welding. It also includes the end effect of the temperature field during welding. 

Therefore, this technique is best used for studying the end effects of weldments that 

may result in cracking or out-of-plane distortion. It also can be used for general 3D 

weldments and appendages. 

The simulated weld widths and heat affected zones of 3D steady state models were 

slightly less accurate than those predicted by the 3D transient models. However, 

these models took only 2 to 3 hours for the solution using the same computer. It 

should be noted that the solutions of these steady state models occasionally 

fluctuated during the solving process due to the use of specific heat instead of 

enthalpy to account for the release of latent heat during the phase changes. 

The 2D transient sectional models provide reasonably accurate simulated 

temperature fields and the solution time was the shortest among them. With the 

same computer, it took only around 5 minutes for the calculation. However, the 

predicted maximum temperature of the weld pool can be higher than the boiling 

point (30000C) of impure steel. Otherwise, the simulated temperature histories of the 

2D transient sectional models were better than the simulated results of 3D steady 

state models. In addition the 2D transient sectional model was observed to be the 

best among them for computing cooling rate histories. 

The present study is limited to the range of the experimental results that presented in 

Chapter 3. These experiments were done via gas metal arc welding process at a low 
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speed (5 mm/s) on butt jointing steel plates. The thickness of the plates was limited 

to the range of 3 nun to 8 mm for practical reasons. The simulation models were 

validated based on these limited range of thickness and speed of weld. Therefore, it 

is recommended to make ftu-ther investigation on the use of present technique for 

different types of weld joint, material, welding process and higher welding speed. 
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Appendix A- Results of 3D transient Models 

A. 1 Model IA -4mm thick welding plate with a "V" weld-prep 
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Temperature contour at 96 seconds Qf Model IA 
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A. 2 Model 2A - 6mm thick welding plate with a 'IV" weld-prep 
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Temperature conlour at 90 seconds of model 2A 
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A. 3 Model 3A -8 mm thick welding plate with a "V" weld-prep 
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A. 4 Model 4A -3 mm thick welding plate with a I'V" weld-prep 
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Temperature contour at 98 seconds of model 4A 
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A. 5 Model 5A - 6mm thick welding plate with a semi-circle 
cross-sectional weld-prep 
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Simulated top heat affected zone of model 5A 
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Appendix B- Results of 3D steady state Models 

B. 1 Model IB -4 mm thick welding plate with a "V" weld-prep 
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B. 2 Model 2B -6 mm thick welding plate with a "V" weld-prep 
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Appendix C- Results of 2D transient sectional Models 

CA Model IC -4 mm thick welding plate with a "V" weld-prep 
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Comparison of the simulation temperature histories qfmodel Wwith the measured 

C. 2 Model 2C -6 mm thick welding plate with a "V" weld-prep 
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Figure 2C-0 

Temperature contour (? I'model 2C 
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Figure 2C-P 

The converted temperature contour of the weld pool qfmodel 2C 
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Simulated bottom weld width (? I'model 2C 
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C. 3 Model 3C -8 mm thick welding plate with a "V" weld-prep 
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Figure 3C-O 

Temperaiure conlour qfmodel 3C 
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The converted temperature conlour qf the weldpool (? I'model 3C 
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Simulated bottom weld width qfmodel K' 
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CA Model 4C -3 mm thick welding plate with a "V" weld-prep 
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Figure 4C-O 

Temperature contour qfmodel 4C 
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The converted lemPeralure conlour (? I'Ihe weldpool qfmodel 4C 
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C. 5 Model 5C - 6mm thick welding plate with a semi-circle 
cross-sectional weld-prep 

Figure 5C-O 

Temperature contour of model 5C 

Figure 5C-P 

The converted temperature contour qf1he weldpool (? I*model 5C 
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Simulated lop weld width and weld depth (? I'model 5C 

Figure 5GHT 

Simulated lop heat aflecled zone ofmodel 5C 
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Appendix D- Detail derivation of the Gaussian heat flux 

distribution function 

Q,,, =f q(r)2nrdr 

Let q(r) = q(O)e-E*' ----------------------------------- 

Q,,, = q(O)e _E, 2 
2; zrdr 

q(O); r 
E ------------------ ------ - -------- (D. 2) 

where E is the unknown constant 

Let the upper limit to be 99% for finding E using equation (D. 1): 

q(r. ) = q(O)e-E", Y' = O. Olq(O) 

E -InO. 01 
(D. I 

rH 
2 

By rearranging equation (D. 2) in tenn of q(O): 

q 
EQ 

----- (D. 2a) 

Substitute E from equation (D. I a) into equation (D. 2a): 

q(O) 
In 0.01 x 

------------ - ---- - -- --- -- --- (D. 2b) 2 
XrH 

208 



Substitute q(O) from equation (D. 2b) into equation (D. 1): 

IFI 0-01 

q(r) 
In 0.01 x Q,,, 

e 
rm 

2 

2 
xr, 

where Q,, is the amount of heat due to welding arc, q(r) is the heat flux distribution 

as a function of radius; r,,, is the radius of the heat source and r is the variable radius 

ranging from 0 to r,,,. 
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Appendix E- Converting the temperature distribution of a 
3D steady state model to a temperature 
history 

Figure EA shows the temperature distribution in reverse direction of welding ofthe 

steady state model presented in Chapter 5. The left hand datum position on the plate 

is arbitrary but the point chosen is such that at ambient temperature. Figure F. 

shows the experimental temperature histories of the centrc row of' thermocouples: 

Row B (see Figure 5.1 in Chapter 5) is 0.1 m from the starting edge of'weld. These 

figures appear similar although in Figure E. 1, temperature is plotted against distance 

while in Figure E. 2 temperature is plotted against time. 
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The conversion of distance to time uses the relationship speed - distance / tinic 

where the welding speed is 4.4 mm/s. The plot of converted tenipcraturc histories 

from Figure E. 1 is shown in Figure E. 3 and the position of stationary heat source in 

Figure EA is now become at the time of instant arc. Figure E. 3 also shows the 

experimental temperature histories of the centre row of thermocouples. 

The time shift needed to align the two sets of data is given by 

ts = 
b-a 

U 

where 'a' is the instant arc position of the converted temperature histories to bc as 

shown in Figure EA 'b' is the instant arc position ofthe experimental tenipcrature 

histories as shown in Figure E. 5., V is the welding speed and 'ts' is the 11110LIllt 01' 

time shift needed to align the two sets ofdata. 

The insium arc posWon qf1he converled temperature hislories in Figure /,. '. 3 
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b 

Figure E. 5 

The instani arc posilion o/ . the experimental temperature hislories in PIgure E. 3 

For example: a=0.026 m, b=0.1 m and u=0.00444 m/s 

. *. ts = 
0.1 - 0.026 

ý 16.594s 
0.00444 

Figure E. 6 shows a plot of converted temperature histories ofthe steady state model 

that aligns well with the experimentally measured temperature history after shihing. 
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Appendix F- ANSYS modelling input listing examples 

FA 3D Transient model 

/prep7 

*SET, Iength, 0.5 

*SET, gap, le-3/2 

*SET, width, 0.25+gap 

*SET, thk, 3e-3 

*SET, rcot, le-3 

*SET, angle, 30*22/7/180 

*SET, weld, tan(angle)*2e-3 

*SET, tO. 25-5e-3 

*SET, b, 0.25-5e-3 

*SET, f, 0.25-IOe-3 

*SET, ff, 0.25-20e-3 

*SET, ff, 025-50e-3 

*SET, frad, width- II e-3 

*SET, disý40e-3 

*SET, speed, 0.005 

*SET, volt, 15 

*SET, amp, 130 

*SET, factor, 0.87 

*SET, ta, 20 

*SET, rho, 7833 

*SET, power, (factor*volt*amp/2) 

*SET, totwid, width 
*SET, dist, 40e-3 

*SET, arrad, gap+weld 
*SET, tbb, 10e-3 

*SET, toff, 273 

*SET, topp, factor*73/1 00 

*SET, sidet, 22/100 

*SET, sideb, 5/100 

*dim, cnvtop, table, 10 ... temp 

*SET, cnvtop(l, l), 10.84,10.88,11.32,11.76,13.24,33.72,47.06,46.86,6623,239.83 

*SET, Cnvtop(1,0), 2984off, 302-toff, 3524off, 402-toff, 568.44off, 8424off, 9424off, I 000-toff, 
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1342-tofL2273-toff 
*dhn, cnvbottable, 10 ... temp 
*SET, cnvbot(l, I) , 5.84,5.88,6.32,6.76,824,28.72,42.06,41.86,61.23,234.83 
*SET, cnvbot(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, 1000-toff, 
1342-toff, 2273-toff 
*dim, cnvside, table, 10 ... temp 
*SET, cnvside(l, l), 12.84,12.88,13.32,13.76,15.24,35.72,49.06,48.86,68.23,241.83 
*SET, cnvside(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, 1000-toff, 
1342-toff, 2273-toff 
MPTEMP, 1,0,150,400,600,800,1485 

MPDATA, KXX, 1,1,52,49.8,42.7,35.6,25.9,32A 
MPTEMP, 7,1487,1700,4000 
MPDATA, KXX, 1,7,121,121,121 

mptemp, 1,0,500,620.6,672,715.5,800 

mpdata, enth, 1,1,0,2444929954,3194264706,4018176471,4366816176,4983856178 

mptemp, 7,862,1461,1511,2000,4000 

mpdata, enth, 1,7,5336301471,8331301471,10431301471,12876301471,22875909271 

mp, dens, l, rho 
k, l, t 
k, 2, b, -thk 
k, 3, f 
k, 4, f, -dik 
k, 5, width 
k, 6, width, -thk 
k, 7, ff, 
k, 8, M-thk 
k, 9, fff 
k, I O, flT, -thk 
k, 12, t, -thk+root 
k, 14, f, -thk+root 
k, 16, width, -thk+root 
k, I S, ff, -thk/2 
k, 20, ffL-thk/2 
k, 2 l, width-weld-gap, 
k, 22, width-gap, -thk 
k, 23, width-gap, -thk+root 
a, 21,5,16,23 

a, 23,16,6,22 

a, 1,21,23,12 
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a, 12,23,22,2 

a, 3,1,12,14 

a, 7,3,14,4,8,7 

a, 14,12,2,4 

a, 8,7,9,10 

LESIZE, 10,2 

LESIZE, 2, le-3 

LESIZE, 11, le-3 

LESIZE, 9, le-3 

LESIZE, 1,1 e-3 
LESIZE, 8, le-3 

LESIZE, 12 ... I 

LESIZEJ ... I 

LESIZE, 5 ... I 

LESIZE, 3 ... I 

LESIZE, 6,,, l 

LESIZE, 4,,, 3 

et, 1,70 

etý2,55 

mat, 2 

amesh, 1,4 

LESIZE, 20 ... 5 

LESIZE, 14,, 5 

LESIZE, 13 ... 5 

LESIZE, 21 ... 5 

LESIZE, 15 ... 2 

LESIZE, 17 ... I 

amesh, 7 

amesh, 5 

LESIZE, 16 ... 4 

LESIZE, 18 ... 4 

LESIZE, 19 ... I 

k, 15, fff, O, -Iength 
1,9,15 

LESIZE, 24, le-3 

allsel 
VDRAG, all ...... 24 

LESIZE, 52,5e-3 

LESIZE, 56,5e-3 

216 



allsel 

aclear, all 

eplot 

matj 
EMODIF, all 

etdel, 2 

mat, l 

mshape, 1,3d 

vmesh, 6 

LESIZE, 63,20e-3 

LESIZE, 62,20e-3 

LESIZE, 60,20e-3 

LESIZE, 22 ... I 

LESIZE, 61 ... I 

LESIZE, 21 ... 5,2 

LESIZE, 23,,, 5,1/2 

LESIZE, 59,,, 5,2 

LESIZE, 63 ... 5,1/2 

vmcsh, all 
k, 36 

1,9,36 

LESIZE, 64 ... 6, 

asel, sJoc, x, 0.2 

VDRAG, all ...... 64 

vclear, 9 

LESIZE, 72,40e-3... 

LESIZE, 68,40e-3,,, 

LESIZE, 66,25e-3 ... 1.9 

LESIZE, 67,25e-3,,, 1.9 

LESIZE, 71,25e-3 ... 1.9 

LESIZE, 69,25e-3 ... 1.9 

vmesh, all 

allsel 

nummrg, all 
KEYOPT, 1,2,1 

vsum 
*get, vtop, volu, I, volu 
*get, vbot, volu, 2, volu 
*SET, vtope, vtop/250 
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*SET, vbote, vbot/250 
trdta 
tunif, ta 
*SET, Idsteps, 251 
*SET, elleng, 2e-3 
*SET, eltime, clieng/speed 
save 
finish 
Isolu 

antype, trans 
deltini, 0.4/5,0.4/10,0.4 

autots, on 
kbc, I 

nropt, full 

timint, on 
tintp 
LNSRCH, on 
eqslv, ICCG 
*do, i, l, ldsteps, l 

*SET, newtime, i*eltime 

time, newtime 
*SET, zpos, (i-l)*elleng-0.0 I 

*dim, sflux, table, 9,9,, x, z 
*SET, sflu3ý_(I, O), 0.2405,0.24175,0.243,0.24425,0.2455,0.24675,0.248,0.24925,0.2505 

*SET, Sfluý_(0,9), -zpos-0,2858.45*topp, 8411.64*topp, 21435.34*topp, 47302.1 O*topp, 90392.09*topp, 
149582.37*topp, 214353.42*topp, 265999.26*topp, 285844.88*topp 

*SET, sflu3ý_(0,8), -zpos-0.00125,8411.64*topp, 24753.15*topp, 63078.36*topp, 1 39197.18*topp, 
265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.5 1 *topp 
*SET, sflti)ý_(0,7), -zpos-0-0025,21435.34*topp, 63078.36*topp, 160742.39*topp, 354715.71*topp, 
677845.04*topp, I 121709.56*topp, 1607423.91 *topp, l 994713.02*topp, 2143534.23*topp 

*SET, sflu3ý_(0,6), -zpos-0.00375,47302.10*topp, 139197.18*topp, 354715.71 *topp, 782763.24*topp, 
1495823.75*topp, 2475314.71 *topp, 3547157. I O*topp, 4401801.19*topp, 47302 10.01 *topp 
*SET, sflu)L(0,5), -zpos-0.005,90392.09*topp, 265999.26*topp, 677845.04*topp, 1495823.75*topp, 

2858448.84*topp, 4730210.01 *topp, 6778450.41 *topp, 8411635.07*topp, 9039208.90*topp 

*SET, sfluN_(0,4), -zpos-0.00625,149582.37*topp, 440180.12*topp, I 121709.56*topp, 

2475314.71*topp, 4730210.01*topp, 7827632.42*topp, I 1217095.65*topp, 13919717.55*topp, 

14958237A5*topp 

*SET, sflu)L(0,3), -zpos-0.0075,214353.42*topp, 630783-64*topp, 1607423.91*topp, 3547157.10*topp, 

6778450.41*topp, l 1217095.65*topp, 16074239.06*topp, 19947130.23*topp, 21435342.30*topp 
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*SET, sflu)L(0,2), -zpos-0.00875,265999.26*topp, 782763.24*topp, 1994713.02*topp, 

4401801.19*topp, 8411635.07*topp, 13919717.55 *topp, 19947130.23 *topp, 24753147.12*topp, 

26599925.67*topp 

*SET, sflu)ý_(O, I), -zpos-0.0 1,285844.88*topp, 841163.5 I *topp, 2143534.23*topp, 47302 10.0 1 *topp, 
9039208.90*topp, 14958237A5*topp, 21435342.30*topp, 26599925.67*topp, 28584488.36*topp 

*dim, sfluxa, table, 9,9,, x, z 
*SET, sfluxk_(I, O), 0.2405,0.24175,0.243,0.24425,0.2455,0.24675,0.248,0.24925,0.2505 

*SET, sfluxaL(0,9), -zpos-0.0 1,285844.88*topp, 841163.5 I *topp, 2143534.23*topp, 47302 10.01 *topp, 

9039208.90*topp, 14958237A5*topp, 21435342.30*topp, 26599925.67*topp, 28584488.36*topp 

*SET, sfluxaý_(0,8), -zpos--Ol 125,265999.26*topp, 782763.24*topp, 1994713.02*topp, 

4401801.19*topp, 8411635.07*topp, 13919717.55*topp, 19947130.23*topp, 24753147.12*topp, 

26599925.67*topp 

*SET, sfluxaý_(0,7), -zpos-0.0125,214353.42*topp, 630783.64*topp, 1607423.91 *topp, 

3547157.10*topp, 6778450.41*topp, I 1217095.65*topp, 16074239.06*topp, 19947130.23*topp, 

2143534230*topp 

*SET, sfluxk_(0,6), -zpos-. 01375,149582.37*topp, 440180.12*topp, I 121709.56*topp, 

2475314.71 *topp, 4730210.01*topp, 7827632A2*topp, I 1217095.65*topp, 13919717.55*topp, 1495823 

7.45*topp 

*SET, sfluxaL(0,5), -zpos-0.015,90392.09*topp, 265999.26*topp, 677845.04*topp, 1495823.75*topp, 

2858448.84*topp, 4730210.01*topp, 6778450.41*topp, 8411635.07*topp, 9039208.90*topp 

*SET, sfluxaý_(0,4), -zpos-0.01625,47302.10*topp, 139197.18*topp, 354715.71*topp, 782763.24*topp, 

1495823.75*topp, 2475314.71*topp, 3547157.10*topp, 4401801.19*topp, 473021 0.01 *topp 

*SET, sfluxaL(0,3), -zpos-0.0175,21435.34*topp, 63078.36*topp, 160742.39*topp, 354715.71 *topp, 

677845.04*topp, l 121709.56*topp, 1607423.91 *topp, 1994713.02*topp, 2143534.23*topp 

*SET, sfluxa. _(0,2), -zpos-0.01875,8411.64*topp, 24753.15*topp, 63078.36*topp, 139197.18*topp, 

265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.5 1 *topp 

*SET, sfluxk_(O, I), -zpos-0.02,2858A5*topp, 8411.64*topp, 21435.34*topp, 47302.1 O*topp, 

90392.09*topp, 149582.37*topp, 214353.42*topp, 265999.26*topp, 285844.88*topp 

outres, nsol, last 

allsel 

nsel, s, ext 

nsel, r, loc, y, O 

nsel, r, loc, x, frad, totwid 

nsel, r, loc, z, -zpos-O, -zpos-0.02 
nsel, inve 

nsel, r, loc, y, O 

sf, all, conv, */ocnvtop%, ta 

allsel 

nsel, s, ext 
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nseLr, loc, y, -thk 

sf, all, conv, 'YocnvboVYo, ta 

allsel 

asel, s, ext 

asel, u, loc, x, totwid 

asel, Woc, y, O 

asel, u, loc, y, -thk 

nslaj 

sf, all, conv, O/ocnvside%, ta 

allsel 

nsel, s, ext 

nsel, r, loc, y, O 

nsel, r, loc, x, frad, totwid 

nsel, r, loc, z, -zpos-O, -zpos-0.0 I 

sf, all, hflux, %sflux-% 

allsel 

nsel, s, ext 

nsel, r, loc, y, O 

nsel, r, loc, x, frad, totwid 

nsel, r, loc, z, -zpos-0.0 1, -zpos-0.02 

sf, all, hflux, %sfluxa-% 

allsel 

VSEL, s, loc, x, width-weld-gap, width 
VSEL, r, loc, y, O, -thk+root 

nslv,, l 

nseLr, loc, z, -zpos-0.0 I+I e-3, -zpos-0.0 I-I e-3 

esln,, l 

bfe, all, hgen,, power/vtope*sidet 

allsel 

VSEL, s, loc, x, width-weld-gap, width 

VSEL, r, loc, y, -thk+root, -thk 

nslv,, I 

nsel, r, loc, z, -zpos-0.0 I+I e-3, -zpos-0.0 I-I e-3 

esK, I 

bfe, all, hgen,, power/vbote*sideb 

allsel 

solve 

allsel 

bfedele, all, hgen 
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sfdele, all, conv 

sfdele, alt, hflux 

*DEI,, PRM_ 

*enddo 

deltim, 1,1 e-5,1 
time, 400 

outres, nsol, all 

allsel 
bfedele, all, hgen 

sfdel, all, hflux 

aseLs, loc, y, O 

nslaj 

stall, conv, O/ocnvtopO/o, ta 

allsel 

asel, s, loc, y, -thk 
nslaj 

sf, all, conv, O/ocnvbotO/o, ta 

alls 

aseLs, loc, x, O 

aseLa, loc, z, O 

asel, a, loc, z, 4ength 

nsla, I 

sf, all, conv, %cnvside%, ta 

allsel 

solve 

F. 2 3D Steady state model 

/prep7 

*SET, Iength, 0.5 

*SET, gap, le-3/2 

*SET, width, 0.25+gap 

*SET, thk, 3e-3 

*SET, root, le-3 

*SET, angle, 30*22n/I 80 

*SET, weld, tan(angle)*2e-3 

*SET, tb, width-6e-3 
*SET, f, width-Ile-3 
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*SET, ff, width-22e-3-gap 
*SET, dist, 40e-3 

*SET, speed, 0.005 

* SETvolý 15 

*SET, amp, 130 

*SET, factor, 0.87 

*SET, ta, 20 

*SET, rho, 7833 

*SET, power, (factor*volt*amp/2) 

*SET, totwid, width 
*SET, dist, 40e-3 

*SET, arrad, 2e-3 

*SET, thb, 10e-3 

*SET, tofL273 

*SET, topp, factor*72/1 00 

*SET, side, 28/100 

*SET, zpos, dist-tbb 

*dim, sflux, table, 9,9,, x, z 
*SET, sflux(1,0), 0.2405,0.24175,0.243,0.24425,0.2455,0.24675,0.248,0.24925,0.2505 

*SET, sflux(0,9), -zpos-0,2858.45*topp, 8411.64*topp, 21435.34*topp, 47302. I O*topp, 90392.09*topp, 

149582-37*topp, 214353.42*topp, 265999.26*topp, 285844.88*topp 

* SETsfl ux(0,8), -zpos-0.00 125,8411.64*topp, 24753.15 *topp, 63078.36*topp, I 39197.18*topp, 

265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.51 *topp 

*SET, sflux(0,7), -zpos-0.0025,21435.34*topp, 63078.36*topp, 160742.39*topp, 354715.7 1 *topp, 

677845.04*topp, I 121709.56*topp, 1607423.91 *topp, I 994713.02*topp, 2143534.23 *topp 

*SET, sflux(0,6), -zpos-0.00375,47302.1 O*topp, 139197.18 *topp, 354715.71 *topp, 782763 24 *topp, 

1495823.75 *topp, 2475314.71 *topp, 3547157.1 O*topp, 4401801.19*topp, 47302 10.0 1 *topp 

*SET, sflux(0,5), -zpos-0.005,90392.09*topp, 265999.26*topp, 677845.04 *topp, 1495 823.75 *topp, 

2858448.84*topp, 47302 10.0 1 *topp, 6778450.41 *topp, 8411635.07*topp, 9039208.90*topp 

*SET, sflux(0,4), -zpos-0.00625,1495 82.37*topp, 440180.12*topp, I 121709.56*topp, 2475314.71 *topp, 

4730210.01*topp, 7827632.42*topp, I 1217095.65*topp, 13919717.55*topp, 14958237.45*topp 

*SET, sflux(0,3), -zpos-0.0075,214353.42*topp, 630783.64*topp, 1607423.91*topp, 3547157.10*topp, 

6778450.41*topp, l 1217095.65*topp, 16074239.06*topp, 19947130.23*toPP, 21435342.30*topp 

*SET, sflux(0,2), -zpos-0.00875,265999.26*topp, 782763.24*topp, 1994713.02*topp, 4401801.19*topp, 

8411635.07*topp, 13919717.55*topp, 19947130.23*topp, 24753147.12*topp, 26599925.67*topp 

*SET, sflux(0,1), -zpos-0.01,285844.88*topp, 841163.51*topp, 2143534.23*topp, 4730210.01*topp, 

9039208.90*topp, 14958237A5*topp, 21435342.30*topp, 26599925.67*topp, 28584488.36*topp 

*dirn, sfluxa, table, 9,9,, x, z 
*SET, sfluxa(1,0), 0.2405,0.24175,0.243,0.24425,0.2455,0.24675,0.248,0.24925,0.2505 
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*SET. sfluxa(0,9), -zpos-0.0 1,285844.88*topp, 841163.51 *topp, 214353423*topp, 473021 0.01 *topp, 

9039208.90*topp, 1495 8237.45*topp, 21435342.3 O*topp, 26599925.67*topp, 285 84488.36*topp 

*SET, sfluxa(0,8), -zpos-0.01 125,265999.26*topp, 782763.24*topp, 1994713.02*topp, 

4401801.19*topp, 8411635.07*topp, 13919717.55*topp, 19947130.23*topp, 24753147.12*topp, 

26599925.67*topp 

*SET, sfluxa(0,7), -zpos-0.0125,214353.42*topp, 630783.64*topp, 1607423.91*topp, 3547157.10*topp, 

6778450AI *topp, l 1217095.65*topp, 16074239.06*topp, 19947130.23*topp, 21435342.30*topp 

*SET, sfluxa(0,6), -zpos-0.01375,149582.37*topp, 440180.12*topp, I 121709.56*topp, 

2475314.71 *topp, 4730210.01*topp, 7827632.42*topp, I 1217095.65*topp, 13919717.55*topp, 

14958237.45*topp 

*SET, sfluxa(0,5), -zpos-0.0 15,90392.09*topp, 265999.26*topp, 677845.04*topp, I 495823.75*topp, 

2858448.84*topp, 47302 10.01 *topp, 6778450.41 *topp, 8411635.07*topp, 9039208.90*topp 

*SET, sfluxa(0,4), -zpos-0.0 1625,47302.1 O*topp, 139197.18*topp, 354715.71 *topp, 782763.24*topp, 

1495823.75*topp, 2475314.71 *topp, 3547157.1 O*topp, 4401801.19*topp, 47302 10.01 *topp 

*SET, sfluxa(0,3), -zpos-0.0 I 75,21435.34*topp, 63078.36*topp, I 60742.39*topp, 354715.71 *topp, 

677845.04*topp, I 121709.56*topp, 1607423.9 I *topp, 1994713.02*topp, 2143534.23*topp 

*SET, sfluxa(0,2), -zpos-0.0 I 875,8411.64*topp, 24753.15*topp, 63078.36*topp, I 39197.18*topp, 

265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.51 *topp 

*SET, sfluxa(0,1), -zpos-0.02,2858.45*topp, 8411.64*topp, 21435.34*topp, 47302.10*topp, 

90392.09*topp, 149582.37*topp, 214353.42*topp, 265999.26*topp, 285844.88*topp 

*dirri, cnvtop, table, I 0,, temp 

*SET, cnvtop(l, l), 10.84,10.88,11.32,11.76,13.24,33.72,47.06,46.86,66.23,239.83 

*SET, cnvtop(1,0) , 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, I 000-tofT, 

1342-toff, 2273-toff 

*dim, cnvbot, table, 10 ... tcmp 

*SET, cnvbot(l, 1) , 5.84,5.88,6.32,6.76,8.24,28.72,42.06,41.86,61.23,234.83 

*SET, cnvbot(1,0) , 298-toff, 302-tofý352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, 1 000-toff, 

1342-toff, 2273-toff 

*dim, cnvside, table, 10 ... temp 

*SET, cnvside(l, l), 12.84,12.88,13.32,13.76,15.24,35.72,49.06,48.86,68.23,241.83 

*SET, cnvside(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-tofT, 1000-tofr, 

1342-toff, 2273-toff 

MPTEMP, 1,0,150,400,600,800,1485 

MPDATA, KXX, 1,1,52,49.8,42.7,35.6,25.9,32.4 

MPTEMP, 7,1487,3000 

MPDATA, KXX, 1,7,121,121 

MPTEMP, 1,18.2,620,621,672,673,715 

MPDATA, C, 1,1,550,826.07,2046.4,2046.4,1023.15,1023.15 

MPTEMP, 7,862,1460,1462,1510,1512,5000 
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MPDATA, C, 1,7,6383,638-3,5361.9,5361.9,638.3,638.3 

mp, dens, Irho 

k, l, tb 
k, 2, tb, -thk 
k, 3, f 

k4, f, -thk 
k, 5, width 
k, 6, width, -thk 
k, 7, M 

k, 8, ff, -thk 
lc, 9,0 

k, 10,0, -thk 
k, 12, tb, -thk+root 
k, 14, t-thk+root 

kI6, width, -thk+root 
k, I 8, ff, -thk+root 
k, 20,0, -thk+root 
k, 21,0.25-weld, 

k, 22,0.25, -thk 
k, 23,0.25, -thk+root 
a, 21,5,16,23 

a, 23,16,6,22 

a, 1,21,23,12 

a, 12,23,22,2 

a, 3,1,12,14 

a, 18,14,4,8 

a, 7,3,14,18 

a, 14,12,2,4 

a, 9,20,18,7 

a, 18,8,10,20 

LESIZEJ ... 4 

LESIZE, 3,,, 4 

LESIZE, 6 ... 4 

LESIZE, 8 ... 7 

LES12Z9 .. 9,2 

LESIZE, II... 9,2 

LESIZE, 13 4 

LESIZE, 14 4 

LESIZE, 22 ... 4 
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LESIZE, 16 ... 6, lt2 

LESIZE, 18,,, 6,2 

LESIZE, 20 ... 6, lf2 

LESIZE, 25 ... 30,5 

LESIZE, 26 ... 30,5 

LESIZE, 24,30,1/5 

LESIZE, 2 ... 4 

LESIZE, 4 ... 4 

LESIZE, 10 ... 4 

LESIZE, 15,4 

LESIZE, 21,4 

LESIZE, 23 ... 4 

et, 1,142 

k, 8 1,,, -dist+tbb 
k, 9 1,,, -dist+arTad/2 
k, 92,,, -dist-arrad)2 
k, 93,,, -dist-tbb 
k, 101,,, -Iength 
1,9,81,15,1/3 

L81,91,15 

1,91,92,4 

1,92,93,15 

1,93,101,100,10 

vdra, all ...... 28,29,30,31,32 

allsel 

esize,, 2 

vmesh, all 

vsum 
*get, vývolu, 21, volu 
*get, vb, volu, 22, volu 
*SET, vW, vt+vb 

eplot 
FMSH 

/SOL 

FLDATA, solu, flow, f 

FLDATA, solu, temp, t 

FLDATA7, PROT, VISC, CONSTANT 

FLDATA8, NOMI, VISC, le6 

FLDATA7, PROT, DENS, CONSTANT 
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FLDATA8, NOMI, DENS, rho, 
FLDATA7, PROT, COND, table 
FLDATA, VARY, COND, TRUE 

FLDATA7, PROT, SPHT, table 
FLDATA, VARY, SPHT, TRUE 

FLDATA, relx, temp, 0.8 

FLDATA, relx, COND, 0.8 

FLDATA, Tetx, spht, 0.8 

FLDATA33, ADVM, temp, supg 
FLDATA34, MIR, temp, O. l 

FLDATA, OUTP, COND, T'RUE 

FLDATA, OUTP, SPHT, TRUE 

FLDATA, iter, exec, 770 

FLDATA2, ITEF, appe, 10 

FLDATA, meth, temp, 6 

FLDATA, meth, vx, O 

FLDATA, meth, vy, O 

FLDATA, meth, ENKE, O 

FLDATA, meth, ENDS, O 

FLDATA14, TEMP, NOMI, ta 

allsel 

aseLs, ext 

nsla,, l 

d, all, ENKE, -l 
d, all, vz, -speed 
allsel 

aseLs, loc, z, O 

nsla,, l 

d, all, temp, ta 

allsel 

aseLs, loc, Y, O 

nslaj 

sf, all, conv, */ocnvtop%, ta 

allsel 

aseLs, loc, y, -thk 
nsla,, l 

sf, all, conv, */ocnvbotO/o, ta 

allscl 

asel, s, loc, x, O 
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aseLa, loc, z, O 

asel, a, loc, z, -Iength 
nsla, I 

sf, all, conv, */ocnvside%, ta 

allsel 
VSEI, s,, 21,22 

eslv 
bfe, all, hgen,, power/vW*side 

allsel 

nseLs, loc, y, O 

nsel, r, loc, x, width-tbb, width 

nsel, r, loc, z, -zpos-O, -zpos-0.01 
sfdeLall, conv 

sf, all, hflux, */osfluxO/o 

nsel, s, loc, y, O 

nscl, r, loc, x, width-tbb, width 

nsel, r, loc, z, -zpos-0.0 1, -zpos-0.02 
sfdeLa]Lconv 

sf, all, hflux, */osfluxa*/o 

allsel 

Csys'O 
ic, all, vz, -speed 
ic, all, vx, O 

ic, all, vy, O 

IC, AL4TEMP, TA 

solve 

F3 2D Transient sectional model 

/prep7 

*SET, Iength, 0.5 

*SET, gap, le-3/2 

*SET, width, 0.25+gap 

*SET, thk, 3e-3 

*SET, root, le-3 

*SET, angle, 30*22n/I 80 

*SET, weld, tan(angle)*2e-3 
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*SET, tbb, 0.254.5e-3 

*SET, tb, 0.254.5e-3 

*SET, tO. 25-IOe-3 

*SET, ff, 0.25-20e-3 

*SET, dist, 40e-3 

*SET, speed, 0.005 

*SET, volt, 15 

*SET, amp, 130 

*SET, factor, 0.87 

*SET, ta, 20 

*SET, rho, 7833 

*SET, power, (factor*volt*amp/2) 

*SET, totwid4width 

*SET, disý40e-3 

*SET, arrad, 2e-3 

*SET, Q, power/speed 
*SET, tt, 2e-3/speed 

*SET, mpower, Q/tt 

*SET, topp, 72/1 00*factor 

*SET, sidel, 23/100 

*SET, side2,5/100 

*SET, tl, 0.0 I /speed-I e-3/speed 

*SET, t2,0.01/speed 

* SETt3,0.0 I/speed+ I e-3/speed 

*SET, t4,0.02/speed 

*SET, toff, 273 

*dim, cnvtop, table, 10 ... temp 

*SET, cnvtop(l, l), 10.84,10.88,11.32,11.76,13.24,33.72,47.06,46.86,66.23,239.83 

*SET, Cnvtop(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, 1000-toff, 

1342-toff, 2273-toff 

*dirn, mboýtable, 10 
... temp 

*sET, cnvbot(l, 1) , 5.84,5.88,6.32,6.76,8.24,28.72,42,06,41.86,61.23,234.83 

*SET, cnvbot(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toffl000-toff, 

1342-totT, 2273-toff 

*dirn, cnvside, table, I O. "temp 
*SET, cnvside(l, l), 12.84,12.88,13.32,13.76,15.24,35.72,49.06,48-86,68.23,241.83 

*SET, cnvside(1,0), 298-toff, 302-toff, 352-toff, 402-toff, 568.4-toff, 842-toff, 942-toff, 1000-toff, 

1342-toff, 2273-toff 

*dim, sflux_, table, 9,9,, x, time 
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*SET, SfIUN(I, O), 0.2405,0.24175,0.243,024425,0.2455,0.24675,0.248,0.24925,0.25O5 

* SET, sflu)L(O, 1), O/speed, 285 8.45 *topp, 8411.64 *topp, 21435.34*topp, 47302. I O*topp, 90392.09*topp, 

149582.37*topp, 214353A2*topp, 265999.26*topp, 285844.88*topp 

*sET, sfluiý_(0,2), 0.00125/speed, 8411.64*topp, 24753.15*topp, 63078.36*topp, 1 39197.18*topp, 

265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.51 *topp 

*SET, sflu3ý_(0,3), 0.0025/speed, 21435.34*topp, 63078.36*topp, I 60742.39*topp, 354715.71 *topp, 

677845.04*topp, I 121709.56*topp, 1607423.9 1 *topp, l 994713.02*topp, 2143534.23*topp 

*SET, sfluN_(0,4), 0.00375/speed, 47302.1 O*topp, l 39197.18*topp, 354715.71 *topp, 782763.24*topp, 

1495823.75*topp, 2475314.7 I *topp, 3547157.1 O*topp, 4401801.19*topp, 47302 10.01 *topp 

*SET, sfluN_(0,5), 0.005/speed, 90392.09*topp, 265999.26*topp, 677845.04*topp, 1495823.75*topp, 

2858448.84*topp, 47302 10.01 *topp, 6778450.41 *topp, 8411635.07*topp, 9039208.90*topp 

*SET, sfluN_(0,6), 0.00625/speed, 149582.37*topp, 440180.12*topp, I 121709.56*topp, 

2475314.71*topp, 4730210.01*topp, 7827632.42*topp, I 1217095.65*topp, 13919717.55*topp, 

14958237.45*topp 

*SET, sflu)ý_(0,7), 0.0075/speed, 214353.42*topp, 630783.64*topp, 1607423.91*topp, 3547157.10*topp, 

6778450.41*topp, l 1217095.65*topp, 16074239.06*topp, 19947130.23*topp, 21435342.30*topp 

*SET, sflu)L(0,8), 0.00875/speed, 265999.26*topp, 782763.24*topp, 1994713.02*topp, 

4401801.19*topp, 8411635.07*topp, 13919717.55*topp, 19947130.23*topp, 24753147.12*topp, 

26599925-67*topp 

*SET, snu)ý_(0,9), 0.01/speed, 285844.88*topp, 841163.51*topp, 2143534.23*topp, 4730210.01*topp, 

9039208.90*topp, 14958237A5*topp, 21435342.30*topp, 26599925.67*topp, 28584488.36*topp 

*dim, sfluxa, table, 9,9,, x, time 

*SET, sfluxýk(I, O), 0.2405,0.24175,0.243,0.24425,0.2455,0.24675,0.248,0.24925,0.2505 

*SET, stluxaý_(O, I), 0.01/speed, 285844.88*topp, 841163.51*topp, 2143534.23*topp, 4730210.01*topp, 

9039208.90*topp, 14958237A5*topp, 21435342.30*topp, 26599925.67*topp, 28584488.36*topp 

*SET, sfluxa, _(0,2), 
0.01125/speed, 265999.26*topp, 782763.24*topp, 1994713.02*topp, 

44ol8ol. 19*topp, 8411635.07*topp, 13919717.55*topp, 19947130.23*topp, 24753147.12*topp, 

26599925.67*topp 

*SET, sfluxzk_(0,3), 0.0125/speed, 214353.42*topp, 630783.64*topp, 1607423.91*topp, 

3547157.10*topp, 6778450.41*topp, I 1217095.65*topp, 16074239.06*topp, 19947130.23*topp, 

21435342.30*topp 

*SET, sflux; ý_(0,4), 0.01375/speed, 149582.37*topp, 440180.12*topp, I 121709.56*topp, 

2475314.71 *topp, 4730210.01*topp, 7827632A2*topp, I 1217095.65*topp, 13919717.55*topp, 

14958237.45*topp 

*SET, sfluxzk_(0,5), 0.015/speed, 90392.09*topp, 265999.26*topp, 677845.04*topp, 1495823.75*topp, 

2858448.84*topp, 4730210.01*topp, 6778450.41 *topp, 8411635.07*topp, 9039208.90*topp 

*SET, sfluxaL(0,6), 0.01625/speed, 47302.10*topp, 139197.18*topp, 354715.71*topp, 782763.24*topp, 

1495823.75*topp, 2475314.71*topp, 3547157.10*topp, 4401801.19*topp, 47302 10.01 *topp 

*SET, sfluxk_(0,7), 0.0175/speed, 21435.34*topp, 63078.36*topp, 160742.39*topp, 354715.71 *topp, 
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677845.04*topp, l 121709.56*topp, l 607423.91 *topp, I 994713-02*topp, 2143534.23*topp 

*SET, sflux; ý_(O, 8), O. O I 875/speed, 8411.64*topp, 24753.15 *topp, 63078.36*topp, I 39197.18*topp, 

265999.26*topp, 440180.12*topp, 630783.64*topp, 782763.24*topp, 841163.5 1 *topp 
*SET, sfluxaý_(0,9), 0.02/speed, 2858A5*topp, 8411.64*topp, 21435.34*topp, 47302.1 O*topp, 
90392.09*topp, 149582.37*topp, 214353.42*topp, 265999.26*topp, 285844.88*topp 
MPTEMP, 1,0,150,400,600,800,1485 

MPDATA, KXX, 1,1,52,49.8,42.7,35.6,25.9,32A 

MPDATA, Kyy, 1,1,52,49.8,42.7,35.6,25.9,32.4 

MPTEMP, 7,1487,4000 

MPDATA, KXX, 1,7,121,121 

MPDATA, Kyy, 1,7,32.4,32.4 

mptemp, 1,0,500,620.6,672,715.5,800 

mpdata, enth, 1,1,0,2444929954,3194264706,4018176471,4366816176,4983856178 

mptemp, 7,862,1461,1511,2000,4000 

mpdata, enth, 1,7,5336301471,8331301471,10431301471,12876301471,22875909271 

mp, dens, I, rho 
*SET, totwid, width 
ký l, tbb 

k, 2, tb, -thk 
k, 3, f 

k4, f, -dik 
k, 5, width 
k6, widdi, -thk 
k, 7, ff, 

k, g, ff, -thk 
k, 9,0 

k, 10,0, -dik 
k, 12, tb, -thk+root 
k, 14, f, -thk+root 
k, I 6, width, -thk+root 
k, 18, ff, -thk+root 
k20, O, -thk+root 
k, 21, width-weld-gap, 
k, 22, width-gap, -thk 
k, 23, width-gap, -thk+root 

a, 21,5,16,23 

a, 23,16,6,22 

a, 1,21,23,12 

a, 12,23,22,2 
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a, 3,1,12,14 

a, 18,14,4,8 

a, 7,3,14,18 

a, 14,12,2,4 

a, 9,20,18,7 

a, 18,8,10,20 

LESIZE, I, le-3/2 

LESIZE, 3,,, 3 

LESIZE, 6,,, 3 

LESIZE, 8,1 e-3/2 
LESIZE, 9, le-3/2 

LESIZE, 11,1 e-3/2 
LESIZE, 13, le-3/2 

LESIZE, 14,1 e-3/2 
LESIZE, 22, le-3/2 

LESIZE, 16, le-3 

LESIZE, 19, le-3 

LESIZE, 20, le-3 

LESIZE, 25 ... 40,10 

LESIZE, 26 ... 40,10 

LESIZE, 24 ... 40,1/10 

LESIZE, 2, le-3/2 

LESIZE, 4 ... 6 

LESIZE, 10, le-3/2 

LESIZE, 15 ... 4 

LESIZE, 21 ... 2 

LESIZE, 23 ... 2 

LESIZE, 5 ... 2 

LESIZE, 7,,, 2 

LESIZE, 12 ... 2 

LESIZE, 17 .. 2 

LESIZE, 19 ... I 

LESIZE, 27 ... I 

et, 1,55 

nummrg, all 

amesh, all 
keyopt, 1,1,1 

asum 
*get, areal, area, I, area 
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*getarea2, area, 2, area 

eplot 

allsel 
tref, ta 

tunif, ta 

FINISH 

/SOL 

antype, trans 
deltim, 0.01,0.001,0.2 

autots, on 
kbc, l 

nropýfull 
timinton 

tintp 

LNSRCH, on 
time, t I 

outres, nsol, all 

allsel 

nsel, s, loc, y, O 

nsel, uJoc, x, totwid-I Oe-3, totwid 

sf, alf, conv, O/ocnvtop%, ta 

allsel 

nsel, s, loc, y, -thk 
sf, all, conv, %cnvbot*/o, ta 

allsel 

nsel, s, loc, x, O 

sf, all, conv, O/ocnvside%, ta 

allsel 

nsel, s, loc, y, O 

nsel, r, loc, x, totwid-I Oe-3, totwid 

sf, all, hflux, %sflux-% 

allsel 

solve 

time, t2 

allsel 
ASEL, s ... I 

esla 
bfe, all, hgen, mpower/area I *side I 

allsel 
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ASEL, s ... 2 

esla 
bfe, all, hgen,, mpower/area2*side2 

allsel 

solve 
time, t3 

allsel 

nsel, s, loc, y, O 

nsel, r, loc, x, totwid- I Oe-3, totwid 

sf, all, hflux, 'Yosfluxa-% 

allsel 

solve 
time, t4 

allsel 
bfedef, all, hgen 

allsel. 

solve 
deltim, 1,0.01,1 

time, 405 

outres, nsol, all 

allsel. 

sfdel, all, hflux 

sfdel, all, conv 

allsel 

nsel, s, loc, y, O 

sf, all, conv, */ocnvtop%, ta 

allsel 

nsel, s, loc, y, -thk 
sf, all, conv, '/ocnvbotO/o, ta 

allsel. 

nsel, s, loc, x, O 

sf, all, conv, O/ocnvside%, ta 

allsel. 

solve 
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