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Abstract  

Wireless Heterogeneous Networking (HetNet) offers the potential to be one of the 

most promising approaches to meeting escalating network capacity demands cost-

effectively. The main challenge facing the deployment of HetNets is provisioning 

backhaul connectivity for small cells and the selection is governed by availability 

and cost, not solely by capacity requirements. 

In practical deployments, the adoption of mixture of backhaul technologies is likely, 

creating a non-uniform capacity distribution of small cells. The challenge becomes 

even more demanding if the backhaul is in the form of a multi-hop network. The 

research therefore proposes two algorithms which ensure that users enjoy the best 

possible quality of experience represented in terms of connection throughput and 

fairness considering the issues owing to small cells backhauling.  

The performance of types of HetNet, the Hotspot Wireless HetNet (HWH) and 

Multi-hop Wireless HetNet (MWH) corresponding to direct and multi-hop 

backhauling of small cells is evaluated. For HWH, an algorithm – the Dynamic 

Backhaul Capacity Sensitive Network Selection Scheme (DyBaCS) - is developed to 

manage the non-uniform backhaul capacity distribution ensuring a consistently fair 

network bandwidth distribution whilst maintaining throughput. The performance of 

DyBaCS and two other commonly used network selection schemes (NSSs) is 

evaluated and compared. Results show that DyBaCS provides superior fairness and a 

user throughput performance comparable to other reported schemes. 
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For the more complex MWH architecture, a joint Multi-hop Bandwidth Allocation 

(MBA) and DyBaCS algorithm is developed to manage network performance. The 

performance of the algorithm is compared to results obtained using the Cuckoo 

Search optimisation algorithm and the Fair Share bandwidth allocation scheme. 

Results show that the algorithm is resilient in improving cell throughput whilst 

maintaining high levels of fairness.  
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Chapter 1  

Introduction 

1.1 Overview  

The success of mobile telephony has dramatically transformed lifestyles and 

behaviours. Users now stay connected accessing information anytime, anywhere and 

with integrated GPS, location based services are provisioned routinely; locating the 

nearest restaurant is now as easy as performing a search on the Internet. Ubiquitous 

connectivity through mobile telephony has also sparked the emergence of various 

innovative mobile applications such as free navigation [Waze, 2008] and Easy Taxi 

[Easy Taxi, 2012], to highlight a few. 

The range of services and ease of use provided by mobile networks has stimulated 

massive growth in the number of mobile subscribers. According to the International 

Telecommunication Union (ITU) World Telecommunication/ICT Indicators database 

(Figure 1.1), the total number of mobile subscribers now exceeds the world 

population [ITU-D, 2013].   

The proliferation of multimedia applications and services over new mobile devices 

such as smart phones and tablets has generated a massive amount of data traffic 

which in turn continually challenges Mobile Network Operators (MNOs) to keep 

pace with the rapidly growing demand for access capacity. MNOs are facing 
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increasing pressure to upgrade their mobile networks in order to service consumer 

demand for faster access to a rich mix of services.  According to Cisco [Cisco, 2014], 

global mobile data traffic will increase nearly 11-fold from 2013 to 2018 (Figure 1.2); 

however, global mobile network connection speeds are predicted to increase only by 

2-fold by 2018. If this mismatch is not addressed, the gap is expected to grow wider 

due to the ever increasing proliferation of devices supporting multimedia content.  

  

 

Figure 1.1: Number of mobile-cellular subscriptions compared to the world 

population. 
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Figure 1.2: Growth of mobile data traffic per month from 2013-2018. (Source: Cisco 

VNI Mobile Forecast, 2013) 

 

 

1.2 Network Capacity Enhancement Approaches 

In modern wireless communications, as data traffic increases, the spectral efficiency 

of wireless systems must be improved. The following solutions are typically adopted 

by current mobile operators to improve mobile network capacity.  

1.2.1 Cell Splitting and Cell Sectorisation 

The main characteristic of a cellular network is the ability to re-use frequencies to 

increase both coverage and capacity by deploying multiple cells over a coverage area 

[MacDonald, 1979]. Each cell is served by a transceiver – the base station (BS) – 

which transmits at a power level that does not interfere with other cells operating at 
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the same frequency. Hence, frequency channels can be reused by splitting or 

sectoring cells. 

Cell splitting is the process of dividing a large cell area into several smaller segments 

to provide additional capacity within the region of the original cell coverage; each 

smaller cell has its own BS with reduced antenna height and transmitter power. 

Following cell splitting, the new smaller cells are reassigned new frequencies that do 

not cause co-channel interference with adjacent cells. Consequently the capacity of 

the system is increased through reuse of available channels. 

Cell Sectorisation is an alternative technique to enhance capacity without deploying 

new sites, a more cost effective and less time consuming solution. Sectorisation 

divides a cell into several sectors through directional antennas [Huang et al., 2010] 

[A.Wacker et al., 1999]. A BS is typically sectorised into three or six sectors and 

different channels are used by two adjacent sectors in order to avoid co-channel 

interference, thus improving system capacity.   

Although cell splitting and sectorisation are attractive solutions, there are limitations 

to both methods. In theory, the capacity of a network can be increased without limit 

by cell splitting as long as the frequency planning is executed properly. However in 

practice, adding another BS in a dense deployment area can significantly reduce cell 

splitting gains due to severe inter-cell interference. Cell splitting can only be 

performed up to a certain dimension, limited by the density of the cell within an area 

unless systems with power control and active smart antennas are implemented 

[Caretti et al., 2012].  Furthermore, site acquisition costs in a capacity-limited dense 
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urban area can be prohibitively expensive. Similar to cell sectoring, a typical number 

of sectors in a cell are usually three to six.  

1.2.2 Improved Modulation Techniques 

The capacity of a wireless network is closely related to its spectral efficiency 

measured by bits per second per Hertz (bps/Hz) [Agilent, 2001]; the type of radio 

modulation used is a primary factor in the attainable spectral efficiency. Digital 

modulation used in present advanced wireless communications involves modifying a 

radio waveform – referred to as a symbol [Agilent, 2001] – in order to encode bits of 

information. While the rate of symbol transmission is proportional to channel 

bandwidth, the total number of bits that can be encoded onto a symbol is a function 

of the type of modulation. The maximum bit rate is the product of symbol rate and 

number of encoded bits per symbol.  

A higher-order modulation such as the 64 Quadrature Amplitude Modulation (64-

QAM) encodes more bits (6 bits) compared to the lower-order modulation 16-QAM 

(4 bits). A higher-order modulation generally requires a higher Signal-to-

Interference-plus-Noise Ratio (SINR) [Tse and Viswanath, 2005]; hence the highest-

order modulation cannot always be utilised and is dependent on received signal 

quality. To improve the reliability of a link, Error Correction Codes (ECC) is 

normally applied to the transmitted data allowing the detection of errors in receiving 

data and consequently correction of these errors without retransmission. ECC 

introduces overheads that reduce the effective throughput as part of the bandwidth is 
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used by the correction task; a trade-off between link reliability and effective 

throughput exists. 

Figure 1.3 [3GPP, 2010b] compares the spectral efficiencies of a Shannon bounded 

channel [Pahlavan and Levesque, 2005a] with various Modulation and Coding 

Schemes (MCS) commonly used in the Long Term Evolution (LTE) standards 

[3GPP, 2013], High-Speed Downlink Packet Access (HSDPA) [Holma and Toskala, 

2006], Enhanced Voice-Data Optimized (EV-DO) [Bi, 2005], IEEE802.16e-2005 

[IEEE Std, 2005b] and other wireless technologies. The comparison shows that 

advanced wireless technologies are only 2 dB or 3 dB below the Shannon capacity 

bound. Consequently state-of-the-art modulation and coding techniques are already 

operating close to the theoretical limit, leaving very limited room for further 

improvement.  

 

Figure 1.3: Spectral efficiency of a set of Modulation and Coding techniques used in 

LTE-Advanced systems as compared to Shannon theoretical limits [3GPP, 2010b]. 
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1.2.3 Multiple-Input Multiple-Output (MIMO) 

MIMO principles have become an indispensable part of existing and future 

broadband wireless communication systems. A MIMO strategy improves the 

performance of a wireless system through for example, Spatial Multiplexing (SM), 

spatial diversity and beam forming. Spatial diversity provides gain that improves link 

reliability and beam forming increases transmission range by focussing the radiated 

power of an antenna array to the desired direction. The only MIMO technique that 

increases spectral efficiency in wireless networks is SM, improving capacity by 

enabling independent transmission of separately encoded data streams using multiple 

antennas. 

A MIMO system with  𝑛𝑇 transmit and  𝑛𝑅  receive antennas and channel 𝐻(𝑛) can 

be treated as an  𝑛𝑅 × 𝑛𝑇 matrix, its capacity represented as [Barbarossa, 2005]: 

𝐶(𝐻) = 𝑞 ∙ 𝐵 ∙ 𝑙𝑜𝑔2 (
𝑆

𝑁
) + 𝐵 ∙∑𝑙𝑜𝑔2 (

𝑃𝑇𝑥
𝑛𝑇
) 𝑏𝑝𝑠

𝑞

𝑖=1

 (1.1) 

where 𝐵 is the channel bandwidth, 𝑆 is signal power, 𝑁 is noise power and  
𝑆

𝑁
 is the 

Signal-to-Noise Ratio, 𝑃𝑇𝑥 is the transmit power, 𝑛𝑇 is number of transmit antennas 

and 𝑞 is the rank of matrix  𝐻, the maximum value for the rank is 𝑚𝑖𝑛(𝑛𝑇 , 𝑛𝑅). If the 

second term on the right-hand side of Equation (1.1) is neglected for the moment and 

if  𝑆𝑁𝑅 ≫ 1, a MIMO channel results in a potential increase of channel capacity at 

high  𝑆𝑁𝑅 , with respect to the Single-Input and Single-Output (SISO) case in 
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Equation (1.2) [Barbarossa, 2005], by a factor equal to the rank  𝑞  of the channel 

matrix  𝐻;  

𝐶(𝐻) = 𝐵 ∙ 𝑙𝑜𝑔2 (1 +
𝑆

𝑁
) (1.2) 

Although Equation (1.1) shows that it is possible to linearly improve the capacity by 

adding more antennas within a MIMO architecture, implementing multiple antenna 

elements on handheld devices with small form factors is a major practical challenge 

[Jamil  A et al., 2010].  

1.2.4 Carrier/Channel Aggregation 

Shannon's Law (Equation (1.2)) shows that in a communication system, the wider the 

channel bandwidth 𝐵  the greater the capacity. Therefore, when more capacity is 

required, the most straightforward solution is to increase channel bandwidth. 

For example, the Universal Mobile Telecommunications System (UMTS) [Holma 

and Toskala, 2006] uses Wideband Code Division Multiple Access (WCDMA) 

[Harri Holma and Antti Toskala, 2004] to provision data speeds up to 2Mbps. The 

subsequent HSDPA standard [Holma and Toskala, 2006] increases the data 

transmission speeds to 14.1Mbps via a 5 MHz channel bandwidth [3GPP, 2001]. The 

3GPP LTE standard [3GPP, 2013]  is designed to provide a channel bandwidth up to 

20MHz (1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz and 20 MHz). As specified in 

LTE Release 8, the theoretical bit rates of an LTE system can go up to 100 Mbps on 
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the downlink and 50 Mbps on the uplink [Rohde & Schwarz, 2008]. In fact,  up to 

170Mbps in the uplink and 300Mbps in the downlink [3GPP, 2013] can be achieved 

if MIMO is used. The latest LTE-Advanced (3GPP Release 10) [3GPP, 2012a] 

system includes carrier or channel aggregation techniques which enable bandwidth 

aggregation of up to five 20MHz Component Carriers (CC) [3GPP, 2012c] in order 

to achieve the peak data rate of 1Gbps for low mobility and 100Mbps for high 

mobility communication.  

Although providing a wider channel bandwidth is one way to release capacity, it is 

economically challenging to do so due to the high cost of securing spectrum [Ofcom, 

2013; Rishabh, 2010].  

1.2.5 The Wireless Heterogeneous Network (HetNet) 

The Wireless Heterogeneous Network (HetNet) is an emerging concept which adopts 

a variety of BS types, radio access technology (RAT), transmission solutions and 

power levels to provision an extensive wireless network.  

The heterogeneity of HetNet can be categorised into two groups, single-RAT multi-

tier and multi-RAT HetNet [Yeh et al., 2011]. In a single-RAT multi-tier HetNet, 

BSs with the same radio technology but different coverage footprint are overlaid 

across the same geographical area. Devices within the network share the same carrier 

frequency, also referred to as a Single Carrier Usage (SCU) HetNet (Section 2.3.1).  

In a multi-RAT HetNet, different radio access technologies operating in different 

spectrum bands are adopted, also referred to as Distinct Carrier Usage (DCU) 
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(Section 2.3.2). The focus of the study is mainly on the multi-RAT HetNet, discussed 

in Chapter 2.  

In HetNets, low power and low cost small cells are placed at coverage gaps or high 

capacity-demand hotspots to complement the conventional larger BS i.e. Macro BSs 

which provides the blanket coverage. Thus part of the overall traffic is offloaded to 

small cells to manage traffic congestion at the BS.  The performance of HetNets 

using small cells has been studied [H. Claussen, 2007] [Gora and Kolding, 2009] 

[Qualcomm, 2011] [Kyunghan Lee et al., 2010] with results showing that the spectral 

efficiency can be improved further.  

The small cells in HetNets can be based on licensed or unlicensed technologies e.g. 

WiFi operating in an unlicensed spectrum and LTE Femto and Pico cells usually 

operating within a licensed spectrum. A recent survey of mobile operators, vendors, 

and regulators [Ruckus] which focused on the provision of data services shows that 

Wi-Fi offload and small cells are considered the most effective solutions to 

increasing capacity in the RAN. Wi-Fi offload is expected to provide 34% capacity 

increase and a 27% increase from small cells (Figure 1.4). The expectation is that in 

the near future, Wi-Fi will assume a more significant role in offloading traffic 

compared to licensed small cells.  
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Figure 1.4: Capacity increases due to data offload or technology improvement 

[Ruckus]. 

1.3 Research Motivation 

As discussed in Section 1.1, most network cellular operators are struggling to cope 

with the huge demand for increasing data rate especially at wireless hotspots. Radio 

link improvements via modulation and coding techniques are approaching the 

theoretical limit and additional spectrum is often limited and expensive. Advanced 

antenna architectures are also believed to be approaching their practical limits due to 

the small form factor of mobile devices. Conventional base station deployments in 

high data demand areas through cell splitting and sectorisation are either hitting the 

saturation point or becoming unsustainable. On the backdrop of the growing demand 

for network capacity, MNOs are also facing flattening revenue per bit due largely to 
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the proliferation of flat-rate data-centric service plans. Therefore, whilst enhancing 

network capacity, at the same time MNOs have to keep the cost as low as possible.  

All of the above dynamics inevitably stimulate a network topology migration to a 

HetNet consisting of a mixture of macro cells and small cells capable of providing a 

step increase in capacity in a cost-effective manner  [Yeh et al., 2011]. Small cells 

are attractive because of the small coverage size, ease of deployment, low equipment 

and operating cost compared to a normal BS. WiFi cells utilising the spectrum free of 

charge are already providing widespread coverage at many locations. The availability 

of multi-RAT (Radio Access Technology) allows user devices to connect to different 

wireless networks such as 3G, LTE, WiMAX, and WiFi either one at a time or 

simultaneously also serves as a catalyst to further fuels the migration of the existing 

network to wireless HetNets. In addition to providing a means of offloading traffic 

from the Macro/Micro cell, small cells operating at lower power with reduced 

footprints also have a positive impact on battery life of mobile devices since small 

cell transceivers are closer to end users [Alcatel Lucent, 2013]. 

In view of the many benefits offered by HetNets, this evolution has the potential to 

be one of the most promising routes to managing mobile data capacity growth. 

Hence, the evalaution of the performance of HetNets is the main research topic 

presented in the dissertation.  
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1.4 Thesis Outline  

Two classes of HetNet, namely Hotspot Wireless HetNet (HWH) and Multi-hop 

Wireless HetNet (MWH) are explored. In HWH, different commonly applied end 

users’ Network Selection Schemes (NSSs) are studied and compared to a proposed 

NSS which aims to optimise network performance whilst maintaining fairness. The 

study is then extended to a more complex MWH scenario where a combined NSS 

and backhaul bandwidth assignment scheme is required to optimise performance.  

Chapter 2 provides background on HetNets presenting existing architectures 

followed by the reasons why a specific HetNet architecture is chosen for the research. 

Subsequently the technology components – LTE and WiFi – within the selected 

HetNet architecture are described along with the issues and challenges faced by this 

class of implementation.  

In Chapter 3, the state-of-the-art related to cellular-WLAN wireless HetNets is 

discussed in detail. The existing 3GPP and IEEE standards that support Cellular-

WLAN interworking are presented and the latest standards implementations by 

3GPP and IEEE are introduced. The mapping of existing standards and the detail of 

the implementation permits the research scope to narrow to a specific problem 

related to backhauling of small cells within HetNets. A literature review on related 

research is then carried out.  
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Chapter 4 presents the modelling approaches used in the performance evaluation of 

the proposed implementation. The models are divided into two categories viz. Macro 

cell and Small cell. LTE is chosen as the underlying radio technology for the Macro 

cell, while Small cells are assumed to be based on WiFi standards, predominately 

owing to their widespread popularity and market penetration. For both technologies, 

the modelling detail of the Physical layer, MAC layer, wireless propagation and 

channel are discussed. Further, resource allocation and sharing amongst users are 

also discussed for both technologies. Finally, the approach of combining both Macro 

and Small cells to form a HetNet is presented. 

Chapter 5 presents the proposed Network Selection Scheme (NSS) referred to as the 

Dynamic Backhaul Capacity Sensitive (DyBaCS) NSS. DyBaCS takes into 

consideration network information such as effective backhaul capacity, network load 

and access link capacity from both the Macro BS and Small Cells in reaching a 

decision and in so doing, ensures a consistently fair network bandwidth distribution 

whilst maintaining network throughput. The study compares the performance of 

DyBaCS with two of the most common network selection schemes. Results show 

that DyBaCS provides the best fairness while preserving average user throughput 

compared with other well-known NSSs. 

Chapter 6 presents the new algorithm for the optimisation of the performance of a 

Multi-hop Wireless HetNet applying a joint Multi-hop Bandwidth Allocation (MBA) 

and DyBaCS Network Selection Scheme. The simulation methodology used in the 

evaluation is detailed. For comparison purposes, the Cuckoo Search algorithm is 

implemented and used to determine the performance upper bound of the MWH. 
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Finally simulation results are compared to the results obtained using the Cuckoo 

search. The Chapter concludes with discussions.  

Chapter 7 highlights important results, summarises the contributions, followed by 

suggestions for future work. 

1.5 Thesis Contributions 

The Thesis proposes two algorithms which aim to optimise throughput and fairness 

of HetNets considering issues and challenges owing to small cells backhauling. The 

methodology adopted in the development is;  

I. Two distinct wireless heterogeneous network architectures are modelled 

 The spatial model of HetNet consisting of a LTE advanced network 

according to Release 10 [3GPP, 2010b] and IEEE802.11g [IEEE Std, 2003] 

based WiFi Hotspots. In this architecture the small hotspot cells are directly 

backhauled to the core network. 

 The spatial model of a multi-hop wireless HetNet consisting of a LTE 

advanced network based on Release 10 and IEEE 802.11n [IEEE Std, 2009], 

WiFi mesh network with 2.4GHz for access radio and 5GHz for backhaul 

radio. In this scenario only the Mesh Gateway is backhaul to the core network. 
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Both HetNet models consider the physical layer consisting of multiple MCS 

instead of a simplified unit circle radio coverage area model adopted in many 

existing research. The spatial model offers higher accuracy in interference 

modeling since antenna radiation patterns (directional or omni-directional) are 

considered. 

II. A new NSS scheme referred to as the Dynamic Backhaul Capacity Sensitive 

(DyBaCS) NSS is developed to take the backhaul capacity of small cells into 

consideration during network selection and treat the non-uniform backhaul 

capacity distributions in HetNet when different technologies are used to ensure 

every user has a fair network bandwidth distribution whilst maintaining overall 

network throughput. The proposed DyBaCS takes into consideration network 

information such as effective backhaul capacity, network load and access link 

capacity from both Macro BS and Small cells when making a decision.  

III. An algorithm is developed based on the Cuckoo Search principle to compute the 

upper bound capacity for the Multi-hop Wireless HetNet. Given the fixed WiFi 

Gateway capacity allocation, the algorithm optimises the Small cells backhaul 

bandwidth allocation dynamically as the number of users joining the network 

varies. Although the Cuckoo Search algorithm provides the optimal result the 

time used to locate the optimum point is relative long and it is not suitable for 

fast changing dynamic HetNets; therefore the results obtained serve solely as the 

upper bound reference. 
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IV. A new algorithm with joint Multi-hop Bandwidth Assignment and DyBaCS for 

Multi-hop Wireless HetNet capacity and fairness optimisation is proposed. The 

output of the proposed algorithm is compared to the result obtained using the 

well-known Cuckoo Search optimisation. The proposed algorithm is 

computationally simpler and suitable for dynamic fast changing wireless 

environments compared to a Cuckoo Search.  

Overall, the dissertation provides a rigorous optimisation study and performance 

evaluation of HetNets considering direct backhaul and multi-hop backhaul to Small 

cells.  
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Chapter 2  

Wireless Heterogeneous Networks 

(HetNets) 

2.1 Introduction 

In the Chapter, the most relevant Wireless Heterogeneous Networks (HetNets) 

architectures are detailed, their advantages and disadvantages are discussed and the 

motivation behind the research is developed. The characteristics of the underlying 

radio technologies such as LTE and WiFi which form the proposed HetNet 

implementation are presented as well as the issues and challenges faced by HetNet 

deployments.  

2.2 Background 

The evolution of mobile cellular networks over the last few decades has been 

staggering. The number of mobile-cellular subscribers worldwide has grown 

exponentially, surpassing 6.8 billion in 2013 [ITU-D, 2013] and the number of 

mobile phones has exceeded the world population [Cisco, 2014]. The cellular 

network has evolved from the 2G Enhanced Data Rate for Global Evolution (EDGE) 

technology offering 472kbps peak downlink rate [Holma and Toskala, 2009] to the 
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current 3G/3.5G technologies such as High Speed Packet Access (HSPA) [Holma 

and Toskala, 2006] and the Long Term Evolution (LTE) standard which offer peak 

rates of 2Mbps and 42Mbps respectively (Figure 2.1). In the near future, 4G such as 

LTE-Advanced will be offering a peak downlink rate of 1 Gbps [Sesia et al., 2009].  

While 4G is being adopted by mobile network operators, emerging 5G concepts are 

beginning to be defined. [Thompson et al., 2014a]  [Thompson et al., 2014b] indicate 

that the drivers for 5G systems are much more diverse than simply the demand for 

data services over the Internet e.g. greener wireless networks, support for machine-

to-machine communications, device-centric network design and adopt higher-

frequency millimeter wave bands. 

EDGE

WCDMA

HSPA
HSPA+

LTE 4x4

LTE-A

472 kbps

2 Mbps

14 Mbps

42 Mbps

300 Mbps

1 Gbps

5G

?

 

Figure 2.1: Evolution of cellular network data rates (Reference to [Holma and 

Toskala, 2009]).  
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The advancement of cellular technologies as well as the development of user devices 

such as smart phones and tablets has enhanced the Internet surfing experience and 

stimulated the exponential growth of data traffic which in turn creates huge 

challenges for cellular network providers. Hence there is an increasing urgency for 

mobile network operators (MNO) to improve network capacity.  

One route to increase network capacity is to deploy many small cells i.e. WLAN 

[Geier, 2002], Pico Cell [Damnjanovic et al., 2011] and Femto Cell [Chandrasekhar 

et al., 2008] in order to offload data traffic from Macro Cells i.e.3G [Damnjanovic et 

al., 2011], LTE [Sesia et al., 2009] or WiMAX Base Stations [Chen et al., 2008]. The 

increasing pressure for mobile network operators to offload data traffic to small cell 

networks indicates that future mobile broadband networks are largely going to be 

heterogeneous [Aviat Networks, 2011] [Informa telecoms & media, 2013].  Such 

migration is further fuelled by the availability of multi-RAT (Radio Access 

Technology), which allow user devices to connect to 3G, LTE, WiMAX, WiFi, 

either one at a time or simultaneously.   

2.3 Wireless Heterogeneous Network (HetNet) 

Architectures 

HetNet promotes cooperation between Macro/Micro Cell and lower power small 

cells in addressing the issues of coverage gaps and capacity hotspots. Figure 2.2 

shows an example of a HetNet deployment comprising a LTE Macro base station 

covering a wide area with LTE Pico Cells, LTE Femto Cells and WiFi networks 
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covering much smaller areas such as main streets, train stations and residential areas, 

where the demand for capacity is usually high.  

 

Figure 2.2: An example of a Wireless Heterogeneous Network (HetNet). 

HetNets can be categorised into three classes largely based on spectrum usage; 

Single Carrier Usage (SCU), Distinct Carrier Usage (DCU) [Yeh et al., 2011] or a 

combination of both here referred to as Hybrid Carrier Usage (HCU). 

2.3.1 Single Carrier Usage (SCU) HetNet  

A HetNet consisting of pure 3rd Generation Partnership Project (3GPP) components 

such as a Macro/Micro Cell, Pico Cells and Femto Cells is defined as a Single 

Carrier Usage (SCU) HetNet [Yeh et al., 2011]. All components in the network 

belong to 3GPP family and share the same carrier frequency. SCU HetNets follow 

the general network evolution trends for a network in terms of improved coverage 
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and greater capacity. Femto Cells deployed within the network provide both general 

Internet access as well as access to services provided by a mobile network operator.  

The advantage of the SCU HetNet is the availability of standards for interoperability 

as well as the compatibility of all network components. User experience (Quality-of-

Experience (QoE)) is adequately satisfied as services can be provisioned seamlessly 

when a user is moving within the HetNet. Handover can be performed smoothly with 

session continuity. However, there are some drawbacks; Femto Cells require the use 

of the same costly and limited licensed spectrum as the Macro/Micro Cells reducing 

the spectrum utilisation efficiency. Macro/Micro Cell interference from Femto Cells 

is another concern and consequently the latter are confined to indoor use only.  

2.3.2 Distinct Carrier Usage (DCU) HetNet  

DCU combines different radio access technologies (RAT) operating in different 

frequency bands such as LTE and WiFi. DCU HetNets - or more commonly known 

as Cellular-WiFi Integration – combine a cellular Macro/Micro Cell with smaller 

WiFi cells. User devices can either connect to WiFi or the cellular network 

depending on the coverage of the network. DCU is attractive to many MNOs as a 

cost-effective means of offloading significant amounts of mobile data traffic owing 

to the widespread WiFi deployments and most devices on the market such as laptops, 

smart phones and tablets feature integrated WiFi radio interfaces.  

Since WiFi uses unlicensed spectrum, DCU has a clear advantage on enhancing 

capacity without interfering with existing cellular networks. Unlike Femto Cells 
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which are limited to indoor usage in order to keep the Femto-to-Macro interference 

level as low as possible, WiFi cells can be deployed freely outdoors [Ruckus, 2014] 

[Firetide, 2014]  [Strix System, 2014]. 

However, the use of the unlicensed spectrum by WiFi brings its own drawbacks. The 

spectrum at 2.4 GHz is often crowded with devices such as Bluetooth, cordless 

phones and a range of other devices equipped with WiFi interfaces creating 

interference and performance degradation. While 5GHz is less crowded (with less 

interference), only the newer consumer devices support 5 GHz, including Samsung 

and Apple smartphones and the iPad [Cisco, 2012b]; the 5 GHz band will become 

more congested in the future. 

At present, WiFi cells mainly transport traffic not on the core cellular infrastructure 

but on a separate network as the WiFi network may not always belong to the operator. 

Generally, Cellular-WiFi interworking can be categorised into two modes referred to 

as loosely and tightly coupled networks. 

In a loosely coupled network, WiFi traffic is usually beyond the 3GPP operator’s 

control and only the Best Effort (BE) traffic class is supported. The main objective is 

for the operators to offload cellular traffic, especially for Internet access [4G 

Americas, 2013]. In a tightly coupled network, WiFi traffic is usually controlled by 

the 3GPP operator. WiFi access networks may be integrated into the 3GPP core 

providing services from mobile network operators, IP session continuity and 

seamless end user experience irrespective of network type. With such control over 

the network, carriers can also make RAT selection in order to optimise overall 



25 

 

network performance and provide the greatest QoE for a given subscriber/service at a 

given time or location.  

To date, seamless interworking between WiFi and cellular networks remains a big 

challenge. As the network operators become more aware of the potential of WiFi 

networks, standardisation activities that focus on WiFi and 3GPP interworking are 

beginning to gain momentum, to be discussed in more detail in Chapter 3. 

2.3.3 Hybrid Carrier Usage (Femto-WiFi Integration)  

Hybrid Carrier Usage (HCU) is the combination of both SCU and DCU. HCU or 

more commonly known as Femto-WiFi integration is the integration of Femto and 

WiFi into a single cell [Small Cell Forum, 2012]. Since Femto and WiFi 

technologies were both designed for small coverage areas serving users through 

Digital Subscriber Line (DSL)/Ethernet backhaul, mobile network operators soon 

realised that both technologies could co-exist to bring benefits to end-users, operators, 

service providers as well as technology providers. 

In an integrated cell, a WiFi Access Point (AP) is used to provide general Internet 

access while Femto APs provide both Internet access as well as access to services 

provided by the mobile network operator. This is a primary motivation for 

Integrated-Femto-WiFi Networks because both WiFi and Cellular terminals are 

served, provisioning services to users through Femto Cells and low cost general 

Internet access over WiFi. Interference between Femto and Macro-Cellular networks 

can also be reduced by offloading certain traffic to the WiFi network.  
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The disadvantages of Integrated Femto-WiFi (IFW) lie in the integration of WiFi 

modems with the Femto provisioning system that operates with a separate 

provisioning profile. Since the two networks are different in terms of policies and 

procedures, a common auto-configuration server for provisioning both WiFi and 

Femto can be costly [Small Cell Forum, 2012]. Furthermore, interference from 

Femto Cells to Macro/Micro Cell remains an issue despite traffic being offloaded to 

the WiFi network.  

A comparison for three types of HetNet is summarised in Table 2.1. 

Table 2.1: HetNet classification and summary comparison. 

HetNet Type Characteristics Advantages Disadvantages 

 

SCU 

 

Macro Cell and 

Small Cells 

operating on a 

common licensed 

frequency band. 

 

Smooth and seamless 

Handover between 

BSs for better user 

experience. 

 

Less efficient 

spectrum 

utilisation due to 

interference and 

Femto cells limited 

to indoor usage. 

 

DCU Small Cells operate 

in frequency bands 

(normally 

unlicensed) different 

to Macro cell. 

Cost effective due to 

licensed free 

spectrum. 

 

Efficient spectrum 

utilisation as no 

interference between 

Small Cells and 

Macro Cell. 

 

Widespread WiFi 

hotspot deployments 

and common WiFi 

embedded devices.  

 

Seamless 

interworking 

between network 

components is 

challenging. 

Operates in the 

unlicensed 

spectrum which is 

crowded and 

subject to 

interferences from 

other devices.  
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HCU Small Cells operate 

in both licensed and 

unlicensed frequency 

band. 

MNO services are 

accessible through 

Femto Cells and 

Internet is accessible 

through inexpensive 

WiFi access.  

 

 

Costly to integrate 

both Femto and 

WiFi provision 

system.  

 

Interference still 

exist within HetNet 

although is it less 

compared to SCU. 

 

 

2.4 Scope of HetNet Architecture Implementations 

From the above consideration summarised in Table 2.1, DCU seems to be the most 

promising solution on meeting the demands of cellular network capacity, the main 

reason being that WiFi 802.11n networks [IEEE Std, 2009] are already supporting up 

to hundreds of megabits per second data rates within an unlicensed spectrum band. 

The widespread availability of WiFi radio interfaces in existing user devices implies 

that WiFi offloading is a natural solution to managing Cellular traffic congestion. 

Moreover WiFi is an economical solution [Gao et al., 2013] and does not create 

additional interference between the WiFi and cellular Macro Cell.   

SCU which uses a single carrier throughout the whole network is less efficient in 

spectrum utilisation and is therefore not pursued further. Similary, the more 

complicated and costly HCU architecture will not be studied.  
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Consequently, the research focus centres on the design and performance evaluation 

of HetNets comprising Macro Cell and WiFi small cells. The HetNet architecture 

under study uses LTE as the Macro/Micro BS, deployed as the main cell that 

provides blanket coverage with overlapping WiFi cells providing coverage at high 

demand hotspots. LTE is preferred since it is universally accepted as the core next 

generation wireless technology - IMT-Advanced – and the standards are being 

continually defined by the International Telecommunication Union Radio Section 

(ITU-R) [ITU-R, 2003]. 

Within the scope of DCU, the WiFi network can be further categorised into two 

common types viz. WiFi Hotspot and Multi-hop/Mesh WiFi Network corresponding 

to the Extended Service Set (ESS) and Independent Basic Service Set (IBSS) 

topologies supported by the IEEE802.11 standards [IEEE Std, 1997].  

2.4.1 Hotspot Wireless HetNet (HWH) 

WiFi hotspots are widely deployed and readily accepted worldwide [Gabriel, 2013]. 

One of the common HetNet architectures is a combination of a Macro Cell and WiFi 

hotspots [Bennis et al., 2013], defined as the Hotspot Wireless HetNet (HWH) for 

the purposes of the research. Figure 2.3 shows a DCU-type HetNet comprising LTE 

and WiFi-Hotspost. All WiFi hotspots can be backhauled individually through 

various wired or wireless technologies such as fibre, cable, copper, xDSL, 

microwave and multi-hop wireless links.  WiFi cells are integrated into the core 

network through their individual backhaul links.  
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Figure 2.3: A Hotspot Wireless Heterogeneous Network. 

 

2.4.2 Multi-hop Wireless HetNet (MWH) 

Wireless mesh networks have been in existence for a number of years [Akyildiz et al., 

2005] and a number of commercial wireless mesh networking solutions are currently 

on offer [Cisco Meraki, 2014], Motorola [Motorola Solutions, 2014], Firetide 

[Firetide, 2014], Tropos Networks [Tropos, 2014] and Strix Systems [Strix System, 

2014]. 

Due to the growing interest in Wireless Mesh Networking (WMN) technologies, an 

alternative Multi-hop Wireless HetNet (MWH) architecture consisting of LTE and 

WiFi Mesh is proposed (Figure 2.4). Within the MWH, several WiFi Mesh nodes are 

interconnected to form a Multi-hop/Mesh network. WiFi Mesh networks are divided 

into clusters with a Gateway (GW) acting as a cluster head, also providing backhaul 

connectivity to the core network. In order to access the Internet, users that are more 

than one hop away from a GW rely on intermediate Mesh Nodes to forward traffic 

between the service Mesh AP and the GW.  
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Figure 2.4: Multi-hop Wireless Heterogeneous Network. 

 

2.5 HetNet Radio Technologies  

2.5.1 LTE Overview 

The Long Term Evolution (LTE) standard was developed by 3GPP for fourth-

generation (4G) cellular networking with the aim to improve transmission efficiency 

and to increase cellular network capacity [3GPP, 2008a]. The radio interface for LTE 

is based on Orthogonal Frequency Division Multiplexing (OFDM) for downlink (DL) 

and Single-Carrier FDM (SC-FM) for uplink (UL).  

LTE offers higher peak data rates compared to third-generation (3G) High Speed 

Downlink Packet Access (HSDPA) by mainly utilising a wider channel bandwidth 

and higher order Multiple-Input and Multiple-Output (MIMO) antenna geometries. A 

component carrier can have a bandwidth of 1.4 MHz, 3 MHz, 5 MHz, 10 MHz, 15 
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MHz or 20 MHz and up to five component carriers can be aggregated (equivalent to 

a maximum bandwidth of 100MHz) [3GPP, 2010b] and up to 8x8 MIMO in the DL 

and 4x4 in the UL is allowed. The LTE BS can be divided into Macro Cell, Micro 

Cell, Pico Cell and Femto Cell through the control of power levels.  

2.5.1.1 Macro Cell 

A Macro Cell is a large base station transmitting at a typical power of ~43 dBm 

[Quek et al., 2013] that provides excellent coverage range up to several kilometres 

and supports high mobility.  

2.5.1.2 Micro Cell 

A Micro Cell is usually smaller than Macro Cell with a typical coverage range of less 

than two kilometres and inter-site distance of no less than 500 m [Lei et al., 2013]. 

Micro Cells are backhauled by fibre or microwave dependent on the available 

infrastructure. 

2.5.1.3 Pico Cell 

Pico Cells are smaller than Macro Cells with a transmit power ranging from ~23 

dBm to ~30 dBm (Table 2.2) and a coverage range of ~200 meters or less. It is an 

outdoor base station, open to the public. Usually Pico Cells are included inside the 

Macro Cell to provide hotspot coverage such as in an airport, malls or stadia.  
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2.5.1.4 Femto Cell 

Femto Cells, as its name suggests are the smallest cell within the LTE BS family. 

Femto Cell equipment is relatively new, constituting very small cellular base stations 

that support small numbers of users (compared to traditional cell towers). The Femto 

BSs is designed to serve mobile devices within a home or small business and are 

usually placed indoor, operating at low transmitted power of < 23 dBm. 

The advantage of Femto BSs is the increase in the data rate due to the short distance 

between User Equipment (UE) and BS. Moreover the battery life of the UE improves 

due to the lower transmit power requirement. The main advantages of Femto Cells 

are low cost and can be deployed quickly at exact locations where coverage and 

capacity are needed. In most cases, Femto BSs may be purchased by customers and 

self-installed.  

A comparison of the different types of BS is presented in Table 2.2. 

Table 2.2: Comparison of different type of BSs. [Quek et al., 2013] 

Type of Nodes Transmit Power/10MHz Coverage Range 

Macro Cell 43dBm Few km 

Micro Cell 38dBm 200 - 2km 

Pico Cell 23 - 30dBm < 300m 

Femto Cell < 23 dBm < 50m 
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2.5.2 IEEE 802.11 Overview 

Wireless Local Area Networks (WLANs), more commonly known as Wireless 

Fidelity (WiFi), have emerged as a viable replacement to wired solutions for last 

mile Internet access. In the late 1980s, the Institute for Electrical and Electronic 

Engineers (IEEE) 802.11 Working Group responsible for the development of LAN 

standards began to develop the standards for WLANs. The group, as the name 

suggests, belongs to the group of popular IEEE 802.x standards, e.g., IEEE 802.3 

Ethernet [IEEE Std, 1985a] and IEEE 802.5 Token Ring [IEEE Std, 1985b]. The 

main objective of the IEEE 802.11 Working Group was to define the wireless LAN 

Medium Access Control (MAC) and Physical Layer specifications. The first IEEE 

802.11 Wireless Local Area Network (WLAN) standard [IEEE Std, 1997] supported 

a maximum data rate up to 2Mbps operating in the license free 2.4GHz Industrial, 

Scientific and Medical (ISM) frequency band.  

The technology continues to evolve and a series of new Physical Layer specifications 

were released to increase the performance. For example, two enhanced Physical 

Layer specifications, IEEE 802.11a [IEEE Std, 1999a] and IEEE 802.11b [IEEE Std, 

1999b] increased the data rate up to 11Mbps and 54Mbps respectively. 802.11b is 

based on a Direct Sequence Spread Spectrum (DSSS) technology [Geier, 2002] 

operating in the 2.4GHz band, while 802.11a is a technology based on OFDM and 

operates in the 5GHz band. The 802.11g standard [IEEE Std, 2003] extended the 

802.11b Physical Layer to support data transmission rates up to 54 Mbps in the 2.4 

GHz band. Well-known releases such as 802.11e for Quality of Service (QoS) 

improvement [IEEE Std, 2005a], 802.11s  for mesh networking [IEEE Std, 2011] 
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and 802.11n [IEEE Std, 2009] that uses multiple-input multiple-output (MIMO) 

technology to increase data rates further address the shortcomings of 802.11. A long 

list of completed 802.11 standards is now in place and active sub working groups 

[IEEE  Working Group, 2013] continue to specify IP-based broadband services at 

high bit rates ranging from 54Mbps on IEEE802.11a/g and up to 600Mbps on 

802.11n. 

In the early of 2000s’, WLAN radio cards were expensive compared to now, 

WLANs at that time would only be considered if the mobility provided tremendous 

gains in efficiency and resulted in huge cost savings. However, with falling prices of 

technology and improved performance, WLAN gradually began to secure traction in 

the market. Today, IEEE 802.11 hotspots can be readily found at offices, stadia, 

university campuses, libraries, airports, hotels, public transport stations, cafes and 

residential areas. It is one of the world’s most widely deployed wireless network 

technologies to date. WLAN technologies provide higher access data rates but have 

lower coverage compared to cellular networks. 

IEEE 802.11 defines two architectures i.e. Basic Service Set (BSS) and Independent 

Basic Service Set (IBSS) [IEEE Std, 1997]. In a BSS, a number of wireless stations 

(STAs) are associated to an AP which acts as a master to control all connected STAs. 

All communications take place through the AP. The IBSS on the other hand does not 

rely on a pre-existing infrastructure such as an AP. STAs can communicate directly 

with each other and forward data on behalf of other STAs as long as they are within 

each other’s transmission range. This type of wireless network is also commonly 

referred to as a wireless ad-hoc network. 
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For the purposes of the research, the IEEE802.11g and IEEE 802.11n are adopted for 

the study as these two technologies are most widely deployed worldwide. Although 

IEEE 802.11g is being slowly replaced by the more efficient IEEE 802.11n, many 

former systems are still in operation. 

2.5.2.1 IEEE 802.11g 

IEEE 802.11g is the third modulation standard for wireless LANs [Agrawal and 

Zeng, 2015]. Figure 2.5 shows the channel structure of both 802.11b and 802.11g 

[IEEE Std, 2003]. 

 
Figure 2.5: Channels in the 2.4 GHz band (Picture source:[Wikipedia, 2014]). 

802.11g uses Orthogonal Frequency-Division Multiplexing (OFDM) with data rates 

of 6 Mbps, 9 Mbps, 12 Mbps, 18 Mbps, 24 Mbps, 36 Mbps, 48 Mbps, and 54 Mbps 

available. The 802.11g standard is based on IEEE 802.11a which only operates in the 

5 GHz band and offers a much shorter coverage range. Since 802.11g operates in the 

2.4 GHz band, coverage ranges is much better than IEEE 802.11a but with 

comparable data rates. Use of the 2.4 GHz frequency also makes 802.11g backward 

compatible to 802.11b. 
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2.5.2.2 IEEE 802.11n 

802.11n operates in both 2.4 GHz and 5 GHz bands; however, the support for the 

5GHz band is optional. 802.11n offers a major improvement over previous 

802.11a/b/g standards through several key enhancements such as MIMO, frame 

aggregation, block ACK and channel bonding [IEEE Std, 2009].  

MIMO 

ReceiverTransmitter

 

Figure 2.6: 2x2 Multiple Input Multiple Output (MIMO) system. ( Source: 

[Conniq.com, 2015]) 

Physical data rates in 802.11n are significantly improved over 802.11a and 802.11g 

through the use of MIMO Spatial Multiplexing (SM) which multiplexes multiple 

independent spatially separated data streams and transmits them simultaneously 

using multiple antenna elements within one spectral channel of bandwidth (Figure 

2.6). In MIMO, each transmission propagates along a different path and hence the 

individual streams at the receiver experience sufficiently distinct spatial signatures. 

With a SM enabled receiver, the original data streams can be recovered. By spatial 

multiplexing two data streams onto a single radio channel, the original capacity is 

effectively doubled. For example, a data rate higher than 100 Mbps is achievable 
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using a 20MHz channel and two SM streams, transmitting over 64QAM-5/6 MCS 

(Figure 2.8) in contrast to just 54Mbps with 802.11a/g. Up to four SM streams have 

been defined in the standard which further improve the capacity (Figure 2.9) but the 

support for 3 or higher SM streams is optional.  

In addition to SM, MIMO also supports a Space-Time Block Coding (STBC) 

[Sandhu et al., 2003] option in the Physical Layer (PHY) to further improve the 

robustness of a link. Low Density Parity Check (LDPC) [Perahia and Stacey, 2013] 

codes are adopted for that purpose. Furthermore, the standard also caters for transmit 

beam forming, where both PHY and MAC enhancements are introduced to further 

improve link robustness.  

Channel Bonding 

IEEE 802.11n enables two 20 MHz channels to be combined to form a 40 MHz 

channel in either the ISM or Unlicensed National Information Infrastructure (UNII) 

band [FCC, 2013] to improve data rates.  

Before 802.11n was fully defined, WiFi (802.11b/g) products used channels 

approximately 20 MHz wide occupying 11 channels (three non-overlapping: 1, 6, 11) 

within the 2.4GHz frequency band (Figure 2.5); in the 5 GHz UNII band, there are 

12 non-overlapping 20 MHz channels (varies depending on countries and region) 

that can be used (Figure 2.7).  
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The 40 MHz channel was initially intended only for the 5 GHz band due to the larger 

spectrum available; however, 40 MHz channel operation at 2.4GHz is permitted in 

the standard. Due to the limited number of non-overlapping channels, special care 

has to be taken during deployment as options for channel planning are low.  

 

Figure 2.7: OFDM PHY frequency channel for the United States [IEEE Std, 1999a]. 

 

Frame Aggregation and Block Acknowledgement 

In addition to improvements in the RF performance, MAC efficiency and throughput 

performance have also been improved by aggregating multiple frames into a single 

transmission with block acknowledgement [Perahia and Stacey, 2013]. In frame 

aggregation, multiple frames can be sent through a single access to the medium by 
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combining frames into one larger frame. There are two forms of frame aggregation: 

Aggregated MAC Service Data Unit (A-MSDU) and Aggregated MAC Protocol 

Data Unit (A-MPDU) [Perahia and Stacey, 2013].  

A-MSDU 

With A-MSDU, MAC frames from the same physical source, same destination end 

points and same traffic class are integrated into one larger frame with a common 

MAC header. In other words, multiple MSDUs are aggregated at the MAC layer and 

inserted into a single MPDU which in turn will be passed to the PHY layer. An A-

MSDU packet has a single frame header with multiple frames destined for the same 

client at the same service class. The sender is acknowledged once the whole A-

MSDU is received successfully. A more detail description of A-MSDU is provided 

in Appendix A. 

A-MPDU 

A-MPDU is basically a chain of individual 802.11 frames transmitted by piggy 

backing each other at one access to the medium. Similar to an A-MSDU, the 

destination address as well as the traffic class (QoS) must be common. However, 

unlike the A-MSDU, each PDU frame has its own Cyclic Redundancy Check (CRC) 

resulting in increased robustness on packet transmission as an error in one PDU does 

not affect others in the group. However, A-MPDU is less efficient due to a higher 

overhead introduced by individual PDU frame headers.  
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A-MPDU is more efficient in high bit error rate environments as each data frame 

within an A-MPDU is acknowledged or re-transmitted separately if an error is 

detected. A-MSDU on the other hand, is more suitable for a radio environment where 

the bit error rate is low as only one acknowledgement is sent upon the successful 

recovery of the entire A-MSDU. Under poor radio channel conditions, frequent 

retransmission is expected, very costly for huge frames [Jackman et al., 2011] 

[Daldoul et al., 2011]. 

Block ACK  

802.11n introduces a block acknowledgement mechanism in which multiple frames 

can be transmitted and acknowledged by a single frame instead of an ACK frame for 

each transmitted data frame [Perahia and Stacey, 2013]. A reduction in the 

transmission overhead results since only missing frames or frames with errors are re-

transmitted by checking a compressed bit map embedded in the block 

acknowledgement.  

Other enhancements by 802.11n include a shorter guard interval in PHY only to be 

used under certain channel conditions. If backward compatibility is not a concern, a 

Greenfield preamble shorter than the mandatory mixed format preamble, is an option 

for performance improvement [Eldad and Robert, 2008]. A Reduced Inter-Frame 

Space (RIFS) instead of a Short Inter-Frame Space (SIFS) can also be used when 

transmitting a burst of frames to reduce the overhead. 
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With these enhancements, the maximum data rate of 802.11n has been increased 

from 54 Mbps to 600 Mbps. However, data rates up to 600 Mbps are only achievable 

with the maximum four spatial streams operating in the 40 MHz channel. Various 

modulation schemes and coding rates have been defined and are represented by 

a Modulation and Coding Scheme (MCS) index value ranging from 0 to 31 [Eldad 

and Robert, 2008]. Figure 2.8 and Figure 2.9 show the achievable 802.11n data rates 

for a 20 MHz and 40 MHz channel bandwidth using a short Guard Interval (GI) 

[AirMagnet, 2008]. 

 

Figure 2.8: 802.11n data rates with 20MHz channel bandwidth, 400ns Guard Interval. 
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Figure 2.9: 802.11n data rates with 40MHz channel bandwidth, 400ns Guard Interval. 

2.6 General HetNet Issues and Challenges  

HetNet is a large, complex next generation network that consists of multiple access 

nodes that differ in technology type, transmit power level and link capacity. With 

integrated WiFi, the user experience can be maximised by supporting the cellular 

network to deliver higher capacity through harnessing the widely available 

unlicensed spectrum. Although HetNet is a promising technology, several challenges 

need to be addressed. 

2.6.1 Cellular WiFi Interworking 

Cellular and WiFi are two technologies designed with different objectives; the 

former is designed for mobile telephony whilst the latter is aimed for last mile 

wireless access for broadband data communications. Since WiFi is not part of the 
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cellular network, the integration of WiFi with the cellular network presents several 

interworking challenges and requires a new set of standards to address the mismatch. 

For example, in order to provision services from MNOs, reliable access to the 

cellular core network through a 3GPP or non-3GPP network is desirable. Fortunately, 

MNOs recognised the importance of integrating WiFi into Cellular networks and 

standards were drafted and approved in 3GPP and IEEE to facilitate Cellular WiFi 

interworking (Section 3.2). However, those standards addressed basic interworking 

issues, such as authentication, authorisation, billing, basic mobility support and 

simple network detection and selection algorithm. A more intelligent interworking 

system is required to optimise network performance [4G Americas, 2013]. For 

instance, providing end to-end integration from the mobile packet core network to 

the individual cell or AP, encompassing controllers and management systems are 

needed for a seamless user experience. Real time network status information from all 

cells in the HetNet must be provided to the network management system in order to 

achieve optimum inter-networking. WiFi broadband modems and Femto systems are 

governed by separate provisioning profiles, policies and procedures such as different 

start up procedures, device ID, data models, QoS policies and DSL rate plan. The 

integration of modems and Femto systems are costly [Small Cell Forum, 2012] and 

pose a challenge since reducing network operating and management cost is important 

to MNOs.  
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2.6.2 Mobility (Handover) 

The Cellular network is known for its reliable mobility support providing smooth and 

uninterrupted voice and data support even when a user moves across several BSs. In 

HetNets, mobility support is far more challenging compared to a Macro-cell-only 

network due to its complex and nested network topology [Andrews, 2013]. Handover 

comes at the expense of a system overhead consisting of control and signalling 

messages that slice the network resource. Furthermore owing to the large number of 

small cells within HetNet, handover can be too frequent resulting in massive system 

overheads [Andrews, 2013]. Hence a trade-off between network performance and 

user experience exists and a major challenge is to determine the optimum balance 

between them.  

Managing vertical handover seamlessly whilst providing a good quality service is 

also presents a challenge. Vertical handover occurs between a Macro Cell and small 

cells when a user moves through a HetNet. In view of the differences between WiFi 

and Cellular network technologies, seamless vertical handover relies on 

synchronisation and signalling between the two networks and any delay causes 

interruptions to real time services [Qualcomm, 2011]. Hence in vertical handover 

scenarios, operators need to differentiate services by application or application type 

before making any handover decision. Unlike the Macro-only network, handovers 

may occur in HetNet even when a user is static in order to achieve traffic load 

balancing across the entire HetNet e.g. users at the more congested cells are shifted 

to the less congested cells.  
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2.6.3 QoS Support 

Future networks must provide a range of services, from basic voice communications, 

web access, business transactions, through to online gaming and video streaming. 

Networks are expected to support traffic with various Quality of Service (QoS) and 

Quality of Experience (QoE) requirements and is therefore of high importance for 

MNOs.  

Ensuring end-to-end QoS is thus one of the main challenges. WiFi and Cellular have 

been designed for different purposes and consequently operate with very different 

QoS characteristics; hence QoS mapping is required [4G Americas, 2013]. Further, 

WiFi cells are normally backhauled by DSL which have their own QoS mechanisms 

over IP networks; thus end-to-end QoS preservation is a huge challenge in HetNets.  

As a consequence of the large number of small cells that increase the frequency of 

handovers, the probability of handover failure in HetNet is higher, in turn degrading 

the QoS. This is confirmed by 3GPP studies, showing that the failure rate in Macro-

Pico HetNet doubles compared to a Macro-only network [3GPP, 2012b]. The 

handoff procedure may also cause extra delay, packet loss, and even connection 

interruption especially in the vertical handover between Macro and small cells during 

which the signalling is likely to travel through a longer path compared to a horizontal 

handover [Yan Zhang et al., 2008].  

Despite the challenges of providing QoS in HetNets, the focus of the study is mainly 

on non-delay-sensitive applications such as web-browsing, email access, file transfer 
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and best effort VoIP. Thus QoS is not considered or assumed to be provided on a 

best effort (BE) basis. 

2.6.4 Offloading Decision 

Offloading decisions are core in HetNet in order to ease the traffic congestion. From 

the network point of view, any offloading decision has to consider overall network 

performance such as optimising network throughput by offloading the user to a best 

network as well as balancing the load within the entire HetNet. Further, all 

optimisation processes need to consider QoS and user satisfaction (QoE). Decisions 

are based on a number of criteria; the user preference, the traffic type, the best time, 

how much traffic in total should be offloaded from the cellular network and to which 

small cell(s)?  

Communication between HetNet and user devices is vital for overall network 

performance for user centric Network Selection (NS). Here user preferences must be 

a consideration as some users may not be willing to switch to a lower QoS guarantee 

network such as a WiFi network. Incentive schemes may be required to encourage 

users to deprioritise in relation to other users on more QoS sensitive applications 

[Zhuo et al., 2013].  

Fairness on accessing network resource amongst users is also important and is a 

major consideration during offloading. In most cases, a network with optimum 

capacity performance may not be the fairest and often maximum throughput has to 
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be traded-off for fairness. Hence, a balance between network performance and 

fairness is required.  

Fairness is one of the core performance metrics used in the study (Section 5.6.1). The 

principal is that in commercial applications when a user is being charged relatively 

equal amounts of money for services from a network, each should be treated fairly. 

2.6.5 Backhauling 

In HetNets, backhauling a large number of small cells is challenging. For 

deployment of small cells in indoor environments, access to the power supply and 

wired network backhauling is required, which may be potentially expensive. 

Although eliminating backhaul costs by relying on consumers to provide the 

broadband connection to indoor small cells may be an option, difficulties in ensuring 

an acceptable quality of service (QoS) over customer backhaul is a major issue.  

For outdoor small cells deployments, backhauling is even more challenging as 

backhauling access points may not be readily available at the most suitable locations 

[Infonetics Research, 2013] [NGMN Alliance, 2012]. Due to the extensive 

engineering work required, high cost and regulatory barriers, fixed line solutions 

such as fibre, cable, copper or xDSL are often not the best options. Furthermore, a 

relatively large number of WiFi hotspots may be too costly for operators to backhaul 

over a wired infrastructure [Nitin Bhas, 2011].  
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In such situations, the solution is likely to be a mix of both wireless and wired 

backhaul [Andrews, 2013] [Ghosh et al., 2012], in which some cells may have 

dedicated interfaces to the core network, whilst other cells may rely on multi-hop 

wireless technology to relay the traffic to the core [Firetide, 2013] [NGMN Alliance, 

2012]. The adoption of a mix of technologies to implement backhauling supporting a 

number of cells results in varying bandwidth and delay constraints. Hence, the 

planning and design of the HetNet backhaul is challenging and any solution must be 

cost effective and guarantee performance.  

2.7 Conclusions 

In this chapter, background technologies underpinning Wireless Heterogeneous 

Network (HetNet) is presented. HetNet implementations are categorised as SCU, 

DCU and HCU, their advantages and disadvantages discussed and compared and the 

motivation behind the selection of the DCU in this research is clearly stated.  

Within a DCU HetNet, LTE is chosen as a Macro Cell and WiFi is chosen as the 

Small Cell. The WiFi Hotspot and WiFi Mesh topologies are introduced and 

overviews of the chosen underlying radio technologies and their main characteristics 

are given.  

Mobility support, QoS support, traffic offloading decisions and backhauling are 

general cellular-WiFi interworking challenges faced by MNOs highlighted and 

summarised in Table 2.3.  
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Table 2.3: Summary of cellular-WiFi HetNet issues and challenges. 

HetNet Issues Challenges 

 

Cellular WiFi 

Interworking 

 

 Available standards are for basic Cellular-WiFi interworking, 

more intelligent interworking standards required for network 

optimisation.  

 High provisioning cost due to existence of different systems in 

HetNet. 

 

Mobility 

 

 Mobility is more challenging than Macro-only network due to 

its complex and nested network topology.  

 Large number of small cells may cause frequent handover 

resulting in massive system overheads. 

 

QoS Support  End-to-end QoS is challenging over different technologies in 

HetNet as QoS mapping is required and results in longer 

handover delay.  

 Frequent handover due to large number of small cells increases 

handover failure.  

 Providing services meeting QoS for multiple traffic types is 

challenging.  

 

Offloading 

Decision 
 Performing load balancing that takes care of overall HetNet 

performance is challenging.  

 Finding that balance between throughput performance and 

fairness during offloading is not straight forward.   

 Incentive scheme may be needed for the user being offloaded to 

less QoS supported network.  
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Backhauling  Wired backhaul is expensive and may not ubiquitously 

available.  

 Mixture of wired and wireless backhaul is likely and creates 

non-uniform backhaul capacity over small cells. 

 Cost-effective and performance guaranty backhauling solution 

is needed.   
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Chapter 3  

State of The Art and Research Scope 

3.1 Introduction 

The Chapter provides an overview on state-of-the-art in Cellular-WiFi integration 

and defines the scope of the research. The Chapter starts with a mapping of existing 

standards and industrial organisations supporting Cellular-WiFi integration. Related 

research is presented and discussed, a foundation to develop the motivation and 

scope of research before conclusions are drawn. 

3.2 Standards Supporting Cellular-WiFi 

Interworking 

Due to the popularity and widespread deployment of WiFi worldwide, MNOs were 

compelled to inter-network instead of competing with WiFi. In order to facilitate 

cellular-WiFi interworking, both 3GPP and IEEE have acknowledged the evolution 

by drafting standards to better support Cellular-WiFi integration.  
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3.2.1 3GPP Standards 

The Global System for Mobile Association (GSMA) WLAN Task Force (2002 to 

2004) report on WLAN-Cellular interworking highlighted five scenarios that 

enhance WLAN-Cellular interworking [GSMA, 2003]: 

1. Common Billing and Customer Care 

2. 3GPP system based Access Control and Charging 

3. Access to 3GPP system Packet Switched based services 

4. Service Continuity 

5. Seamless services 

The findings stimulated subsequent standardisation activities that pushed several 

standards to be pursued based on the above scenarios. Table 3.1 presents the most 

relevant standards. 

Table 3.1: 3GPP technical specifications and their scope. 

Technical Specs Scope 

TS 23.234 
Scenarios 1, 2 and 3: Common Billing, Access Control 

and Charging and Access to Packet Switched Services. 

TS 23.327, TS 23.261,  

TS 23.401, TS 23.402 

Scenarios 4 and 5: Service Continuity, Seamless Services 

and Mobility 
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3.2.1.1 Integrated Wireless LAN (IWLAN) Standard 

The main purpose of TS 23.234 is to provide solutions for interworking Scenario 1, 

Scenario 2 and Scenario 3, addressing Common Billing, Access Control, Charging 

and Access to Packet Switched Services.  

Figure 3.1 shows a WLAN Inter-working reference model from TS 23.234 

recommending that 3GPP Authentication, Authorization and Accounting (AAA) be 

executed by a server for both WLAN access and 3GPP services. Users are able to 

perform IP access through either “3GPP IP” or “Direct IP” access [InterDigital, 

2012]. The former allows users to access Mobile Network Operator packet data 

services, such as Multimedia Messaging Service (MMS), mobile video, etc. as well 

as Internet services, whereas the latter provides direct access to the Internet or 

Intranets. 3GPP IP access is enabled by two entities – the WiFi Access Gateway 

(WAG) and the Packet Data Network Gateway (PDG) - both functioning as 

Gateways to the Packet Data Network (PDN). The WAG is a typical gateway 

connecting the user to the PDG and at the same time it also acts as a firewall, 

enforcing operator policies which are downloads from the 3GPP AAA servers. PDG 

is a gateway to a specific Packet Data Network, such as the Internet or an operator 

service network. 
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Figure 3.1: WLAN Inter-working reference model (Non-roaming). 

TS 23.234 [3GPP, 2008c] only specified how WLAN UEs are permitted to access 

3GPP core networks and services, however the dynamic switching of radio 

connections and user handover between WiFi and 3GPP networks are not defined. 

The mobility solution is standardised in TS 23.327 [3GPP, 2008e], defining the 

mobility between Interworking WLAN Networks and 3GPP networks.  

IWLAN-3GPP mobility solutions have two basic limitations. Firstly, the Home 

Agent (HA) is not connected to policy and QoS management entities in the core 

network (such as Policy and Charging Rules Function (PCRF) [Mulligan, 2012]) 

preventing advanced policy and QoS based management. Secondly, User Equipment 

(UE) is restricted to only a single radio connection at any given time, namely either 

to the WLAN or 3GPP radio interface which limits the possibility of dynamic 

switching of individual IP-Flows from one radio interface to another as well as multi-
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3.2.1.2 Evolved Packet Core (EPC) Standards 

In EPC [3GPP, 2008b], the latest evolution of the 3GPP core network architecture, 

non-3GPP access networks (access networks not specified in the 3GPP) can be split 

into two categories, the "trusted" and the "untrusted".    

Trusted non-3GPP accesses can interact directly with the EPC while untrusted non-

3GPP accesses through EPC have to be done via the Evolved Packet Data Gateway 

(ePDG) network entity. The main role of the ePDG is to provide security 

mechanisms such as the Internet Protocol Security tunnel (IPsec tunnelling [Mulligan, 

2012]) of connections with the User Equipment (UE) over an untrusted non-3GPP 

access. 

Trusted (non-3GPP) WiFi access is a network managed by the Operator. For 

example UE can connect to the trusted WiFi Network directly using the radio 

interface without any additional security measures.  

However, for Untrusted WiFi Networks with no trust relationship with the operators, 

an UE is required to establish an IPSec tunnel to the ePDG in the core network. The 

ePDG acts as a termination node for IPsec tunnels established with the UE. 

The architecture of an EPC core network with trusted and untrusted non-3GPP 

access is shown in Figure 3.2.  
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Figure 3.2: EPC architecture for access via trusted and untrusted non-3GPP networks 

(source: [3GPP, 2008g]). 
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Stack Mobile IP (DSMIP) are used [3GPP, 2008g]. Solutions for seamless IP-Flow 

mobility using DSMIP protocols are described within TS 23.261 [3GPP, 2008d].  

In EPC, to facilitate network selection by the UE, Access Network Discovery and 

Selection Function (ANDSF) protocol [3GPP, 2008h] is proposed to assist user 

equipment (UE) on network discovery and selection, enabling operators a means of 

providing guidelines to UEs for WiFi network selection by customising network 

selection policies and distributing those policies down to devices.  

With network-based mobility, UE mobility services are handled by the network for 

session continuity. No software has to be installed in the UE and hence the 

implementation of network-based mobility is much easier. Furthermore, since the 

network often has better insight on overall network usage and the congestion state 

than the UE, a better handover decision can therefore be made. The network-based 

mobility approach uses the IETF protocol, Proxy Mobile IPv6 (PMIPv6) [Cisco, 

2012a]. PMIPv6 is used on the S2a, S2b and S5 interfaces in EPC. 

3.2.2 IEEE 802.11u Standards 

The Institute of Electrical and Electronics Engineers Standards Association (IEEE-

SA) is an organisation within the IEEE that develops global standards including 

WLAN standards such as 802.11x. The IEEE 802.11x standards were initially 

designed to serve as a last mile Ethernet replacement. However, the overwhelming 

market penetration and worldwide acceptance of these technologies changed the 

landscape completely. Many operators started to adopt and integrate IEEE 802.11x 

http://en.wikipedia.org/wiki/IEEE
http://en.wikipedia.org/wiki/Technical_standard


58 

 

into their networks. In order to address the shortcoming of existing 802.11x 

standards on interworking with other networks, one of the IEEE initiatives centred on 

802.11u. 

IEEE802.11u [IEEE  Std, 2011] is the ninth amendment to the IEEE 802.11-

2007 standard, adding features that improve interworking of WLAN with external 

networks. IEEE 802.11u has defined a new MAC state convergence function aiding 

network discovery and selection, enabling information transfer from external 

networks, enabling emergency services via the 802.11 network, and interfacing 

Subscription Service Provider Networks (SSPNs) to 802.11 networks that support 

interworking with external networks. 

With 802.11u implemented, APs are capable of providing interworking-specific 

information – such as the type of network offered – in the beacon frame to enable 

mobile devices to select the network even before attempting association. Service 

providers and external subscription service providers can also established roaming 

partnerships and their services can be advertised in the APs’ beacon frame. 

In a HetNet, 802.11u simplifies network selection especially during vertical 

handover. For example, a mobile device connected to a cellular network and 

downloading a file can perform vertical handoff and connect to the WiFi network 

through the 802.11u standard selecting a better WiFi network.  

In terms of adoption by the industry, 802.11u is actively supported by vendors and 

network operators through the WiFi Alliance (WFA) [WiFi Alliance, 1999] with 

http://en.wikipedia.org/wiki/IEEE_802.11-2007
http://en.wikipedia.org/wiki/IEEE_802.11-2007
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Hotspot 2.0 [WiFi Alliance, 2012] specifications and the Passpoint Certification [Wi-

Fi Alliance, 2012] process which is detailed in Section 3.3.   

3.3 Industrial Forums 

The standards as discussed in Section 3.2 are supported by industrial bodies in order 

to champion their implementation. Industrial bodies that are actively involved are the 

GSM Association (GSMA) [GSMA, 1995], Small Cell Forum [Small Cell Forum, 

2007], WiFi Alliance (WFA) [WiFi Alliance, 1999] and Wireless Broadband 

Alliance (WBA) [WBA, 2003]. 

3.3.1 GSM Association (GSMA) 

The GSM Association (GSMA) is a community of worldwide mobile operators and 

related companies representing their interests. GSMA is devoted to supporting the 

standardisation, deployment and promotion of the GSM mobile telephony systems.  

Upon realising the mass acceptance of WiFi worldwide, mobile operators and 

vendors within GSMA initiated a study exploring the potential for cellular-WiFi 

integration so that an alternative radio access to mobile services could be provided. 

The “GSMA WLAN Task Force” investigated various use cases of interworking 

between the WiFi and cellular networks; six different interworking network 

scenarios and levels of interworking ranging from no, loose and tightly coupled were 

studied and included consideration of important issues such as authentication, access 

control, billing, core network accessibility, service continuity and mobility. The 

study [GSMA, 2003] subsequently led to the various standards within 3GPP to 

enable interworking between cellular and WiFi (Section 3.2). 
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3.3.2 Small-Cell Forum 

The Small Cell Forum, formerly known as the Femto Forum, was formed to support 

and accelerate the wide-scale adoption of small cells and to maximise the potential of 

the mobile Internet [Small Cell Forum].  

In support of HetNet standardisation, the Small Cell Forum undertook the study of 

radio level coexistence between co-located Femto and WiFi APs. The Integrated 

Femto-WiFi (IFW) action [Small Cell Forum, 2012] investigated the integration of 

the Small Cells (both 3G and LTE) and WiFi technologies due to the increasing 

interest from Femto vendors on integrating Femto and WiFi APs in the same 

equipment as a single unit. The IFW work item generated a white paper, a 

comprehensive study on various deployment and operational scenarios, user and 

operator benefits and various service and technology aspects. The Small Cell Forum 

also interacted with other industry bodies, especially those dealing with WiFi in 

order to drive their initiatives towards reality. 

3.3.3 WiFi Alliance (WFA) 

The WiFi Alliance (WFA) is a powerful association that promotes WiFi technologies 

and ensures the interoperability of IEEE802.11 products through certification 

processes; any WiFi certified products has to pass the WFA certification process. To 

support interworking with external networks, WFA has defined Hotspot 2.0 [WiFi 

Alliance, 2012] based on IEEE802.11u standard.  
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3.3.3.1 Hotspot 2.0 

Hotspot 2.0 enables mobile devices to automatically discover APs associated with 

user home networks and to establish a connection securely during roaming [WiFi 

Alliance, 2012]. Before connecting to a WiFi network, the mobile device normally 

queries APs to discover whether the visited network supports roaming with the 

device’s home network. On selecting the network, the client device is allowed to 

authenticate to visited network with one or more credentials, such as a SIM card, 

username/password pair, or X.509 certificate in order to secure the connection.  

Hotspot 2.0 (v1.0) focuses on discovery/selection, authentication, and over-the-air 

security. Subsequent releases will follow with additional capabilities.  

3.3.3.2 Passpoint Certification  

As for product certification, Hotspot 2.0 is supported by WFA Passpoint™ 

certification [Wi-Fi Alliance, 2012] which ensures that certified products comply 

with the technical specifications. Passpoint™ certification is being deployed in 

phases; the current is Release 1 and Release 2 is expected in 2014. 

3.3.4 Wireless Broadband Alliance (WBA) 

The Wireless Broadband Alliance (WBA) targets the provision of outstanding user 

experiences through the global deployment of next generation WiFi. WBA is 
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essentially a body similar to WFA developing standards to simplify connection and 

roaming.  

WFA Hotspot 2.0/Passpoint is complemented by WBA through its Next Generation 

Hotspot (NGH) [WBA, 2011] initiative. The NGH protocol in effect carries the end 

user Hotspot 2.0 identity and ensures inter-operability with other segments of the 

network through authentication to the operator’s Remote Authentication Dial-In User 

Service (RADIUS) [C. Rigney et al., 1997] servers whilst managing roaming and 

billing. In NGH, inter-operability requirements between hotspots, cable and 3G/4G 

mobile operators are defined and comprehensive guidelines are developed for the 

operators. In full functionality mode, NGH is equivalent to cellular roaming but in a 

WiFi implementation. 

WBA believes that WiFi is a complementary to other wireless and broadband 

networks including 3GPP/UMTS, WiMAX, DSL and Cable. Thus in addition to the 

NGH initiative, WBA also initiated the Interoperability Compliance Program (ICP) 

[WBA, 2012], Wireless Internet Service Provider roaming (WISPr 2.0) [WBA, 2010] 

and Wireless Roaming Intermediary Exchange (WRiX) [WBA, 2013] which aim to 

improve inter-operability with other networks. In the long term, WBA aims to 

integrate both cellular and WiFi as one service, with seamless connectivity, 

automatic authentication and security. 
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3.4 Scope of Study  

Both IEEE and 3GPP are aggressively working to expedite Cellular-WLAN 

integration through standardisation activities such as 802.11u and the series of 3GPP 

technical specifications (Table 3.1). Several other issues inherent with interworking 

such as security, mobility support, QoS and network selection for offloading are also 

addressed in the standards. With the support of industrial bodies and forums such as 

WiFi Alliance, GSM Association, Wireless Broadband Alliance and Small Cell 

Forum, the standards are currently being implemented e.g. Hotspot 2.0, Next 

Generation Hotspot and ANDFS module in EPC.  

Amongst the major issues (Chapter 2), the backhauling challenge is the least 

addressed by standard bodies and researchers. Thus developing and analysing 

solutions to HetNet small cells backhauling form the focus of the study.  

For the study, Small Cells are assumed to be deployed outdoor predominantly where 

finding a backhaul at a strategic location is relatively challenging compared to indoor 

scenario e.g. train stations, outdoor malls, stadia and theme parks. However, the 

solution is not exclusively limited to outdoor especially in the case of deploying 

Small Cells in older buildings with poor infrastructure.  

In respect of Small Cells, WiFi is assumed as a Small Cell for the purposes of rest of 

the dissertation and only two options exist; wireline and wireless backhaul.  Due to 

the intensive engineering work required, high cost and regulatory barriers, fixed line 
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solutions such as fiber, cable, copper or xDSL are not available extensively, 

especially outdoors. Further, a relatively large number of WiFi hotspots may prove 

too costly for operators to backhaul through a wired option.  

In such situations, the operators may rely increasingly on point-to-point and point-to-

multipoint wireless solutions. Furthermore, the maturity of multi-hop mesh 

networking promotes the approach as a potential candidate to backhaul WiFi APs 

[Priscaro, 2013] [Firetide, 2013] [NGMN Alliance, 2012]. However in most 

scenarios, a mixture of backhaul technologies is expected, as operators are likely to 

adopt the most suitable backhaul solution based on cost and availability [Infonetics 

Research, 2013] (Figure 3.3).  

 

 

Figure 3.3: LTE-WiFi Heterogeneous Network with various potential backhauling 

options for WiFi cells. 

Currently, WiFi APs are typically backhauled through different technologies offering 

throughputs ranging from several to tens of mega bit per second [Priscaro, 2013]. 

However backhauling APs using different technologies within HetNet leads to a non-

uniform backhaul capacity distribution. With the most widely deployed IEEE802.11n 
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WiFi technology provisioning peak physical data rate of 600 Mbps, most existing 

fixed backhaul services are not able to offer sufficient capacity for these WiFi APs to 

realise their full potential [Ericsson, 2013]. Therefore consideration of WiFi 

backhaul capacity is a central consideration during traffic offload decision making. 

Furthermore, if a multi-hop backhaul option is adopted for backhauling small cells 

[Cavalcanti et al., 2005], a rigorous investigation into the possible techniques that 

optimise the performance of Multi-hop Wireless HetNet is necessary.  

3.4.1 Specific Research Scope 

For both Hotspot Wireless HetNet (HWH) and Multi-hop Wireless HetNet (MWH) 

network architectures (Section 2.4), the challenges addressed in the research are best 

defined according to the following high-level problems; 

1. Hotspot Wireless HetNet (HWH) 

a. To model (Spatial Model) the Hotspot Wireless HetNet consisting of a 

LTE advanced network based on Release 10 and Hotspot WLAN based 

on 802.11g.   

b. To evaluate the impact of non-uniform backhaul capacity distribution 

within HetNet, ensuring every user is allocated a fair network bandwidth 

distribution while maintaining overall network throughput. Hence, the 

aim is to design a Network Selection Scheme (NSS) sensitive to network 

status such as backhaul capacity, network load and access link capacity 

in order to optimise network performance.  

2. Multi-hop Wireless HetNet (MWH) 
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a. To model the Multi-hop Wireless HetNet consisting of a LTE advanced 

network based on Release 10 and Wireless Multi-hop/Mesh Network 

(WMN) based on 802.11n, 2.4GHz and 5GHz for access and backhaul 

radio respectively.    

b. To optimise MWH performance by an appropriate multi-hop backhaul 

bandwidth assignment algorithm operating in tandem with an appropriate 

Network Selection Scheme. The objective is to optimise the bandwidth 

allocation in multi-hop/mesh network so that throughput and fairness are 

enhanced.  

For the HWH architecture, a Dynamic Backhaul Capacity Sensitive (DyBaCS) NSS 

is proposed and evaluated. DyBaCS is a NSS that considers available backhaul 

capacity, access link throughput as well as network load in order to improve network 

capacity and preserve fairness amongst users.  

For the MWM architecture, which relies on the multi-hop network to backhaul the 

APs, a joint multi-hop bandwidth allocation and network selection algorithm is 

proposed and evaluated.  The algorithm is an extension of the HWH and the multi-

hop bandwidth allocation scheme is designed to co-operate with the DyBaCS 

algorithm.  

The HWH and MWH developments are discussed in detail in Chapter 5 and Chapter 

6 respectively.   
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3.5 Related Works 

The reported research related to the focus of this study is discussed. There are 

basically two categories of related research, the first related to network selection 

schemes in HWHs, the second related to bandwidth allocation in MWHs.  

3.5.1 HetNet Network Selection Schemes (NSS) 

Handa et al. [A. Handa, 2009] state that most WiFi-enabled smartphones are 

configured by default to give higher priority to WiFi over the cellular interface for 

data transmissions, referred to as the WiFi First (WF) NSS in the research. This kind 

of NSS is in common use as it is user-centric [Piamrat et al., 2011] and can be 

implemented on the UE alone without modification to the access network; however 

the network capacity that can be achieved using this NSS is not optimal (Chapter 5).  

Network selection strategies for HetNets predominantly driven by data rate or signal 

strength are reported in [Raiciu et al., 2011] [Nie et al., 2005] and [Jackson Juliet 

Roy et al., 2006]. This kind of network selection has been shown to lead to poor user 

experience [Balachandran et al., 2002] [Bejerano et al., 2004] and causes unbalanced 

load distribution amongst access networks [Judd and Steenkiste, 2002]. 

Several studies [Kumar et al., 2007] [Premkumar and Kumar, 2006] [Sarabjot Singh 

et al., 2013] have proposed NSSs that consider optimal network performance; 

[Kumar et al., 2007] considers globally optimal user-network association in a 
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WLAN-UMTS hybrid cell. In [Premkumar and Kumar, 2006] a heuristic greedy 

search algorithm that maximises total user throughput in a heterogeneous wireless 

access network comprising WiFi APs and 3G BSs is evaluated. However, in both 

studies, simplified and less realistic models for WLANs are considered because only 

a single AP transmission rate is assumed. Poisson Point Process (PPP) theory and 

stochastic geometry is used in [Sarabjot Singh et al., 2013] to model traffic 

offloading in multiple RAT heterogeneous wireless networks. The study proposed a 

method to determine an optimum percentage of the traffic that should be offloaded to 

maximise network coverage whilst meeting user requirements; no network selection 

algorithm is suggested.  

Fairness performance is considered in [Peng Gong et al., 2012] [Xue et al., 2012] 

[Bejerano and Han, 2009] [Velayos et al., 2004] and [Jin et al., 2011], whilst [Peng 

Gong et al., 2012] focus on providing max-min fairness for multicast in Orthogonal 

Frequency Division Multiple Access (OFDMA)-based wireless heterogeneous 

networks. A proportional user rate based radio resource management strategy is 

investigated in [Xue et al., 2012] on a LTE-WiFi HetNet, where a sub-optimal 

network selection algorithm is introduced to improve the minimum normalised user 

rate and fairness. Bejerano et al. [Bejerano and Han, 2009] propose changes to the 

transmission power of AP beacon messages in order to minimise the load in 

congested APs and thus produce an optimal max-min load balancing strategy. A load 

balancing scheme for overlapping wireless LAN cells is reported in [Velayos et al., 

2004] where users on overloaded APs are offloaded. However, the design aim is to 

balance the throughput of APs not of users and fairness amongst users is 
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consequently not considered. In [Jin et al., 2011], the performance of load balancing 

in a multi-service 3G-WLAN HetNet is evaluated using fuzzy logic. However, in the 

study, only simple models are used to model 3G and WLAN; the link budget, link 

capacity and backhaul capacity are not considered.  

NSSs that consider QoS are reported in [Karam and Jensen, 2012] [Bari and Leung, 

2007] [Hu et al., 2008].  Network selection based on multiple parameters such as cost, 

bandwidth and QoS parameters including packet loss, jitter and delay is reported in 

[Bari and Leung, 2007]. However, the study focuses only on general heterogeneous 

networking and no specific type of technology is evaluated. Similarly, the work in 

[Karam and Jensen, 2012] and [Hu et al., 2008]  studies access network selection for 

optimal service delivery and QoS to users respectively but the overall HetNet 

performance and fairness is not considered.  

In [Porjazoski and Popovski, 2011] a network selection algorithm based on service 

type, user mobility and network load is proposed. The authors use a two-dimensional 

Markov chain to analyse the performance of the proposed algorithm proving that it 

outperforms existing single or two criteria RAT selection algorithms. 

Load balancing  in Cellular and WLAN HetNet is reported in [Pei et al., 2010] [Zhuo 

et al., 2013] and [Zunli Yang et al., 2013]. In [Pei et al., 2010] a joint access-control 

strategy is designed for efficient sharing of the radio resource and load balancing 

between CDMA Cellular Network and WLANs by considering user preference. In 

the article, radio-resource usage of the CDMA network is optimised considering 

inter-cell interference and bandwidth allocation is optimised for WLANs networks 
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by maximising the aggregate social welfare of the WLANs under the resource usage 

constraints. However the method used to balance the load amongst mobile nodes was 

not disclosed. In [Zhuo et al., 2013] the trade-off between the amount of traffic being 

offloaded and users satisfaction is investigated, and an incentive framework is 

proposed to motivate users to use delay tolerance WiFi networks for traffic 

offloading. [Zunli Yang et al., 2013] proposes a load balancing scheme that aims to 

balance the network load between the LTE network and WiFi hotspots considering 

access pattern of UEs. 

[Ristanovic et al., 2011] propose a simple algorithm to determine the best time to 

switch interfaces in order to let users trade delay for energy, and thus extend the 

constrained battery life of smartphones. 

In all published material to date, backhaul capacity as a network selection criterion 

has not been considered. In [Lusheng Wang and Kuo, 2013], a comprehensive survey 

comparing various mathematical models for heterogeneous wireless networks and 

network selection schemes is presented; however, WLAN backhaul capacity for 

network selection is not considered. Bejerano et al. [Bejerano et al., 2004] consider 

backhaul capacity during AP selection, while  [Galeana-Zapién and Ferrús, 2010] 

propose a backhaul-aware base station (BS) selection algorithm. Although backhaul-

aware cell or network selection has been explored in both [Bejerano et al., 2004] and 

[Galeana-Zapién and Ferrús, 2010] both focus on homogeneous wireless networks, 

while the focus of this study is on LTE-WiFi heterogeneous networking.  
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3.5.2 Bandwidth Allocation in Wireless Multi-hop HetNet  

The level of research in respect of cellular-WiFi Mesh integration is modest.  

Nevertheless [David Chieng et al., 2011] [Olariu et al., 2013] study a network 

consisting of cellular and WiFi Mesh. In [David Chieng et al., 2011] the performance 

of various integrated WiMAX-WiFi Mesh network topologies is studied. In 

particular, the performance of these topologies under different required data rate per 

user under different user densities is considered. In the network, WiFi mesh network 

is backhauled by a WiMAX BS, a limitation as the capacity of the entire network is 

limited to the maximum capacity available at the WiMAX BS. Such a topology is 

mainly aimed to service rural areas where user density is low and backhauling of 

WiFi APs is challenging. [Olariu et al., 2013] present a novel architecture and 

mechanisms to enable voice services to be deployed over Femto Cells backhauled by 

a wireless mesh network. Both [David Chieng et al., 2011] [Olariu et al., 2013] do 

not consider bandwidth allocation in WMNs. 

In relation to bandwidth allocation in a pure WiFi multi-hop/mesh network, [Ernst 

and Denko, 2011] propose a scheduling scheme, the focus being to schedule the 

bandwidth usage fairly. The scheduling scheme considers a mesh topology with 

multiple gateways.  In [Qin et al., 2012], a solution for providing fair throughput for 

users in a WMN by jointly considering the handoff and resource allocation at the 

APs is proposed. In the study, MSs are assumed to be mobile and handover occurs 

frequently. Hence, this kind of solution is more suitable for vehicular networks. In 

[Ernst and Denko, 2011] and [Qin et al., 2012], throughput maximisation is not the 

focus as the main objective is to enhance fairness in the WMN.  
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For bandwidth allocation schemes that consider both throughput and fairness in 

multi-hop/mesh networking, [Tang et al., 2006] propose a multi-channel multi-hop 

bandwidth allocation scheme in wireless mesh networks to maximise network 

throughput and enhance fairness at the same time. Polynomial time algorithms were 

used to compute max-min fair bandwidth allocation which leads to high throughput 

with maximum guaranteed bandwidth allocation. Further, the max-min fair 

bandwidth allocation - Lexicographical Max–Min (LMM) model - was also proposed 

for the same purpose. In [Tang et al., 2007], joint rate control, routing and scheduling 

in multi-channel wireless mesh network is proposed to find a rate allocation along 

with a flow allocation and a transmission schedule for a set of end-to-end 

communication sessions such that the network throughput and fairness is maximised. 

[Tang et al., 2010] propose a scheme for end-to-end bandwidth allocation in WMNs 

with cognitive radios, which involves routing, scheduling, and spectrum allocation. 

Two fair bandwidth-allocation problems are defined based on a simple max–min 

fairness model and the LMM fairness model, to achieve a good trade-off between 

fairness and throughput. Joint channel assignment and routing is mathematically 

formulated in [Alicherry et al., 2005], taking into account interference constraints, 

the number of channels in the network and the number of radios available at each 

mesh router. The formulation is then used to develop a solution which optimises 

overall network throughput with fairness constraint. Although [Tang et al., 2010] and 

[Alicherry et al., 2005] aim to enhance both throughput and fairness, users are not 

considered in the research; only node-based bandwidth assignment fairness is 

considered. Per user fairness is not guaranteed especially when the distribution of 

users across mesh nodes is not uniform.  



73 

 

[Dzal et al., 2014] consider user-based fairness and propose a scheme that enhances 

the fairness and throughput in multi-radio, multi-channel WMN considering user 

traffic demand, interference and link utilisation. 

Other resource allocation schemes that consider QoS are reported in [De la Oliva et 

al., 2012] and [Dai et al., 2008]. [De la Oliva et al., 2012] propose a solution to 

provide throughput guarantees in heterogeneous wireless mesh networks by jointly 

optimising the routing and Medium Access Control (MAC) configuration. A 

linearised capacity region model is proposed to determine if a given flow allocation 

is feasible, and based on that, multi- and single path routing algorithms are proposed 

to find optimal paths for all flows in the network given their throughput requirements. 

[Dai et al., 2008] investigate optimal routing strategies for a wireless mesh network 

taking traffic demand estimations as inputs. The goal is to perform routing 

optimisation, which in turn distributes the traffic along different routes, so that 

minimum congestion is incurred even under dynamic traffic. However, the study is 

for a limited capacity single-radio single-channel WMN which is less common 

compared to multiple-radio multiple-channel WMN. 

From the review of existing research, there are no reported solutions that optimise 

fairness and network throughput in cellular-WiFi Mesh networks, clear motivation 

for the research presented. 
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3.6 Conclusions 

Existing standards and industrial bodies supporting Cellular-WiFi integration are 

discussed. The rapid development of standards and the aggressive establishment of 

industrial groups indicate that HetNet with Cellular-WiFi integration has great 

potential as a high capacity wireless networking solution.  

The outputs of the industrial and standards activities to date indicate a major focus on 

issues inherent with interworking such as security, mobility support, QoS and 

network selection for offloading and little or no focus is targeted to address the small 

cell backhauling challenge.  

Therefore, the development and evaluation of a solution to small cells backhauling in 

Cellular-WiFi HetNet forms the focus of research in this thesis. The scope is 

confined to two specific HetNet architectures viz. Hotspot Wireless HetNet (HWH) 

and Multi-hop Wireless HetNet (MWH), differing in the way the APs are backhauled 

with the former being backhauled directly to the core network whilst the latter is 

backhauled by multi-hop wireless networking.  

With the scope of research defined, the reported research relevant to the scope has 

been discussed and mapped. From the review of reported research, there are no 

reported solutions that optimise fairness and network throughput based on the 

backhaul capacity in HWH. Further no reported research exists that aims to improve 

the performance of MHWs based on cellular-WiFi Mesh networks through proper 
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network selection and backhaul bandwidth allocation. The reported research related 

to network selection schemes in HWH and MWH are summarised in Table 3.2.  

Table 3.2: Summary of reported research in Network Selection Schemes (NSSs) and 

Mesh Bandwidth Allocation. 

Attribute Reported Research 

Network Selection (NS):  

WiFi First NS [A. Handa, 2009] [Piamrat et al., 2011] 

NS based on data rate 
[Raiciu et al., 2011] [Nie et al., 2005] [Jackson Juliet 

Roy et al., 2006] 

NS aims to optimize throughput 
[Kumar et al., 2007] [Premkumar and Kumar, 2006] 

[Sarabjot Singh et al., 2013] 

NS considering Fairness 

[Peng Gong et al., 2012] [Xue et al., 2012] 

[Bejerano and Han, 2009] [Velayos et al., 2004] [Jin 

et al., 2011] 

NS considering QoS 
[Karam and Jensen, 2012] [Bari and Leung, 2007] 

[Hu et al., 2008]  

NS based on service type [Porjazoski and Popovski, 2011] 

Network load balancing 
[Pei et al., 2010] [Zhuo et al., 2013] [Zunli Yang et 

al., 2013] 

NS for energy saving [Ristanovic et al., 2011] 

NS considering backhaul capacity 
[Lusheng Wang and Kuo, 2013] [Bejerano et al., 

2004] [Galeana-Zapién and Ferrús, 2010] 

  

Mesh Bandwidth Allocation:  

Fairness only [Qin et al., 2012] [Ernst and Denko, 2011] 

Throughput and fairness  
[Tang et al., 2006] [Tang et al., 2007] [Tang et al., 

2010] [Alicherry et al., 2005] [Dzal et al., 2014] 

QoS  [De la Oliva et al., 2012] [Dai et al., 2008] 

Cellular + WiFi Mesh HetNet: [David Chieng et al., 2011] [Olariu et al., 2013] 
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Chapter 4  

Modelling of HetNets  

4.1 Introduction 

In the Chapter, propagation models, physical and MAC models as well as network 

models used to simulate HetNet operation are presented for both WiFi and LTE. 

Validation of both models is demonstrated. The integrated HetNet model is also 

presented before the Chapter is concluded.   

4.2 WiFi Models 

IEEE802.11g and IEEE802.11n wireless networking standards are used to model the 

WiFi network as both represent the most widely deployed technologies 

internationally. IEEE 802.11g is an improvement of 802.11b which uses OFDM in 

the physical layer, while IEEE 802.11n is an amendment to the IEEE 802.11-2007 

wireless networking standard [IEEE Std, 2007a] and a further enhancement of 

IEEE802.11a/g.  IEEE 802.11n improves network throughput over 802.11a/g with a 

significant increase in the maximum raw data rate from 54 Mbps to 600 Mbps. 

Throughput improvements are mainly attributed to the introduction of MIMO, 

channel bonding and packet header reduction through frame aggregation and block 

acknowledgement (Chapter 2).  
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The WiFi network models developed consist of the Physical Layer, MAC Layer and 

Network Layer. 

4.2.1 WiFi Path Loss Model 

 

4.2.1.1 Access Path Loss Model 

Propagation path loss is the attenuation of power of an electromagnetic wave as it 

propagates through space. The propagation path loss increases logarithmically with 

distance yielding signal receiving model as in Equation (4.1) [Rappaport, 1996]; 

 𝑃𝑅𝑥 = 𝐾 × 𝑃𝑇𝑥/𝑑
𝛼 (4.1) 

In general, the received signal power  𝑃𝑅𝑥  is a function of transmit signal power 𝑃𝑇𝑥, 

and transmitter-receiver distance d. In typical outdoor scenarios, the path loss 

exponent α takes values between 2 and 4 [Andersen et al., 1995] depending on the 

propagation environment. K is a constant that depends on the transmission frequency, 

antenna gain, and antenna height. In dB scale, Equation (4.1) takes the form of 

Equation (4.2), which exhibits a linear dependency between received signal power in 

dB and the logarithm of the transmitter-receiver distance. Hence, the path loss given 

by Equation (4.2) is represented by “10𝛼𝑙𝑜𝑔10𝑑 +  𝐾”;  

𝑃𝑅𝑥 = 𝑃𝑇𝑥 − (10𝛼𝑙𝑜𝑔10𝑑 +  𝐾) (4.2) 
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A series of field measurements were carried out in the urban area of Kuala Lumpur, 

Malaysia. The AP heights are fixed at 3m and  

Figure 4.1 shows the path loss obtained. 

 

 
 

Figure 4.1: Propagation path loss model, 2.4GHz. 

Using curve fitting, the path loss exponent, α and K are found to be 3.02 and 22.23 

respectively as shown in Equation (4.3) where 𝑑 is the distance in meters;  

𝑃𝐿 =  30.2 ∙ log10(𝑑)  +  22.234 (4.3) 

 

4.2.1.2 Wireless Backhaul Path Loss Model 

Mesh nodes are assumed to be in a fixed location and their deployment is pre-

planned and as such, Line of Sight (LOS) is assumed between two adjacent WiFi 
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mesh nodes. Moreover, a directional antenna is used effectively achieving the 

performance a point to point link (i.e. from a mesh link). Hence, it is acceptable to 

adopt the free space path loss model as in Equation (4.4) for multi-hop WiFi 

backhaul [Parsons and Parsons, 2000]; 

𝑃𝐿 = 10𝛼 ∙ log10(𝑑) + 20log10(𝑓) − 147 (4.4) 

where,  𝛼 is the path loss exponent and 𝑓 is the carrier frequency in Hertz.  

4.2.2 WiFi Shadow Fading 

Normally, for real environment modelling the effect of shadowing cannot be 

neglected otherwise the path loss model used simply represents a straight line from 

transmitter to receiver. Shadow fading, also referred to large-scale fading, is a 

consequence of blockage or diffraction of a signal by obstacles such as buildings, 

trees and other objects, resulting in multiple signal paths from transmitter to receiver.  

The total attenuation 𝐴 – assuming the contributions to the signal attenuation along 

the entire propagation path are considered to act independently – due to 𝑁 individual 

contributions i.e.  𝐴1, . . ., 𝐴𝑁 is given by [Saunders and Aragón-Zavala, 2007]; 

𝐴 = 𝐴1 × 𝐴2 ×⋯× 𝐴𝑁 (4.5) 

If shadowing is to be expressed in Decibels (dBs), the result is the sum of the 

individual losses: 



80 

 

𝐿 = 𝐿1 + 𝐿2 +⋯+ 𝐿𝑁 (4.6) 

If a sufficient number of diffraction points and/or multi-reflection paths to the 

receiver exist causing all of the received signals to be considered as random variables, 

then the Central Limit Theorem [Rice, 2006] holds, justifying the use of Gaussian 

random variables to represent path loss. In that case, 𝐴  follows a log-normal 

relationship, since fading follows a normal distribution in dB (the log domain); hence, 

large-scale fading is modelled as a log-normal random variable. The standard 

deviation of the shadowing distribution (in dB) is known as the location variability, 

denoted by 𝜎𝐿, a variance used to characterise log-normal fading relative on the mean 

path loss. The location variability varies with frequency, antenna heights and 

environment. The value typically ranges from 6 dB to 10 dB [Byeong Gi Lee and 

Choi, 2008] and in the simulation an 𝜎𝐿 of 6 dB is assumed. 

Shadowing loss is modelled as 𝐿𝑠ℎ𝑎𝑑𝑜𝑤 with 𝓏 being a Gaussian random variable; 

𝐿𝑠ℎ𝑎𝑑𝑜𝑤 = 𝓏𝜎𝐿 (4.7) 

The total large scale-loss due to both  𝑃𝐿  (Section 4.2.1) and shadowing can thus be 

express as 𝐿𝐴𝑙𝑙 (in dB) as: 

𝐿𝐴𝑙𝑙(𝑑𝐵) = 𝑃𝐿 + 𝐿𝑆ℎ𝑎𝑑𝑜𝑤 (4.8) 
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4.2.3 WiFi Antenna Model 

An antenna is used to convert the guided electromagnetic waves in a waveguide, 

feeder cable or any transmission line into radiating waves which propagate through 

space to the receiver, or vice versa. The radiation pattern is a plot of the far-field 

radiation from the antenna [Saunders and Aragón-Zavala, 2007].  

There are generally two types of antenna (i) omni-directional, whose radiation 

pattern is constant in the horizontal plane but may vary vertically and (ii) directional, 

which radiates greater power in one or more specific directions. Omni-directional 

antenna can be best represented by the Hertzian dipole as illustrated in Figure 4.2 

showing the uniform radiation pattern in X–Y plane.  

 

 

Figure 4.2: Radiation pattern of a Hertzian dipole antenna. The section from 𝜙 = 0  

to 𝜙 = 𝜋/2 has been cross sectioned for detail revelation. Source: [Saunders and 

Aragón-Zavala, 2007]. 

Directional antennas are differentiated by the directivity  𝐷  of the radiation pattern 

where  𝐷  is defined as [Saunders and Aragón-Zavala, 2007]: 

X 

Z 

Y 
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𝐷(𝜃, 𝜙) =
𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑖𝑛 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (𝜃,𝜙) 

𝑅𝑎𝑑𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 𝑜𝑓 𝑖𝑠𝑜𝑡𝑟𝑜𝑝𝑖𝑐 𝑎𝑛𝑡𝑒𝑛𝑛𝑎 𝑟𝑎𝑑𝑖𝑎𝑡𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑎𝑚𝑒 𝑡𝑜𝑡𝑎𝑙 𝑝𝑜𝑤𝑒𝑟
  

(4.9) 

where  𝜃 and  𝜙  are the angles for the spherical coordinates. The directivity is 

measured in units of dBi [Saunders and Aragón-Zavala, 2007]. Often in practice, the 

half-power beamwidth (HPBW) or commonly the beamwidth is also used to 

determine the directivity of an antenna. HPBW is angular separation in which the 

magnitude of the radiation pattern decreases by 50% (or -3 dB) from the peak of the 

main lobe. 

In the simulation, WiFi access radio antennas are assumed to be omni-directional. 

For WiFi backhaul, directional antennas with 30º -3dB beamwidth are assumed and 

the radiation pattern is shown in Figure 4.3.   

 

 
Figure 4.3: Antenna radiation pattern for mesh links; polar plot Azimuth (“E” plane). 
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4.2.4 WiFi Link Budget 

A link budget as in Equation (1.1) is adopted for the calculation of received power 

 𝑃𝑅𝑥 (dBm) at user terminals as a function of the transmit power 𝑃𝑇𝑥 (dBm). The link 

budget takes into account the attenuation of the signal through the transmission 

medium due to path loss 𝑃𝐿(dB), shadowing  𝐿𝑠ℎ𝑎𝑑𝑜𝑤(dB) and considers transmit 

and receive antenna gains (𝐺𝑇𝑥, 𝐺𝑅𝑥 (dBi)); 

𝑃𝑅𝑥 = 𝑃𝑇𝑥 + 𝐺𝑇𝑥 − 𝑃𝐿 − 𝐿𝑠ℎ𝑎𝑑𝑜𝑤 + 𝐺𝑅𝑥 (4.10) 

In the study, only large scale fading such as shadowing is considered. Small scale 

fading such as Rician and Rayleigh [Goldsmith, 2005] describing the fluctuation of 

signal level at the receiver after encountering obstacles are not considered to keep the 

model computationally simple.  

Equation (4.10) can also be written as Equation (4.11) when the summation of 

transmit power  𝑃𝑇𝑥 and transmit antenna gain  𝐺𝑇𝑥 is represented by an Equivalent 

Isotropic Radiated Power (EIRP) [Saunders and Aragón-Zavala, 2007]; 

𝑃𝑅𝑥 = 𝐸𝐼𝑅𝑃 − 𝑃𝐿 − 𝐿𝑠ℎ𝑎𝑑𝑜𝑤 + 𝐺𝑅𝑥 (4.11) 

Equation (4.11) is adopted to model the WiFi access link. However, in a multi-hop 

network, the operation of the entire network relies heavily on the wireless backhaul. 

Therefore the reliability and availability of the backhaul network has to be high. To 
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meet those requirements, the link budget for the wireless backhaul is more stringent 

compared to the access network and thus a Fade Margin (FM) is considered in the 

planning phase. FM buffers against backhaul signal fluctuation and ensures a more 

robust link quality [Tranzeo, 2010]. The backhaul link budget is typically given by: 

𝑃𝑅𝑥 = 𝐸𝐼𝑅𝑃 − 𝑃𝐿 − 𝐿𝑠ℎ𝑎𝑑𝑜𝑤 + 𝐺𝑅𝑥 − 𝐹𝑀 (4.12) 

Typical parameter values for both Equation (4.11) and Equation (4.12) can be 

obtained from Table 4.5. 

4.2.5 WiFi Interference Model 

The 2.4 GHz band consisting of eleven channels is used in WiFi access. However, to 

avoid adjacent channel interference for better performance, only three 20 MHz non-

overlapping channels with channel number 1, 6 and 11 [Eldad and Robert, 2008] are 

considered in the simulation. Since non-overlapping channels are used, only co-

channel interference is relevant. The simulated area is divided into 5-by-5 square 

meter grids. In each grid, an effective Signal-to-Interference Noise Ratio (SINR) is 

derived as [Tse and Viswanath, 2005]:  

𝑆𝐼𝑁𝑅 = 
𝑃𝑢

∑ 𝑃𝑡
𝑀
𝑡=1 + 𝑁𝐹𝑙𝑢

 (4.13) 

where,  𝑝𝑢  is the received power detected by user 𝑢 from the serving AP located in 

the grid,  𝑀 is the total number of co-channel interferer APs within range,  𝑝𝑡  is the 
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interference power at the receiver and  𝑁𝐹𝑙𝑢  is the noise floor at the receiver of user 

𝑢  calculated as 𝑘𝑇𝐵 with 𝑘  is Boltzmann’s constant (1.380662x10
-23

),  𝑇  is 

temperature of the receiver (290ºK) and 𝐵  the effective channel bandwidth.  

𝑁𝐹𝑙𝑢 represents the thermal noise level falling within the receiver channel bandwidth 

 𝐵  and 𝑘𝑇 is calculated as -174dBm/Hz [Gu, 2005].   

The effective SINR is then used to map user data rate (Section 4.2.6) which is 

subsequently used in user throughput estimation (Section 4.2.8) in WiFi networks. 

An example coverage plot with and without interference is shown in Figure 4.4. 

Similarly, the SINR calculation for a link between two mesh nodes is executed using 

the relationship of Equation (4.13) but 𝑢 now represents a mesh node instead of a 

user device. 

4.2.6 WiFi Network Channel Assignment Algorithm 

When the topology is fixed and APs locations are known, interference aware channel 

allocation algorithm is implemented to select the best channel for access radio. 

Firstly, an interference graph 𝐺 for the entire access domain is generated using the 

propagation model of Equation (4.3). Given the graph 𝐺 = (𝑉, 𝐸) consists of a set of 

vertices 𝑉  representing a total number of 𝑀  APs, and a set of edges 𝐸 represents 

interference amongst APs.  

Channel assignment represented by vertex colouring is carried out by referring to the 

interference graph where the least interference channel is assigned to an AP access 

radio. In general, a vertex colouring of 𝐺 is a map 𝑐: 𝑉 (𝐺) →  𝐹 which assigns a 



86 

 

colour 𝑐(𝑉𝑖) to each vertex  𝑉𝑖 ∈ 𝑉, where  𝐹 is a set of colours. 𝐹 =  {1, 2,⋯ ,11} 

for IEEE 802.11g, of which the subset 𝐹′ = {1, 6, 11}  corresponds to the non-

overlapping channels used in the simulation represented by channel index l from 1 to 

3 respectively in Algorithm 4.1. Colouring is admissible if adjacent vertices have 

different colours i.e. 𝑐(𝑉𝑖) ≠ 𝑐(𝑉𝑗) whenever 𝑉𝑖, 𝑉𝑗 ∈ 𝐸. For the case where no free 

channel is available, the least interfering channel within the colour set 𝐹′ is chosen. 

To an AP represented by vertex  𝑉𝑖, the aggregated interference value on a particular 

channel using channel index l is calculated as:   

𝑃𝑙
𝑖 =∑𝑃𝑗 ∙ 𝐼𝑗 ∙ 𝐿𝑙

𝑗
;  

𝑀

𝑗=1

𝑤ℎ𝑒𝑟𝑒 𝑙 =  1: 3 𝑎𝑛𝑑 𝑖 ≠ 𝑗 (4.14) 

where the interference weight 𝑃𝑗 denotes received power from vertices 𝑉𝑗 and  𝐼𝑗 is a 

binary number indicating whether 𝑉𝑗 is a neighbour sufficiently close to interfere and 

𝐿𝑙
𝑗
 is a logical number indicating whether the 𝑉𝑗, vertex under assessment is using the 

same channel. The channel assignment algorithm itself consists of the steps shown in 

Algorithm 4.1: 

 

 

 



87 

 

Algorithm 4.1: Channel optimisation algorithm 

 

1    c(Vi) ←0 

2    for all access interface 𝑉𝑖  ∈  𝑉, where 𝑖 = 1:𝑀 and 𝑀 is  total number of APs 

3           if AP is not assigned a channel yet 

4                  if any 𝑐 ∈ 𝐹’ ≠ 𝑐(𝑉𝑗); ∀𝑐(𝑉𝑗) where 𝑗 = 1:𝑀 and 𝑗 ≠ 𝑖 

5                         𝑐(𝑉𝑖) ← 𝑐  

6                  otherwise (if no unused channel) 

7                         for all 𝑙 = 1: 3 ∈ 𝐹′ representing 3 orthogonal channels 

8                               𝑃𝑙
𝑖 = ∑ 𝑃𝑗 ∙ 𝐼𝑗 ∙ 𝐿𝑙

𝑗𝑀
𝑗=1  ;  𝑗 ≠ 𝑖 

9                        end 

10                      𝑐 ⇐ min(𝑃𝑙
𝑖;  𝑙 = 1: 3) ; choose channel with least interference 

11                      c(Vi) ← c 

12                 end 

13          end 

14  end 

15  repeats step 2-15 until no changes of channel to all APs 

Figure 4.4 compares the difference between coverage with and without the 

application of the WiFi channel optimisation algorithm. The channel assigned to 

each AP is labelled in the brackets after the AP’s name. Without proper channel 

planning, Figure 4.4(a) shows the coverage of seven WiFi nodes with co-channel 

interference where adjacent APs are assigned the same channel. Interference at the 

areas pointed by red arrows results in lower effective WiFi coverage compared to 

Figure 4.4(b) which follows a better channel plan.  
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                                   (a)                                                                 (b) 

Figure 4.4: 7-WiFi-Nodes coverage plot (a) with and (b) without co-channel 
interference (shadowing is not included for clarity). 

For backhaul radio channel assignment, a similar algorithm with a directional 

antenna and a backhaul pathloss model of Equation (4.4) is used. Since the backhaul 

is operating at 5 GHz, there are more than 10 orthogonal channels (depending on the 

region) if a 20 MHz channel bandwidth is considered [Cisco, 2008] [IEEE Std, 

2007b]. However, for a 40 MHz channel bandwidth (channel aggregation), the 

number of orthogonal channels is halfed.  

4.2.7 WiFi Data Rate  

The WiFi data rate achievable at a specific location is largely dependent on received 

power  𝑃𝑅𝑥  at the user terminal. For a particular data rate and modulation coding 

scheme (MCS), the reference sensitivity level is the minimum received signal 

strength required to produce a sufficient SINR for the successful recovery of data. 

Normally the reference sensitivity level is also referred to as the receiver sensitivity.  

Table 4.1 and Table 4.2 present the receiver sensitivity value per MCS and 
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corresponding raw data rate for WiFi 802.11g [Networks, 2013] and 802.11n 

[DNMA-92] respectively.  

Table 4.1: WiFi 802.11g receiver sensitivity and data rates. 

Index MCS 

11n  ( 20MHz ) 

Receiver 

Sensitivity 

(dBm)  

Data Rate 

(Mbps) 

1 BPSK1/2 -94 6 

2 BPSK 3/4 -93 9 

3 QPSK1/2 -91 12 

4 QPSK3/4 -90 18 

5 16-QAM1/2 -86 24 

6 16-QAM3/4 -83 36 

7 64-QAM2/3 -77 48 

8 64-QAM3/4 -74 54 

 

 

Table 4.2: WiFi 802.11n (2x2 MIMO) receiver sensitivity and data rates. 

Index MCS 

11n  ( 20MHz ) 11n  ( 40MHz ) 

Receiver 

Sensitivity 

(dBm)  

Data Rate 

(Mbps) 

Receiver 

Sensitivity 

(dBm)  

Data Rate 

(Mbps) 

1 BPSK1/2 -95 14.4 -91 30 

2 QPSK1/2 -93 28.9 -90 60 

3 QPSK3/4 -90 43.3 -87 90 

4 16-QAM1/2 -87 57.8 -84 120 

5 16-QAM3/4 -84 86.7 -82 180 

6 64-QAM2/3 -80 115.6 -78 240 

7 64-QAM3/4 -79 130.0 -76 270 

8 64-QAM5/6 -77 144.4 -74 300 
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Knowledge of both the received power 𝑃𝑅𝑥  and receiver sensitivity, allows the 

achievable raw data rate of a particular user terminal to be estimated by mapping the 

𝑃𝑅𝑥 to the receiver sensitivity listed in Table 4.1 or Table 4.2.  

4.2.8 WiFi Throughput 

In the simulation, the IP layer throughput efficiency 𝜑 for WiFi is the ratio of the 

actual IP layer data rate against physical data rate of each MCS scheme after 

excluding the coding bits, headers and other WiFi specific overheads. In the study, 

the 802.11g model is used for the access radio in the HWH and 802.11n is modelled 

for both access and backhaul radios in the MWH.  

The throughput efficiency for 802.11g is obtained from the QualNet simulator 

[Qualnet Network, 2014], while the throughput efficiency of 802.11n is obtained 

from a theoretical derivation assuming a fixed user packet size of 1000 Bytes at 

constant bit rate traffic. The detail derivation of 802.11n throughput efficiency can be 

found in Appendix A. The throughput efficiency of both 802.11g  and 802.11n are 

summarised in Table 4.3 and Table 4.4 respectively. 

For a single wireless link capable of supporting a particular MCS, the maximum 

achieable IP throughput at that modulation is calculated by multiplying the raw data 

rate 𝑅  with the corresponding throughput efficiency 𝜑  as in Equation (4.15). The 

maximum achieable IP throughput of both 802.11g  and 802.11n are summarised in 

Table 4.3 and Table 4.4 respectively. 
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𝐶𝑙𝑖𝑛𝑘
𝑊𝑖𝐹𝑖 = 𝑅 × 𝜑 (4.15) 

 

Table 4.3: 802.11g throughput efficiency and IP throughput. 

Index MCS 

11g 

Data Rate, R 

(Mbps) 
Eff, 𝝋 

IP Throughput 

(Mbps) 

1 BPSK1/2 6 0.70 4.20 

2 BPSK3/4 9 0.64 5.76 

3 QPSK1/2 12 0.61 7.32 

4 QPSK3/4 18 0.54 9.72 

5 16-QAM1/2 24 0.49 11.76 

6 16-QAM3/4 36 0.41 14.76 

7 64-QAM2/3 48 0.35 16.80 

8 64-QAM3/4 54 0.32 17.28 

 

Table 4.4: 802.11n throughput efficiency and IP throughput. 

Index MCS 

11n (20MHz), 2.4GHz 11n (40MHz), 5GHz 

Data 

Rate 

(Mbps) 

Eff, 

𝝋 

IP 

Throughput 

(Mbps) 

Data 

Rate 

(Mbps) 

Eff, 

𝝋 

IP 

Throughput 

(Mbps) 

1 BPSK1/2 14.4 0.84 12.1 30 0.80 24.0 

2 QPSK1/2 28.9 0.80 23.1 60 0.74 44.4 

3 QPSK3/4 43.3 0.77 33.3 90 0.69 62.1 

4 16-QAM1/2 57.8 0.75 43.4 120 0.64 76.8 

5 16-QAM3/4 86.7 0.70 60.7 180 0.57 102.6 

6 64-QAM2/3 115.6 0.66 76.3 240 0.51 122.4 

7 64-QAM3/4 130.0 0.63 81.9 270 0.48 129.6 

8 64-QAM5/6 144.4 0.61 88.1 300 0.46 138.0 
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4.2.9 Single WiFi AP with Max-Min Fairness 

In WiFi, users with slower link speed tend to occupy more spectrum resource (in 

terms of transmit time) than higher speed users for the same amount of data sent. 

Such a bandwidth sharing scenario amongst all users within a single AP coverage has 

therefore to be modelled.  

Suppose a total of  𝑈 users connected to an AP are separated by their supportable 

data rate 𝑅𝑢  according to their SINR level. Thus, user 𝑢  can receive transmission 

slots at rate 𝑅𝑢 bps, where  𝑢 = 1,2. . 𝑈. Assuming the relative frequency of packets 

by user 𝑢 is 𝒫𝑢 and that resources are allocated as a function of the number of slots 

inversely proportional to user data rate 𝑅𝑢 to ensure throughput fairness, let 𝑆𝑢 be the 

number of slots allocated to user 𝑢, where  𝑆𝑢 = 𝑘/𝑅𝑢,  𝑘  being a constant. In this 

case, if user packet size is assumed to be the same, the AP throughput at the physical 

layer is calculated as [Pahlavan and Levesque, 2005b; Bender et al., 2000] (see 

Section 4.2.11.4 for QualNet simulation verification):  

𝐶𝑠𝑦𝑠
𝑃ℎ𝑦

=
∑ 𝒫𝑢𝑅𝑢𝑆𝑢
𝑈
𝑢=1

∑ 𝒫𝑢𝑆𝑢
𝑈
𝑢=1

 (4.16) 

Substituting 𝑆𝑢 =
𝑘

𝑅𝑢
 into Equation (4.16);  

 

𝐶𝑠𝑦𝑠
𝑃ℎ𝑦

=
∑ 𝒫𝑢𝑅𝑢 ( 

𝑘
𝑅𝑢
)𝑈

𝑢=1

∑ 𝒫𝑢 ( 
𝑘
𝑅𝑢
)𝑈

𝑢=1

=
𝑘 ∙ ∑ 𝒫𝑢

𝑈
𝑢=1

𝑘 ∙ ∑  
𝒫𝑢
𝑅 𝑢

𝑈
𝑢=1

=
∑ 𝒫𝑢
𝑈
𝑢=1

∑  
𝒫𝑢
𝑅 𝑢

𝑈
𝑢=1

 (4.17) 



93 

 

Since the sum of the relative frequency of packets (or the probability of accessing the 

access channel) by all user is ∑ 𝒫𝑢
𝑈
𝑢=1 = 1, Equation (4.17) can be further simplified 

to;  

𝐶𝑠𝑦𝑠
𝑃ℎ𝑦

=
∑ 1𝑈
𝑢=1

∑  
𝒫𝑢
𝑅 𝑢

𝑈
𝑢=1

 (4.18) 

The average physical layer throughput per user 𝐶𝐴𝑣
𝑃ℎ𝑦

 is calculated by dividing 

Equation (4.16) by the total number of users 𝑈 . Since fair resource sharing is 

assumed - which in turn implies that the packet sending frequency of every user is 

the same - the relative frequency of packets 𝒫𝑢 by a user can also be written as  
1

𝑈
: 

𝐶𝐴𝑣
𝑃ℎ𝑦

= (
1

𝑈
) ×

(

 
 1

∑

1
𝑈
𝑅𝑢

𝑈
𝑢=1 )

 
 
=

1

∑
1
𝑅𝑢

𝑈
𝑢=1

 (4.19) 

The system follows a max-min fairness behaviour at multi-rate operation where all 

users enjoy a similar amount of traffic, mimicking the WiFi Distributed Coordinated 

Function (DCF) [Bredel and Fidler, 2008] which allocates all users fair medium 

access.  

Equation (4.19) can be explained using Example 4.1.  
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Example 4.1: Consider two users connected to an AP with supportable data rate of 

user 1 and user 2 represented by 𝑅1 = 54 Mbps and 𝑅2 = 6 Mbps.  

The number of time slots assigned is inversely proportional to data rate, 𝑆1 =
𝑘

𝑅1
=

𝑘

54
 

and 𝑆2 =
𝑘

𝑅2
=
𝑘

6
  respectively.  

The relative frequency of packets of user 1 and user 2 is represented by 𝒫1 and 𝒫2. 

Since both have equal opportunity to access the AP (or a fair chance to transmit to 

the AP), 𝒫1 = 𝒫2 =
1

2
. With both users taking turns to transmit one packet and 

assuming their packet sizes are the same, the time slots assigned to each user can be 

represented by Figure 4.5. 

 
 

Figure 4.5: Time slots required for two users under an AP with fair throughput  

From Figure 4.5, user 2 is allocated more slots than user 1 in order to maintain 

throughput fairness, in other words, User 1 is being penalised in terms of fairness, 

which is the characteristic of WiFi DCF system.  

The average throughput for both users can be calculated as in Equation (4.20); 

User1

(     = 54Mbps)

User2

(     = 6Mbps)

0.15678 0.90999𝑆1 =
𝑘

54
 𝑆2 =

𝑘

6
 

𝑅1 𝑅2 
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𝐶𝐴𝑉
𝑃ℎ𝑦

=
𝑆1

𝑆1 + 𝑆2
× 𝑅1 =

𝑆2
𝑆1 + 𝑆2

× 𝑅2 (4.20) 

By substituding value of   𝑆1 , 𝑆2 , 𝑅1  and 𝑅2 into Equation (4.20), the average 

throughput for both users can be calculated as 5.4 Mbps (Equation (4.21)); 

𝐶𝐴𝑉
𝑃ℎ𝑦

=

𝑘
54
𝑘
54
+
𝑘
6

× 54 =

𝑘
6

𝑘
54
+
𝑘
6

× 6 =
1

1
54
+
1
6

= 5.4 (4.21) 

Similarily, within a single WiFi network, the average IP layer throughput per user 

 𝐶𝐴𝑣 (Equation (4.22)) is calculated by multiplying the physical data rate 𝑅𝑢  in 

Equation (4.19) by a corresponding throughput efficiency factor  𝜑𝑢  as described in 

Section 4.2.8: 

𝐶𝐴𝑣 = 
1

∑
1

𝑅𝑢 × 𝜑𝑢
𝑈
𝑢=1

 

 

(4.22) 

 

 

4.2.10 General WiFi Simulation Parameters 

General parameters used for the WiFi models (Section 4.2) are given in Table 4.5. 

WiFi access radio is assumed to operate in the 2.4 GHz unlicensed Industrial, 

Scientific and Medical (ISM) radio bands while the WiFi backhaul radio is assumed 
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to operate in the Unlicensed National Information Infrastructure (U-NII) band of 5.8 

GHz.  

Table 4.5: General WiFi simulation parameters. 

Parameters Value Unit 

Carrier frenquency, 𝑓 (Access/Backhaul) 2.4 / 5.8 GHz 

Maximum EIRP for Access Radio  27 dBm 

Maximum EIRP for Backhaul Radio  30 dBm 

WiFi Access Channel Bandwidth 20 MHz 

WiFi Backhaul Channel Bandwidth 40 MHz 

Backhaul path loss coeficient, 𝛼 2.5 - 

Fade Margin (WiFi backhaul) 18 dB 

Location variability for Shadowing, 𝜎𝐿 6 dB 

User Terminal Antenna Gain 3 dBi 

UDP Packet Size 1000 Bytes 

A 20 MHz channel bandwidth is assumed for the access radio. However, for multi-

hop backhaul which normally requires higher bandwidths due to the traffic 

aggregation from APs over multiple hops, a larger channel bandwidth (40 MHz) is 

assumed. Since the backhaul link is vitally important for the overall performance of 

WMN, the 5 GHz operating frequency is chosen for backhaul radio as it enjoys lower 

interference and can utilise a higher the number of orthogonal channels. For both 

access and backhaul radio with 802.11n, two MIMO streams are assumed for 

throughput enhancement. In the case where line of sight (LOS) exists between two 

backhaul radio interfaces, a dual-polarized antenna can be used to realise two-stream 

MIMO transmission [Nirmal Kumar Das et al., 2006]. 
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The maximum EIRP for the access and backhaul radio is set to 27 dBm and 30 dBm 

respectively according to the Malaysia regulatory body [SKMM, 2005]. The mesh 

nodes are assumed to be deployed at fixed locations and LOS is engineered for all 

WiFi mesh/backhaul links. A typical path loss exponent 𝛼 for a LOS link ranges 

from 2 to 2.7 [Schwengler and Glbert, 2000] and in the study, 𝛼=2.5 is assumed for 

all WiFi backhaul links. A FM of 18 dB is assumed for the backhaul link to ensure 

99% link availability according to [Tranzeo, 2010] based on the Rayleigh fading 

model [F. Perez Fontan, 2008]. As explained in Section 4.2.2, 𝜎𝐿=6 is assumed for 

location variability as a consequence of shadowing. User terminals are assumed to be 

mainly laptops, tablets and smart phones. The antenna gain of those devices varies 

depending on the device form factor. With advanced antenna design for the laptop or 

smaller devices, an antenna gain beyond 3 dBi is achievable [Guo et al., 2014] 

[Shun-Min Wang et al., 2013];  hence, an antenna gain for all user terminals is 

assumed to be 3dBi.  

To simplify the simulation, UDP traffic with an arbitrary packet size of 1000 Bytes is 

assumed in all simulations. The evaluation can be easily extended to study other type 

of traffic based on, for example, TCP and HTTP. 

4.2.11 IEEE 802.11g Model Verification  

For the convenience of combining LTE and WiFi models to form a HetNet and ease 

of evaluating the proposed algorithms, all models are implemented in Matlab 

[Matlab]. All IEEE802.11g WiFi models used in the Matlab simulator were verified 

using the QualNet simulator (Version 5.2). The parameters used to synchronise both 
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simulators in order to execute a fair comparison are discussed in Section 4.2.11.1. 

Subsequently, several simulation scenarios consisting of a single user and multiple 

users were executed using both simulators and the results on user(s) throughput and 

fairness in terms of bandwidth sharing were compared.  

4.2.11.1 Parameters Setting 

IEEE802.11g WiFi models used in Matlab are verified using QualNet simulator 

(Version 5.2). In order to execute a fair comparison, the propagation model for both 

simulators has to be the same; the propagation model used in QualNet is the Two 

Ray model and hence the Two Ray model was also used in the Matlab simulator, 

implemented only for comparison purposes. Once results were compared and were 

proven to be in good agreement, then it is assumed that the Matlab models, 

especially the MAC layer, are accurate regardless of the propagation model used.  

Table 4.6:  IEEE802.11g parameters. 

MCS Types Sensitivity 
Data Rate 

(Mbps) 

IP Eff, 

𝝋𝑰𝑷 

Throughput 

(Mbps) 

BPSK 1/2 -85 6 0.70 4.20 

BPSK 3/4 -84 9 0.64 5.76 

QPSK 1/2 -83 12 0.61 7.32 

QPSK 3/4 -80 18 0.54 9.72 

16QAM 1/2 -78 24 0.49 11.76 

16QAM 3/4 -75 36 0.41 14.76 

64QAM 2/3 -72 48 0.35 16.80 

64 QAM3/4 -69 54 0.32 17.28 
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Similarly, receiver sensitivities are kept consistent between simulators and set to the 

values as in Table 4.6. The throughput efficiencies of the Matlab model for 

respective MCS are also set to the values as in Table 4.10. 

4.2.11.2 Single User Throughput Comparison 

The propagation range obtained from the two simulators was compared.  

Figure 4.6 shows the throughput as a function of distance for both simulators. Two 

simulations were carried out with the maximum EIRPs set to 20 dBm and 30 dBm 

respectively and the results between simulators are in good agreement.  

 

 

 

Figure 4.6: IEEE802.11g throughput as a function of distance from two simulators. 
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4.2.11.3 Multi-users Throughput Comparison 

Further validation was carried out through a comparison of the multiple-user 

throughput with certain number of users distributed within a WiFi cell. A Grid 

distribution is chosen to tabulate the users. Three scenarios are considered with 16, 

26 and 36 users distributed across the coverage area covered by an AP node (EIRP 

20 dBm) located in the centre (Figure 4.7).  

UDP traffic of 1000 byte packet size is generated for the downlink. Every user is 

assumed to have the same amount of traffic from the AP and therefore the traffic is 

generated in such a way as to send the same amount of traffic to each user on the 

downlink. The total traffic generated is just sufficient to saturate the access link so 

that the network throughput could be maximised without overloading the AP access 

link.  

 
Figure 4.7: Snapshot for QualNet simulation with 36 clients and one AP. 
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Average Throughput as a Function of the Number of Users 

The simulation was carried out at a EIRP of 20 dBm and varying the number of users 

from 16, 25 and 36. Figure 4.8 shows that the Matlab simulation result is very close 

to the result generated by QualNet; the differences are 0.06 Mbps, 0.02 Mbps and 

0.004 Mbps for 16, 25 and 36 users respectively.  

 

Figure 4.8: Average capacity as a function of the number of users per AP cell for the 

two simulators. 
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percentage of users are placed closer to the AP, the results are closer to that of 

QualNet.  

 
Figure 4.9: Difference in percentage between QualNet and Matlab simulation results. 

Average Throughput as a Function of EIRP and Number of Users 

This simulation was carried out as a function of increasing AP EIRP - from 20 dBm, 

23 dBm, 26 dBm, 29 dBm to 30 dBm - with fixed user locations. Three sets of 

simulation with 16, 25 and 36 users respectively are executed.  

Figure 4.10 shows the average user throughput over the range of EIRP; results show 

that the Matlab model outputs are very comparable to that of QualNet. Detailed 

results data for the simulations are presented in Table 4.7, Table 4.8 and Table 4.9. 

 

0.00

2.00

4.00

6.00

8.00

10.00

12.00

16 25 36

Number or users 

D
if

fe
re

n
ce

 i
n
 %

 



103 

 

 
Figure 4.10: Average capacity as a function of EIRP for the two simulators. 

 

Table 4.7:  Throughput comparison (16-users scenario). 

 

AP Transmit 

EIRP (dBm) 

Average User Throughput (Mbps) 

QualNet Matlab Simulator 

20 0.6155 0.4966 

23 0.7275 0.6832 

26 0.8000 0.8465 

29 1.0000 0.9551 

30 1.0235 1.0371 

 

 

Table 4.8:  Throughput comparison (24-users scenario). 
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Table 4.9:  Throughput comparison (36-users scenario). 

 

AP Transmit 

EIRP (dBm) 

Average User Throughput (Mbps) 

QualNet Matlab Simulator 

20 0.2580 0.2543 

23 0.3200 0.3397 

26 0.3479 0.4017 

29 0.4213 0.4467 

30 0.4447 0.4737 

 

 

4.2.11.4 User Throughput Fairness 

In all simulations, equal fairness is achieved for all users connected to the serving AP. 

Figure 4.11 shows a snapshot of the results generated by QualNet for 36 users. Each 

user is represented by an index number on the x-axis while the y-axis shows the 

achievable throughput (bps) of the users. The results show that a good fairness can be 

achieved amongst all users, in good agreement with the assumption of max-min 

fairness of Equation (4.22). 

 
Figure 4.11: Achievable throughput by WiFi users. 
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4.3 LTE Models  

In the HetNet study, LTE is chosen for the macro network providing more extensive 

coverage than WiFi cells.   

4.3.1 LTE Propagation Model 

In order to calculate the received power, the ITU recommended LTE Urban Macro 

(UMa) Non-Line-of-Sight (NLOS) path loss model is used [ITU-R, 2009];  

𝑃𝐿 = 161.04 − 7.1𝑙𝑜𝑔10(𝑊) + 7.5𝑙𝑜𝑔10(ℎ)

− (24.37 − 3.7 (
ℎ

ℎ𝐵𝑆
)
2

) 𝑙𝑜𝑔10(ℎ𝐵𝑆)

+ (43.42 − 3.1𝑙𝑜𝑔10(ℎ𝐵𝑆))(𝑙𝑜𝑔10(𝑑) − 3)

+ 20𝑙𝑜𝑔10(𝑓𝑐)

− (3.2(𝑙𝑜𝑔10(11.75ℎ𝑈𝑇))
2
− 4.97) 

(4.23) 

where 𝑑  is the distance in meters, 𝑊 is street width in meters, ℎ is average building 

height in meters, 𝑓c  is the centre frequency in Gigahertz, ℎ𝐵𝑆  and ℎ𝑈𝑇  are the actual 

antenna heights of BS and user terminal. The simulation parameters are summarised 

in Table 4.10. 

Table 4.10: Parameters for LTE propagation model. 

Parameters Value Unit 

W 20 M 

h 20 M 

ℎ𝐵𝑆  25 M 

ℎ𝑈𝑇  1.5 M 

𝑓c 2.3 GHz 
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4.3.2 LTE Shadow Fading 
 

As discussed in Section 4.2.2, shadow fading is caused by obstacles such as terrains 

and buildings in the propagation path between transmitter and receiver which can be 

interpreted as irregularities to the average path loss obtained from the macroscopic 

path loss model.  

In the model used in the research, a two dimensional Gaussian process with spatial 

correlation is adopted in order to capture the shadowing effect over two dimensions 

of the simulated area. The spatial correlation is included to avoid the unrealistic 

simulation scenarios where spatially close UEs experience uncorrelated shadow 

fading losses. To introduce the space correlation into the Gaussian process, a low-

complexity method which nevertheless still preserves the statistical properties as 

described in [Claussen, 2005], is used. 

Typical LTE shadowing with log-normal distribution of mean 0 dB is approximated 

by a standard deviation of 6 dB when the Urban Macro (UMa) NLOS path loss 

model is used [ITU-R, 2009]. Figure 4.12 depicts the resulting space-correlated 

shadow fading map for the chosen simulation area. Figure 4.13 highlights the LTE 

received signal considering space correlated shadowing. 
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Figure 4.12: Space-correlated shadow fading. 

  

 

Figure 4.13: LTE received signal considering space-correlated shadowing.  
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4.3.3 LTE Throughput 

Coded data is the combination of data and coding bits. Thus the throughput for a 

given MCS (Modulation and Coding Scheme) is the product of the symbol rate and 

the number of data bits per modulation symbol. The net throughput has units of data 

bits per modulation symbol [Agilent, 2001], commonly normalised to a channel of 

unity bandwidth, which carries one symbol per second. The units of throughput then 

become bits per second per Hz.  

For a modern communications system with Adaptive Modulations and Coding 

(AMC) [Sesia et al., 2009] such as LTE, for a MCS to operate at an acceptably low 

Bit Error Rate (BER) requires a minimum SINR value; higher order MCSs that give 

higher throughputs need a higher SINR to operate. Therefore with AMC, signals are 

measured in order to feedback the channel SINR to the transmitter for proper 

selection of the most suitable MCS to maximise throughput for a particular channel 

condition. A code set contains many MCSs and is designed to cover a range of SNRs 

such as the throughput plot [3GPP, 2010a] shown in Figure 4.14. In the simulation, 

LTE throughput is calculated based on the throughput plot of Figure 4.14 where the 

SINR ratio at a receiver is used to calculate the achievable throughput. 
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Figure 4.14: LTE throughput as a function of SINR for different Modulation and 

Coding Schemes (MCS) used in the model. 

 

Equation (4.24) gives the received SINR value from LTE BS: 

𝑆𝐼𝑁𝑅 =  𝑃𝑅𝑥 –  𝑁𝐹 –  𝑁𝐹𝑙 –  𝐼𝑀 (4.24) 

where, 𝑃𝑅𝑥  is the received signal power and 𝐼𝑀  is Implementation Margin. From 

[Sesia et al., 2009], IM ranges from 2.5 dB to 4 dB for different MCS; for simplicity 

3 dB is assumed for all MCSs in the simulations. 𝑁𝐹  (Noise Figure) is the 

degradation of signal power due to the noise generated in the receiver and a typical 

𝑁𝐹 value for a modern receiver is 8 dB to 10 dB [Takei, 2008]. 𝑁𝐹𝑙  is the Noise 

Floor as explained in Section 4.2.5 and 𝑃𝑅𝑥 is calculated using; 
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where 𝑃𝐿 is path loss as calculated in Equation (4.23), 𝐿𝐼𝑛𝑡 is the loss due to LTE 

interference where 3 dB is assumed and 𝐿𝑆ℎ𝑎𝑑𝑜𝑤 is the shadowing loss as discussed in 
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Section 4.3.2.  𝑃𝑇𝑥  and 𝐺𝑅𝑥  are LTE BS transmit power and receiver antenna gain 

respectively.  𝐹𝑀 is the Fade Margin, the safety margin included to account for losses 

due to multipath fading. Here, a  𝐹𝑀  of 18 dB is assumed to ensure 99% link 

availability following [Tranzeo, 2010], based on the Rayleigh fading model.  

LTE ideal throughput can be calculated by mapping the SINR value to throughput as 

in Figure 4.14. However, the spectrum efficiency of LTE is reduced by several 

factors such as Adjacent Channel Leakage Ratio (ACLR) [Sesia et al., 2009], cyclic 

prefix and pilot overhead as listed in Table 4.11 [Mogensen et al., 2007]. The ACLR 

and practical filter implementation restricts the effective bandwidth 𝐵𝑊𝐸𝑓𝑓 to 90%. 

The cyclic prefix contributes a ~7% of overhead and reduces the efficiency by a 

factor of 0.93 (𝜑𝐶𝑃). With pilot assisted channel estimation, the efficiency is further 

reduced to a factor (  𝜑𝑃𝑖𝑙𝑜𝑡 ) of 0.94 and 0.89 for single and dual antenna (2x2 

MIMO) transmission respectively. At the system level, there is an additional 

overhead related to common control channels, such as synchronization and broadcast 

[Mogensen et al., 2007]; such overheads are not considered in the study.  

 

Table 4.11: LTE downlink bandwidth efficiency (10MHz system).  

Impairment BW Efficiency 

Effective BW, 𝐵𝑊𝐸𝑓𝑓 0.90 

Cyclic prefix, 𝜑𝐶𝑃 0.93 

Pilot overhead,  𝜑𝑃𝑖𝑙𝑜𝑡 0.94 (SISO) / 0.89 (2x2 MIMO) 

Total 0.79/0.74 
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In the research, a 20 MHz system is assumed and thus the efficiency will be 

comparable to those in Table 4.11. The throughput of LTE system is finally 

calculated using; 

𝐶𝑙𝑖𝑛𝑘
𝐿𝑇𝐸 = 𝐵𝑊𝐸𝑓𝑓  ×  𝜑𝑆𝑝𝑒𝑐𝑡𝑟𝑢𝑚  ×  𝜑𝐶𝑃  ×  𝐺𝑀𝐼𝑀𝑂  ×   𝜑𝑃𝑖𝑙𝑜𝑡  (4.26) 

where, 𝐺𝑀𝐼𝑀𝑂  is the MIMO gain factor; a gain factor of two is assumed if 2x2 

MIMO is used. The model used for the study (LTE 20 MHz system) is verified in 

Section 4.3.5, where the throughput is compared to OPNET [OPNET Modeler, 2009] 

simulation results from [Ghaleb et al., 2013]. Figure 4.15 shows the throughput plot 

without (Figure 4.15(a)) and with shadowing (Figure 4.15(b)). 

 

 

                               (a)                                                                 (b)     

 

Figure 4.15: LTE throughput for a 20MHz channel bandwidth and 2x2 MIMO (a) 

without and (b) with space-coorelated shadow fading. 
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4.3.4 LTE Cell Max-Min Fairness 

In LTE resource is being assigned to users in the form of Physical Resource Blocks 

(PRB) consisting of many resource elements [Sesia et al., 2009]. Since the objective 

of the research is to provide fair throughput to all users, the same max-min fair 

bandwidth resource allocation approach is assumed where in the LTE case, more 

resource blocks are assigned to users with inferior channels to ensure fairness. This is 

reasonable, since the scheduler is not fully specified in the standards. In order to 

simplify the study, the resource element is assumed to be a time fraction and 

allocation follows a Time Division Multiple Access (TDMA) principle as modelled 

in [Xue et al., 2012]  and the average user throughput is modelled similar to Equation 

(4.22) as: 

𝐶𝐴𝑣 = 
1

∑
1
𝑇𝑢

𝑈
𝑢=1

 (4.27) 

where  𝑇𝑢  is the maximum link throughput achievable by LTE user 𝑢 and 𝑈 is the 

total number of LTE users. 

General parameters used for LTE modelling (Section 4.3) are summarised in Table 

4.12. 
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Table 4.12: General LTE simulation parameters. 

Parameters Value Unit 

Frequency band, 𝑓 2.6 GHz 

Channel bandwidth 20 MHz 

BS transmit power, 𝑃𝑇𝑥 36 dBm 

Tx Antenna Gain, 𝐺𝑇𝑥 8 dBi 

Rx Antenna Gain, 𝐺𝑅𝑥 0 dBi 

Shadow Fading 6 dB 

Fade Margin (fast fading) 18 dB 

Bandwidth Efficiency, 𝐵𝑊𝐸𝑓𝑓 90 % 

Cyclic Prefix Overhead 7 % 

Pilot Overhead 7 (SISO) / 11 (2x2MIMO) % 

UE Noise Figure 10 dB 

Interference Margin, 𝐼𝑀 3 dB 

LTE implementation loss 3 dB 

2x2 MIMO capacity gain, 𝐺𝑀𝐼𝑀𝑂 2 - 

 

4.3.5 LTE Throughput Verification 

 

In 3GPP documentation, LTE eNodeB supports 29 different MCSs with MCS index 

ranging from 0 to 28 [3GPP, 2012a]. Each MCS is mapped to a transport block size 

index 𝐼TBS ranging from 0 to 26.  𝐼TBS together with the number of RBs determine the 

transport block size, in bits, that can be transmitted within one Transmission Time 

Interval (TTI); hence the data rate and throughput can be calculated. From the 

OPNET downlink simulation [Ghaleb et al., 2013], the coding rate for all MCSs 

operated by the LTE eNodeB are captured in Table 4.13. MCS with the index 0-9 are 
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modulated using QPSK, index 10-16 with 16QAM and the remainder with 64QAM. 

The OPNET simulation results which study the maximum throughput that each MCS 

index can support using 20 MHz error free Channel is presented in Figure 4.16.  

Table 4.13: LTE MCS indices and coding rates using OPNET simulator. 

MCS Index Coding Rate MCS Index Coding Rate 

0 0.167 15 0.583 

1 0.200 16 0.633 

2 0.233 17 0.422 

3 0.267 18 0.489 

4 0.333 19 0.500 

5 0.400 20 0.556 

6 0.467 21 0.600 

7 0.533 22 0.644 

8 0.600 23 0.711 

9 0.667 24 0.756 

10 0.333 25 0.800 

11 0.350 26 0.844 

12 0.417 27 0.889 

13 0.483 28 1.000 

14 0.517 - - 
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Figure 4.16: LTE throughput as a function of MCS type. 

The 3GPP LTE throughput used for the study was obtained by multiplying the 3GPP 

spectral efficiency plot (Figure 4.14) with a 20 MHz channel. Since only 90% 

bandwidth efficiency is achievable for 20 MHz LTE and subject to 7% cyclic prefix 

and 6% pilot overhead, the effective throughput for LTE SISO is plotted in Figure 

4.17. The result is compared with OPNET simulation result in Figure 4.16 [Ghaleb et 

al., 2013], mapped from the minimum SINR (-6.8 dB) to the maximum SINR value 

(18 dB) and is a good agreement. The only discrepancy relates to the last OPNET 

MCS value where the simulation result predicts a higher data rate due to the use of 

un-coded transmission (coding rate of 1). From the comparison, it can be concluded 

that the 13-MCS-LTE model used in the simulation provides a good representation 

of the performance of the whole spectrum of MCS types. For 2x2 MIMO, to simplify 

the simulation study, a throughput gain with a factor of two is applied.  
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Figure 4.17: LTE throughput comparison between the 3GPP model and OPNET 

simulation (20MHz SISO). 

 

4.4 Heterogeneous Network Coverage  

Using the outputs from the WiFi and LTE models, HetNet coverage is plotted by 

overlaying WiFi cells on top of the LTE cell. For example, 802.11g and LTE (20 

MHz, 2x2 MIMO) coverage based on data rate are plotted in Figure 4.18(a) and 

Figure 4.18(b) respectively and the combined WiFi and LTE data rates are shown in 

Figure 4.18(c). In addition to the data rate, the link throughput can also be generated 

for both WiFi and LTE using a similar approach. With knowledge of the physical 

data rate, link throughput, network information such as access capacity and backhaul 

capacity (to be discussed in detail in Chapter 5 and Chapter 6), decisions can be 

made to select the best network to connect to.  



117 

 

 

 
                     (a)                                        (b)                                        (c) 

Figure 4.18: Network coverage based on data rate with X-axis and Y-axis showing 

coverage size in meters; a) 7-WiFi-Nodes (802.11n), b) LTE network and c) HetNet 

(LTE+WiFi).  

 

4.5 Conclusions 

WiFi and LTE propagation models, physical and MAC models as well as network 

models used to simulate the HetNet have been detailed. The calculation of 

throughput for WiFi users is formulated and validation using the QualNet simulator 

shows that the model is a close match. The LTE throughput model has also been 

verified with results obtained from the OPNET modeller. The combination of WiFi 

and LTE models that form a Wireless Heterogeneous Network has been 

demonstrated and operation validated. 

In short, the models and verification exercises show that an accurate and credible 

model has been established for the research.  

 

0 300 600 900 1200
0

50

100

150

200

 

X pos (m)

 

Y
 p

o
s
 (

m
)

10

20

30

40

50

60

70

80

Mbps

0 300 600 900 1200
0

300

600

900

1200  

X pos (m)

 

Y
 p

o
s
 (

m
)

0

20

40

60

80

100

120

140
Mbps

0 300 600 900 1200
0

300

600

900

1200  

X pos(m)

 

Y
 p

o
s
(m

)

0

20

40

60

80

100

120

140

160

Mbps



118 

 

Chapter 5  

 

Dynamic Backhaul Capacity Sensitive 

Network Selection Scheme in Hotspot 

Wireless HetNet (DyBaCS) 
 

5.1 Introduction 

The Chapter introduces a Network Selection Scheme (NSS) - the Dynamic Backhaul 

Capacity Sensitive (DyBaCS) Scheme - for Hotspot Wireless HetNets (HWHs). The 

performance of DyBaCS is compared to two other well-known NSSs. The detail of 

the simulation methodology, simulation parameters and assumptions are presented. 

Finally, simulation results are discussed before conclusions are drawn.  

5.2 Background 

The increasing pressure for mobile operators to offload data traffic from their 3G, 

LTE or WiMAX networks to small cell networks [Aviat Networks, 2011] [Informa 

telecoms, 2013] indicates that future mobile broadband networks will largely be 

heterogeneous. This migration is further fuelled by the availability of multi-RAT 

(Radio Access Technologies) which allow user devices to connect to different 

wireless networks such as 3G, LTE, WiMAX, WiFi either one at a time or 

simultaneously. Deployment of small cells such as WiFi raises new challenges for 
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operators especially on backhauling. There are only two choices as far as backhaul is 

concerned viz. wireline and wireless backhaul. Due to the intensive engineering work 

required, high cost and regulatory barriers, fixed line solutions such as fibre, cable, 

copper or xDSL are not readily available. Further, a relatively large number of WiFi 

hotspots may prove too costly for operators to backhaul with wired options. In such 

situations, the operator will increasingly rely on point-to-point and point-to-

multipoint wireless solutions. In most scenarios, a mixture of backhaul technologies 

is expected, as operators will adopt the most suitable solution for small cells 

considering  cost and availability [Infonetics Research, 2013].  

Indeed, currently, WiFi APs are typically backhauled through different types of 

technologies which offer throughputs ranging from several to tens of megabits per 

second [Priscaro, 2013]. However, backhauling using different technologies within 

the HWH creates a non-uniform AP capacity distribution. Since the most widely 

deployed IEEE802.11n WiFi technology provisions a peak physical data rate of 600 

Mbps, most existing fixed backhaul services are not able to offer sufficient capacity 

for these WiFi APs to realise their full throughput [Ericsson, 2013]. Therefore 

consideration of WiFi backhaul capacity is inevitable during traffic offload decision 

making. Thus a new network selection strategy which considers small cell backhaul 

capacity is proposed to ensure that users enjoy the best possible usage experience 

especially in terms of connection throughput and fairness.  
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5.3 Contributions 

With the implementation of the spatial wireless model at the physical layer and 

HWH architectures, a new NSS referred to as DyBaCS is developed to manage the 

non-uniform backhaul capacity distribution in HWHs and hence ensure a 

consistently fair network bandwidth distribution whilst maintaining network 

throughput. DyBaCS takes into consideration network information such as effective 

backhaul capacity, network load and access link capacity from both Macro BS and 

Small Cells in making a decision.   

The study compares the performance of two common NSSs viz. WiFi First (WF) [A. 

Handa, 2009] [Ericsson, 2013] and Physical Data Rate (PDR) [Raiciu et al., 2011] 

[Nie et al., 2005] [Jackson Juliet Roy et al., 2006] with DyBaCS in LTE-WiFi 

HetNet environments. The downlink performance of the HetNet is evaluated in terms 

of average user throughput and bandwidth sharing fairness amongst users. The 

effects of varying WiFi backhaul capacity (uniform and non-uniform distribution), 

WiFi-LTE coverage ratio, user density and WiFi APs density within the HetNet form 

the focus of the evaluation.  

Results show that the DyBaCS provides superior fairness and user throughput 

performance across the range of backhaul capacities considered. Furthermore 

DyBaCS is able to scale much better than WF and PDR across different user and 

WiFi densities. 
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5.4 Existing and Proposed Network Selection 

Schemes (NSSs) 

In a heterogeneous wireless network comprising two or more technologies, user 

throughput fairness needs to be considered in two aspects; intra-network and inter-

network fairness. Intra-network fairness can be provided by an AP or LTE BS to its 

associated users as the task is confined locally. Such fairness is achievable amongst 

users under the same AP or BS using max-min fair capacity sharing for the WiFi and 

LTE network (Equation (4.22) and Equation (4.27)). However, fair capacity sharing 

across the entire HetNet is not guaranteed and is strongly dependent on user 

distribution and the implemented NSS.   

5.4.1 WiFi First (WF) 

In HetNets, WF connects a user to an AP whenever WiFi coverage is available; in 

other words, a user will never connect to a LTE network when there is WiFi 

coverage. This approach is generally adopted by current mobile operators [Choi et al., 

2011]  [A. Handa, 2009].  

5.4.2 Physical Data Rate (PDR) 

The selection criterion of PDR is purely governed by the physical data rate of the 

RAT available to the user [Nie et al., 2005] [Jackson Juliet Roy et al., 2006] i.e. the 

physical data rate of LTE and WiFi in multi-rate operation is compared and the RAT 

with higher physical data rate is chosen. The algorithm is a modification of a NSS 



122 

 

based on Received Signal Strength Indication (RSSI) where higher received signal 

strength is likely to provide a higher physical data rate. However, WiFi and LTE are 

two different systems with different physical layer capabilities, thus a pure RSSI 

comparison is not sufficiently accurate. The implication is that the user device is 

assumed to perform the selection based on the physical data rate supported by the 

WiFi and LTE networks.   

5.4.3 Dynamic Backhaul Capacity Sensitive (DyBaCS) Algorithm  

 A single LTE network is assumed with 𝐼 (𝐼 ≥  1) denoting the total number of WiFi 

APs in the HWH and 𝑖 denoting the index of the network, i.e. network 𝑖 = 1 ≤ 𝑖 ≤ 𝐼 

is the i-th WiFi network, while, 𝑢 = 1 ≤ 𝑢 ≤ 𝑈   represents the  𝑢 -th user in the 

HetNet.  

Before explaining the DyBaCS algorithm in detail, Algorithm 5.1 is presented first; 

the User Throughput Estimation Flow (UTEF) algorithm which enables the 

estimation of WiFi user throughputs 𝐶𝑒𝑓𝑓,𝑢
𝑖  and LTE user throughputs  𝐶𝑒𝑓𝑓,𝑢

𝐿𝑇𝐸 . 

Algorithm 5.1: Users Throughput Estimation Flow (UTEF) 

 

a) WiFi UTEF:  

1) Let  u = {1,2,…,𝑈𝑖} is number of WiFi users in Network i 

2) Average user throughput is :  𝐶𝐴𝑣
𝑖 = 

1

∑
1

𝑅𝑢
𝑖 ×𝜑𝑢

𝑈𝑖
𝑢=1

; Equation (4.22) 

3) System throughput for network i is:  𝐶𝑠𝑦𝑠
𝑖 = 𝐶𝐴𝑣

𝑖 × 𝑈𝑖 
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4) For 𝑢 = 1 𝑡𝑜  𝑈𝑖 

A) If  𝐶𝑏ℎ
𝑖 ≥ 𝐶𝑠𝑦𝑠

𝑖  

i) 𝐶𝑒𝑓𝑓,𝑢
𝑖 = min(𝐶𝐴𝑣

𝑖 × 𝑂𝐹 , 𝐶𝑙𝑖𝑛𝑘,𝑢
𝑖 ) 

B) Elseif 𝐶𝑏ℎ
𝑖 < 𝐶𝑠𝑦𝑠

𝑖  

i) 𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 = 𝐶𝑏ℎ

𝑖 /𝑈𝑖 

ii) if     𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 × 𝑂𝐹 ≤ 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖  

a) 𝐶𝑒𝑓𝑓,𝑢
𝑖 = min(𝐶𝐴𝑣,𝑙𝑡𝑑

𝑖 × 𝑂𝐹 ,  𝐶𝑏ℎ
𝑖 ) 

iii) If  𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 × 𝑂𝐹 > 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖   

a) 𝐶𝑒𝑓𝑓,𝑢
𝑖 = min(𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖  , 𝐶𝑏ℎ
𝑖 ) 

 

b) LTE UTEF:  

1) Let  u = {1,2,…,𝑈𝐿𝑇𝐸} is number of users in LTE Network 

2) Average user throughput is :  𝐶𝐴𝑣
𝐿𝑇𝐸 = 

1

∑   
1

𝑇𝑢

𝑈𝐿𝑇𝐸
𝑢=1

 ; Equation (4.27) 

3) Average user throughput considering OF is: 

a) 𝐶𝑒𝑓𝑓,𝑢
𝐿𝑇𝐸 = {

𝐶𝐴𝑣 × 𝑂𝐹 ∶  𝐶𝐴𝑣 × 𝑂𝐹 ≥ 𝐶𝑙𝑖𝑛𝑘,𝑢
𝐿𝑇𝐸

𝐶𝑙𝑖𝑛𝑘,𝑢
𝐿𝑇𝐸        ∶  𝐶𝐴𝑣 × 𝑂𝐹 < 𝐶𝑙𝑖𝑛𝑘,𝑢

𝐿𝑇𝐸  

  

For WiFi UTEF (Algorithm 5.1), the calculation of effective WiFi user throughput 

𝐶𝑒𝑓𝑓,𝑢
𝑖  is based on user access link throughput  𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖 , AP backhaul capacity 𝐶𝑏ℎ
𝑖  and 

Overbooking Factor (OF). Link throughput   𝐶𝑙𝑖𝑛𝑘,𝑢
𝑖  (or equivalent to 𝑅𝑢

𝑖 × 𝜑𝑢  in 

Equation (4.22)) of user  𝑢  is predominately affected by the distance from the AP, 

channel quality and other channel conditions such as interference. Backhaul capacity 
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𝐶𝑏ℎ
𝑖  is defined as the actual available backhaul capacity to AP 𝑖 . Effective user 

throughput is limited by both factors.  

The calculation of effective user throughput can be explained in detail with the aid of 

the scenario shown in Figure 5.1, where 4 users are connected to AP𝑖. User data rate 

𝑅𝑢
𝑖  and link throughput 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖  are listed in Table 5.1.  

 

Figure 5.1: AP with 4 users under its coverage  

Table 5.1: User data rate and link throughput in Figure 5.1. 

User, u 𝑹𝒖
𝒊  𝑪𝒍𝒊𝒏𝒌,𝒖

𝒊 = 𝑹𝒖
𝒊 × 𝜑𝑢 

1 54 54 × 0.32 = 17.28 

2 36 36 × 0.41 = 14.76 

3 24 24 × 0.49 = 11.76 

4 12 12 × 0.70 = 8.40 

Step 1 and Step 2 in Algorithm 5.1 estimate the average WiFi user throughput by 

considering access link speed only. As in Equation (4.22), when all users in AP𝑖 are 

attempting to access the channel simultaneously, the average user throughput can be 

calculated as:  

Core Network

1
2

3

4

24

54
12

36

WiFi userAccess Point WiFi Link

AP’s Backhaul BW,            = 10 / 15

AP’s Backhaul

𝐶𝑏ℎ
𝑖  

𝐴𝑃 𝑖 

𝑅1
𝑖 = 𝑅2

𝑖 = 

𝑅3
𝑖 = 

𝑅4
𝑖 = 

𝑢2 
𝑢1 

𝑢3 
𝑢4 
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𝐶𝐴𝑣
𝑖 = 

1

∑
1

𝑅𝑢
𝑖 × 𝜑𝑢

𝑈𝑖
𝑢=1

=
1

1

𝑅1
𝑖 × 𝜑1

+
1

𝑅2
𝑖 × 𝜑2

+
1

𝑅3
𝑖 × 𝜑3

+
1

𝑅4
𝑖 × 𝜑4

 

 

=
1

1
54 × 0.32

+
1

36 × 0.41 +
1

24 × 0.49 +
1

12 × 0.61

= 2.88 M 
(5.1) 

Multiplying the average user throughput 𝐶𝐴𝑣
𝑖  by the total number of users under AP𝑖, 

as in Step 3, yields the total system throughput 𝐶𝑠𝑦𝑠
𝑖  of AP𝑖: 

𝐶𝑠𝑦𝑠
𝑖 = 𝐶𝐴𝑣

𝑖 × 𝑈𝑖 
(5.2) 

where  𝑈𝑖 is the number of users connected to the WiFi AP𝑖. 

In the scenario, 𝐶𝑠𝑦𝑠
𝑖 = 2.88 × 4 = 11.52  Mbps. As in Equation (4.22),  𝐶𝑠𝑦𝑠

𝑖  is 

affected by link speed  𝑅𝑢 of all users in network 𝑖; therefore it is a dynamic value 

depending on the distribution of users. 𝐶𝑠𝑦𝑠
𝑖  also represents the required backhaul 

capacity for AP 𝑖  to realise its full access capacity. If the backhaul capacity is 

sufficient to support the maximum capacity from the AP to clients such that 𝐶𝑏ℎ
𝑖 ≥

𝐶𝑠𝑦𝑠
𝑖 , then all users enjoy a throughput of 𝐶𝐴𝑣

𝑖 . However, if the backhaul capacity is 

insufficient, 𝐶𝑏ℎ
𝑖 ≤ 𝐶𝑠𝑦𝑠

𝑖 , then the backhaul capacity  𝐶𝑏ℎ
𝑖  is the limiting factor. The 

available backhaul capacity  𝐶𝑏ℎ
𝑖  is shared evenly to all users 𝑈𝑖  and average user 

throughput in such scenario is limited to a value 𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖  (Equation (5.3)) which is less 

than 𝐶𝐴𝑣
𝑖 . 
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𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 = 

𝐶𝑏ℎ
𝑖

𝑈𝑖
 

(5.3) 

It is important to note that users will not secure a throughput higher than  𝐶𝐴𝑣
𝑖  even at 

backhaul capacities greater than 𝐶𝑠𝑦𝑠
𝑖  due to the restriction imposed by the WiFi 

physical and MAC layer capability. Under simultaneous channel access, 𝐶𝐴𝑣
𝑖  or 

𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖  is the average user throughput for sufficient and limited backhaul capacity 

respectively.  

In Figure 5.1, assuming that backhaul capacity 𝐶𝑏ℎ
𝑖 = 10 is less than 𝐶𝑠𝑦𝑠

𝑖 = 11.52, the 

actual average throughput for the users is limited to 𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 = 

𝐶𝑏ℎ
𝑖

𝑈𝑖
=
10

4
= 2.5 Mbps. 

Otherwise, each user will enjoy 𝐶𝐴𝑣
𝑖 = 2.88 Mbps if 𝐶𝑏ℎ

𝑖 ≥ 𝐶𝑠𝑦𝑠
𝑖 . 

In practice, OF is normally considered as not all users access the channel at the same 

time [Tranzeo, 2007]; by including OF the perceived throughput from the users point 

of view can be calculated. Considering OF, the calculation of the effective average 

throughput 𝐶 𝑒𝑓𝑓,𝑢
𝑖  is not as straightforward as 𝐶𝐴𝑣

𝑖 × 𝑂𝐹  or 𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 × 𝑂𝐹  for 

sufficient and limited backhaul capacity scenarios.  

In order to simplify the explaination of Algorithm 5.1 an OF = 5 is adpoted. Taking 

the example that 𝐶𝑏ℎ
𝑖 = 15 Mbps where 𝐶𝑏ℎ

𝑖 ≥ 𝐶𝑠𝑦𝑠
𝑖 , the effective average throughput 

𝐶 𝑒𝑓𝑓,𝑢
𝑖  of user 𝑢  is limited by its link throughput  𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖 , Step 4A (i) places a 

constraint to ensure that the value of  𝐶𝐴𝑣
𝑖 × 𝑂𝐹 does not exceed 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖 . Table 5.2 

shows that effective user throughput 𝐶 𝑒𝑓𝑓,𝑢
𝑖  is the minimum value between 𝐶𝐴𝑣

𝑖 × 𝑂𝐹 
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and 𝐶𝑙𝑖𝑛𝑘,𝑢
𝑖 . The effective average throughput for user 3 and user 4 is limited to their 

link throughput which is 11.76 Mbps and 7.32 Mbps respectively. 

Table 5.2: Effective user theroughput 𝐶 𝑒𝑓𝑓,𝑢
𝑖   under condition 𝐶𝑏ℎ

𝑖 ≥ 𝐶𝑠𝑦𝑠
𝑖 . 

User, 𝒖 𝑪𝑨𝒗
𝒊  𝑪𝒍𝒊𝒏𝒌,𝒖

𝒊  𝑪𝒃𝒉
𝒊  𝑪𝑨𝒗

𝒊 ×𝑶𝑭 𝑪𝒆𝒇𝒇,𝒖
𝒊  

1 2.88 17.28 15 14.40 14.40 

2 2.88 14.76 15 14.40 14.40 

3 2.88 11.76 15 14.40 11.76 

4 2.88 7.32 15 14.40 7.32 

Similarly, with limited backhaul capacity, Step 4B (ii) and Step 4B (iii) ensure that 

𝐶𝐴𝑣,𝑙𝑡𝑑
𝑖 × 𝑂𝐹 is bound by both 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖  and  𝐶𝑏ℎ
𝑖 , whichever is smaller. The result is 

shown in Table 5.3. 

 Table 5.3: Effective user throughput 𝐶 𝑒𝑓𝑓,𝑢
𝑖   under condition  𝐶𝑏ℎ

𝑖 ≤ 𝐶𝑠𝑦𝑠
𝑖 . 

User, 𝒖 𝑪𝑨𝒗
𝒊  𝑪𝒍𝒊𝒏𝒌,𝒖

𝒊  𝑪𝒃𝒉
𝒊  𝑪𝑨𝒗

𝒊 ×𝑶𝑭 𝑪𝒆𝒇𝒇,𝒖
𝒊  

1 2.88 17.28 10 12.5 10 

2 2.88 14.76 10 12.5 10 

3 2.88 11.76 10 12.5 10 

4 2.88 7.32 10 12.5 7.32 

In short, Step 4 imposes logical considerations to the determination of the effective 

user average throughput 𝐶 𝑒𝑓𝑓,𝑢
𝑖  taking into consideration backhaul capacity, user link 

speed and OF.  

Similarly, the LTE user throughput can also be estimated following the LTE UTEF. 

LTE backhaul capacity is always assumed to be sufficient; therefore in Step 3, the 
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only constraint for user throughput on the LTE network is access link 

throughput 𝐶𝑙𝑖𝑛𝑘,𝑢
𝐿𝑇𝐸 . 

It is important to note that the estimation of effective user throughput for both WiFi 

and LTE relies on Equation (4.22) and Equation (4.27). Both equations give a high 

level throughput estimation assuming the network is fully occupied and users always 

send traffic to the AP or BS. Hence all users are assumed to be active. However, 

there is a possibility that an user joins the network offering very little traffic, 

resulting in an inaccurate estimation of effective user throughput and thus suboptimal 

decision making. To take care of such a scenario, although a more complex user 

throughput estimation algorithm or method can be used, the main principles of 

DyBaCS remain. 

The DyBaCS NSS (Algorithm 5.2) initiates by assuming no user is connected to the 

HetNet; users are admitted to the HetNet one by one and their servicing network is 

determined by the NSS.  

Algorithm 5.2: DyBaCS 

 

1) Initialization 

a) Ω = ∅,  and  𝐴 =  {1,2, … , 𝑈} 

b) 𝑈𝑖 = ∅, ∀ 𝑖 = {1, 2, … , 𝐼};  𝑈𝐿𝑇𝐸 = ∅ 

2) For 𝑢 = 1 𝑡𝑜 𝑈 

a) Ω𝑢  ← 𝑚𝑎𝑥( 𝛽𝑢
𝑖 × 𝐶𝑙𝑖𝑛𝑘,𝑢

𝑖  ,  𝐶𝑙𝑖𝑛𝑘,𝑢
𝐿𝑇𝐸   ) , ∀ 𝑖 = {1… , 𝐼} 

End For 
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3) For 𝑢 = 1 𝑡𝑜 𝑈 

a) If user 𝑢 satisfying 𝛽𝑢
𝑖 = 0, ∀𝑖 = {1, 2, … 𝐼} 

i. 𝛼𝑢
𝐿𝑇𝐸 = 1 

ii. 𝐴 =  𝐴 − {𝑢} 

End If 

 End For 

4) while 𝐴 ≠  ∅ 

a) find a user 𝑛 where |Ω𝑛| ≥ |Ω𝑢| for all 𝑢 ∈ 𝐴 and  

b) Estimate user 𝑛 throughput 𝐶𝑒𝑓𝑓,𝑛
𝑖   in i-th WiFi  Network assuming user n 

is included to the network, i.e. 𝑈𝑖 ∪ {𝑛}; Using WiFi UTEF (Algorithm 

5.1a). 

i. 𝐶𝑛
𝑖 ← 𝐶 𝑒𝑓𝑓,𝑛

𝑖  

c) Estimate user 𝑛 throughput 𝐶𝑒𝑓𝑓,𝑛
𝐿𝑇𝐸  in LTE Network assuming user n is 

included to LTE Network, i.e. 𝑈𝐿𝑇𝐸 ∪ {𝑛}; Using LTE UTEF (Algorithm 

5.1b). 

i. 𝐶𝑛
𝐿𝑇𝐸 ← 𝐶𝑒𝑓𝑓,𝑛

𝐿𝑇𝐸  

d) If 𝐶𝑛
𝐿𝑇𝐸≥ 𝐶𝑛

𝑖  

i. 𝛼𝑛
𝐿𝑇𝐸 = 1 

ii. 𝑈𝐿𝑇𝐸 = 𝑈𝐿𝑇𝐸 ∪ {𝑛} 

Else 

iii. 𝛼𝑛
𝑖 = 1 

iv. 𝑈𝑖  =  𝑈𝑖 ∪ {𝑛} 

End If 
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e) 𝐴 =  𝐴 − {𝑛} 

End while 

  

 

Step1 initialises variables Ω, 𝐴, 𝑈𝑖  and  𝑈𝐿𝑇𝐸 , where Ω is the list of higher speed 

connections between WiFi and LTE interfaces for all users,  𝐴 is the set containing 

all users in the HetNet, 𝑈𝑖 is the list of users connected to the WiFi AP𝑖 and 𝑈𝐿𝑇𝐸 is 

the list of users connected to the LTE network. 

In Step 2, the link with the highest throughput between user  𝑢 to LTE (𝐶𝑙𝑖𝑛𝑘,𝑢
𝐿𝑇𝐸 ) or 

WiFi (𝐶𝑙𝑖𝑛𝑘,𝑢
𝑖 ) is chosen and placed into Ω,  Ω𝑢 representing the throughput value for 

user  𝑢. All users are able to connect to at least the LTE network while access to 

WiFi depends on availability of WiFi coverage. Hence   𝛽𝑢
𝑖 = {0,1} denotes the 

connectivity of user 𝑢 to AP𝑖 ,  𝛽𝑢
𝑖 = ‘1’ means connection is possible, ‘0’ means the 

opposite. Since multi-homing is not considered, every user is only allowed to 

connect to one network at a time. Step 3 assigns all users with no WiFi access to the 

LTE network and excludes those users from set  𝐴. The network selection parameter 

𝛼𝑢
𝑖 ∈ {0,1} indicates the choice of user 𝑢;  𝛼𝑢

𝑖 = ‘1’ indicates that user 𝑢 is connected 

to network 𝑖 and value ‘0’ means the opposite.  

The remaining users within set 𝐴 which have not been assigned to any network are 

addressed in Step 4. Step 4 (a) ensures the user with the highest link throughput is 

considered first; referred to as user  𝑛.  
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In Step 4 (b) and Step 4 (c) the achievable throughput of user 𝑛 on WiFi AP 𝑖 and 

LTE is estimated using WiFi UTEF and LTE UTEF and represented by 𝐶𝑒𝑓𝑓,𝑛
𝑖  and 

𝐶𝑒𝑓𝑓,𝑛
𝐿𝑇𝐸  respectively. The estimation is executed assuming that user 𝑛 is added to the 

corresponding WiFi or LTE network such that the total number of users connected to 

AP 𝑖 is user 𝑛  plus the total number of existing users 𝑈𝑖  written as  𝑈𝑖 ∪ {𝑛} and 

similarly the total number of users in the LTE network is 𝑈𝐿𝑇𝐸 ∪ {𝑛}. The achievable 

throughput for user 𝑛 on the WiFi and LTE network is then assigned to a variable 𝐶𝑛
𝑖  

and 𝐶𝑛
𝐿𝑇𝐸.  

Step 4 (d) assigns the user to the network that offers the highest throughput and the 

corresponding 𝛼𝑛
𝐿𝑇𝐸  or  𝛼𝑛

𝑖  value is set accordingly. The total number of users 

connected to their respective 𝑖-th WiFi network 𝑈𝑖  or LTE network 𝑈𝐿𝑇𝐸  is then 

updated.  

Finally set 𝐴 is updated by excluding user 𝑛 in Step 4(f) and the Step 4 processes are 

repeated until all users are serviced. 

5.5 Parameters, Assumptions and Simulation 

Methodology 

5.5.1 Stochastic User Placement Model 

A stochastic node location model is used to generate user locations; [Petrova et al., 

2007] found that this approach is an acceptable representation of user locations 
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around a WiFi AP in a city or urban environment. Here users are assumed to be 

distributed around cluster centres. Two spatial distributions models are adopted; the 

first is used to generate the number and locations of the cluster centres whilst the 

second is used for tabulating the number of users around each centre. The initial 

cluster centre distribution is generated randomly with the total number of cluster 

centres equal to λ. Subsequently a bivariate Gaussian distribution with covariance 

matrix ∑ = diag(σx
2 ,   σy

2) [Härdle and Simar, 2007] is used to generate actual user 

locations around the cluster centres. The size and shape of a cluster is characterised 

by parameters  σx and  σy (Figure 5.2). The number of users per cluster follows a 

Poisson distribution with intensity μ. Parameters σx,  σy and  μ are the same for every 

cluster.  

 

Figure 5.2:  User placement within a total number of clusters λ = 10, cluster size μ = 

10 and   𝝈𝒙= 𝝈𝒚= 25. 
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In the simulation, 100 users are placed initially in 1 square kilometre area comprising 

a number of clusters 𝜆 = 10, cluster size 𝜇 = 10 and 𝜎𝑥 = 𝜎𝑦 = 25. Subsequently 50 

users are added each time by increasing the number of clusters 𝜆 by five whilst 

keeping the number of users per cluster 𝜇 and cluster size  𝜎 unchanged, until the 

total number of users reaches 250 (Figure 5.3). Since all users are distributed within 

an area of one square kilometre, the terms “number of users” and “user density” are 

used interchangeably in the rest of the evaluation. 

 

 

Figure 5.3: User placement ranging from 100 users to 250 users with 50 users 

added every time; maximum λ = 25, cluster size μ = 10 and 𝜎𝑥 =  𝜎𝑦 = 25. 

 

5.5.2 Placement of WiFi Access Points (APs) 

WiFi APs are placed within a LTE cell in three selected topologies shown in Figure 

5.4, designs for the blanket-like deployment in round or hexagonal cells.  
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Figure 5.4(a) shows the topology with 4 APs; Figure 5.4(b) and Figure 5.4(c) 

showing hexagonal cell layouts with 7 and 13 APs respectively, adopted in a typical 

cellular network. These WiFi topologies are the basis for the evaluation of 

performance of the algorithm as a function of WiFi-LTE node ratios (or WiFi node 

densities). Such topologies are chosen to simplify the study but nevertheless 

represent meaningful building blocks that form more extensive networks as reported 

in [David Chieng et al., 2011]. 

 

             (a)                                         (b)                                            (c) 

Figure 5.4: WiFi APs placement within HetNet that comprises the scenarios with 

4, 7 and 13 WiFi APs.  

By controlling the APs’ transmit power, these WiFi topologies are engineered to 

provide the same coverage as the Macro LTE cell.  For example Figure 5.5(a) shows 

the coverage plot for 4 APs, while the overlay of both WiFi and LTE cell (Figure 5.5 

(b)) that forms the HetNet is illustrated in Figure 5.5(c). WiFi coverage plots for 7 

and 13 APs are shown in Figure 5.6(a) and Figure 5.6(b) respectively. Although 

there are no limits on the topologies that can be evaluated, the selected scenarios 

provide a valuable insight on the relative performance of the NSSs under study. 
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        (a)          (b)        (c) 

Figure 5.5: Network coverage based on data rate with x-axis and y-axis showing 

coverage size in meters; (a) 4-WiFi-Nodes networks with the access channel shown 

in parentheses, (b) LTE network and (c) HetNet (LTE+WiFi) for a 100 users 

scenario. 

 

           
                                      (a)                             (b)  

Figure 5.6: WiFi coverage based on data rate with x-axis and y-axis showing 

coverage size in meters; (a) 7-WiFi-Nodes networks, (b) 13-WiFi-Nodes networks. 

The WiFi access channel is shown in parentheses. 

 

5.5.3 WiFi and LTE Backhaul 

Two backhaul scenarios are assumed when evaluating the NSSs; 1) uniform and 2) 

non-uniform WiFi backhaul capacity throughout the HetNet. In the uniform capacity 

scenario, backhaul capacity is varied from 1 Mbps up to 25 Mbps until the 
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throughput of the APs saturate. In the case of the non-uniform capacity scenario, 

backhaul capacity values are randomly chosen as in Table 5.5. The LTE base station 

(BS) backhaul capacity is always assumed to be sufficient.  

5.5.4 Parameters and Assumptions 

Table 5.4 summarises the simulation parameters; only the downlink performance is 

investigated. 2.6 GHz is used for the LTE network, the frequency band allocated in 

Malaysia. Traffic with fixed packet size of 1000 Bytes at constant bit rate is assumed. 

From [Tranzeo, 2007], the Overbooking Factor (OF) is a design choice driven by 

actual user behaviour in the deployed area. OF that varies from 4:1 to 100:1 has been 

reported by various ISPs and the lower the value, the better the service guarantee 

[David Chieng et al., 2010]. A factor of 10:1 is adopted to represent relatively heavy 

usage. User density is varied from 100 to 250 users per square km.   

 

Table 5.4: WiFi and LTE simulation parameters. 

 Units WiFi Access, 11g LTE 

Frequency band GHz 2.4 2.6 

Channel bandwidth MHz 20 20 

Max EIRP dBm 27, 24, 18 36 

Packet size Bytes 1000 1000 

WiFi backhaul capacity Mbps 1 – 25 - 

LTE backhaul capacity Mbps - 
Sufficient Capacity 

Assumed 
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User Information 

Overbooking Factor, 

OF 
- 10:1 

User density Users/sqkm 100, 150, 200, 250 

 

 
  

5.6 Results and Analysis 

5.6.1 Uniform Backhaul Capacity 

Two performance metrics viz. the average user throughput and user throughput 

fairness in the HetNet cell are used to evaluate the performance of the NSSs. Fairness 

is derived using Jain fairness index in the form of (∑ 𝐶𝑒𝑓𝑓,𝑗
𝐽
𝑗=1 )

2
/ (𝐽 ∑ (𝐶𝑒𝑓𝑓,𝑗)

2𝐽
𝑗=1 ) 

[Jain et al., 1999].  

Firstly, the performance of all NSSs is evaluated as a function of WiFi backhaul 

capacity ranging from 1 Mbps to 25 Mbps, with 100% WiFi-LTE coverage overlap 

and 4 WiFi APs (Figure 5.5(c)). Figure 5.7 shows that the average user throughput of 

PDR and DyBaCS are similar over the entire range of backhaul capacity and WF 

provides the lowest average user throughput. The characteristics plateaus when the 

backhaul capacity reaches 20 Mbps for all NSSs since that is the maximum access 

throughput achievable by WiFi (IEEE 802.11g). The total WiFi access throughput 

also depends on user distribution as users with slower bit rates slow down the entire 

network.   
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Figure 5.7: HetNet average user throughput as a function of WiFi backhaul capacity 

(4 WiFi APs, 100% WiFi-LTE overlap, uniform WiFi backhaul capacity). 

Figure 5.8 presents an evaluation of the fairness in terms of achievable throughput 

per user. Results show that the average user throughput of PDR and DyBaCS are 

similar over the entire range of backhaul capacity while WF provides the lowest 

average user throughput. DyBaCS outperforms both in terms of fairness with WF 

exhibiting the worst fairness performance.  

 
Figure 5.8: Bandwidth sharing fairness as a function of WiFi backhaul capacity (4 

WiFi APs, 100% WiFi-LTE overlap, uniform WiFi backhaul capacity). 
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(a) Average User Throughput. 

 

(b) Fairness. 

Figure 5.9: Performance comparison between NSSs as a function of total WiFi nodes 

with 250 Users and fixed backhaul capacity of 20Mbps. 

In scenarios where higher user capacity is needed within the HetNet, a denser WiFi 

APs deployment is required. Figure 5.9 shows the performance of DyBaCS over 
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varying WiFi-LTE node ratios and 20 Mbps backhaul capacity. The WiFi-LTE node 

ratio is scaled from 4, 7 to 13 and the EIRP of WiFi APs is set to 27 dBm, 24 dBm 

and 18 dBm respectively in order to accommodate all APs within a single LTE cell 

without severe interference amongst APs (Figure 5.5 and Figure 5.6). In all three 

scenarios, user density is kept at 250 and the coverage overlap between WiFi and 

LTE networks is maintained at 100%. 

The results in Figure 5.9(a) show that, when the WiFi-LTE node ratio is 4, the PDR 

is the best in terms of average user throughput followed by DyBaCS whlist WF is the 

worst. At higher WiFi node densities, the advantage of PDR in respect of average 

user throughput becomes insignificant.  

In terms of fairness, Figure 5.9(b) shows that DyBaCS remains the best for the entire 

range of LTE-WiFi node ratios and the PDR is the worst in terms of fairness. 

However, fairness with PDR is much lower compared to DyBaCS when the WiFi-

LTE node ratio is low e.g. 4; PDR maximises the average user throughput at the 

expense of fairness. When the WiFi-LTE node ratio is low, the ratio of APs to the 

number of users is low and the capacity provided by WiFi networks is heavily shared 

amongst users. When the number of WiFi nodes is increased, unfairness with PDR is 

less obvious as more capacity is being provided to the HetNet. As the number of 

users is increased in the 7 and 13 WiFi-LTE node ratios, fairness is compromised. 

Evaluation of the performance of DyBaCS such as the effects of WiFi-LTE overlap 

ratio, WiFi node density and user density are provided in Appendix B. 
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5.6.2 Non-uniform Backhaul Capacity 

In a scenario with 100 users, backhaul capacity of 4 APs covering the entire HetNet 

are non-uniformly assigned with AP1, AP2, AP3 and AP2 equal to 10 Mbps, 0.5 

Mbps, 20 Mbps and 3 Mbps respectively. The results of an evaluation showing 

average user throughput is presented in Figure 5.10(a), where PDR provides the 

highest value (4.75 Mbps) followed by DyBaCS (4.22 Mbps) and WF (2.62 Mbps). 

PDR is expected to offer a higher average user throughput as it selects the network 

based on the highest physical data rate with the primary intention of maximising 

average user throughput. However, fairness is compromised in terms of capacity 

distribution amongst users within the HetNet, highlighted in Figure 5.10(b) where the 

fairness index of PDR is only 0.59 compared to 0.86 provided by DyBaCS. Although 

the average throughput of DyBaCS is 11% lower than PDR, the trade-off seems 

worthwhile as fairness is significantly improved by 45%. WF provides a 0.43 

fairness index. 
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(a) Average User Throughput. 

 
(b) Fairness. 

Figure 5.10: (a) Average user throughput and (b) bandwidth sharing Fairness with 

non-uniform WiFi backhaul capacity (4 Nodes, 100 users). 

Under a similar scenario and setting but with 250 users, Figure 5.11 shows an 

unacceptable fairness index of 0.33 offered by PDR, the poorest amongst all NSSs 

under study. Although PDR provides the highest average user throughput, the 
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concomitant compromised fairness remains a big disadvantage. DyBaCS provides a 

good balance between average user throughput and fairness.  

 
(a) Average user throughput. 

 
(b) Fairness. 

 

Figure 5.11: (a) Average user throughput and (b) bandwidth sharing fairness with 

non-uniform WiFi backhaul capacity (4 Nodes, 250 users). 

With 13 WiFi nodes and a WiFi backhaul capacity randomly chosen as in Table 5.5, 

Figure 5.12 shows that DyBaCS offers the best average user throughput and fairness.  
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(a) Average user throughput. 

 

(b) Fairness. 

 

Figure 5.12: (a) Average user throughput and (b) bandwidth sharing fairness with 

non-uniform WiFi backhaul capacity (13 Nodes, 250 users). 
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TABLE 5.5:  Non-uniform WiFi backhaul capacity for 13 APs. 

WiFi APID 1 2 3 4 5 6 7 8 9 10 11 12 13 

WiFi Backhaul 

Capacity (Mbps) 
5 10 15 2 5 7 13 6 12 4 9 1 8 

The results captured in Figure 5.10, Figure 5.11 and Figure 5.12 consistently indicate 

that DyBaCS, under non-uniform WiFi backhaul scenarios, provisions best fairness 

to users with minimal penalty in the average user throughput. DyBaCS provides the 

best performance on both average throughput and fairness when both user density 

and WiFi node density is high (similar to the uniform backhaul capacity case). 

Performance under non-uniform WiFi backhaul is in good agreement with that of the 

uniform backhaul evaluation detailed in Section 5.6.1. However, it is important to 

note that changes in user location and distribution of backhaul capacities may affect 

performance but the general trends remain.  

5.7 Conclusions 

A backhaul capacity sensitive NSS referred to as DyBaCS designed for operation 

within a HetNet is presented. To the best of our knowledge, this is the first network 

selection algorithm that considers backhaul capacity in network selection within a 

LTE-WiFi Heterogeneous Network environment. 

The performance of DyBaCS and two other NSSs are evaluated as a function of 

WiFi backhaul capacity and WiFi-LTE node ratio. The performance of NSSs is also 

compared under uniform and non-uniform WiFi backhaul capacity distributions.  



146 

 

In respect of uniform backhaul capacity, the evaluation shows that PDR provides the 

highest average throughput in most cases but has only a marginal performance edge 

compared to DyBaCS. However, with increasing backhaul capacity and WiFi-LTE 

node ratio, the PDR’s advantage in relation to average user throughput to DyBaCS is 

eroded. In terms of fairness, DyBaCS clearly outperforms the others over the entire 

range of WiFi-LTE node ratio and WiFi backhaul capacity. PDR maximises the 

average user throughput but at the expense of fairness, thus user fairness is greatly 

sacrified when number of users is high or WiFi-LTE node ratio is low. WF provides 

the worst average user throughput and fairness in most cases. 

In terms of non-uniform backhaul capacity, the results consistently indicate that 

DyBaCS provisions best fairness to users with minimal penalty in the average user 

throughput. DyBaCS provides the best performance on both average throughput and 

fairness when both user density and WiFi node density is high. The performance is 

also in good agreement with that of the uniform backhaul evaluation. Although PDR 

provides the highest average user throughput, the concomitant compromised fairness 

remains a big disadvantage. DyBaCS provides a good balance between average user 

throughput and fairness.  

As a general conclusion, DyBaCS is the best in terms of fairness whilst maintaining 

an acceptable average user throughput under uniform and non-uniform WiFi 

backhaul capacity distributions within HetNet. It has a clear advantage when the 

number of users is high and capacity in the HetNet is very limited. It is also flexible 

in managing varying numbers of WiFi nodes and numbers of users, highly relevant 

in fast changing environments.   



147 

 

Chapter 6  

 

LTE-WiFi Multi-hop Heterogeneous 

Wireless (MHW) Network Performance 

Optimisation 

 

6.1 Introduction 

In the Chapter, a joint Multi-hop Bandwidth Allocation (MBA) cum DyBaCS 

Network Selection Scheme (NSS) referred to as the Proposed Jointed Algorithm 

(PJA) is presented. The PJA aims to improve HetNet-wide throughput performance 

and fairness. In order to evaluate and compare the performance of the PJA, a Cuckoo 

Search (CS) optimisation algorithm [Xin-She Yang, 2010] is implemented. With the 

implementation of CS, the upper bound performance of the Multi-hop Wireless 

Network (MWH) under study can be determined, and then used to compare with the 

performance of MWH with PJA implemented. The simulation methodology used for 

evaluating the performance of the proposed algorithm is also described. Simulation 

results are then discussed followed by the conclusions.    

6.2 Background 

In conventional WLAN hotspot networks, the throughput and fairness can be 

improved by balancing the load amongst WLAN cells through offloading [Huazhi 

Gong and Kim, 2008] [Velayos et al., 2004] [Bejerano and Han, 2009]. Since the 
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backhaul bandwidth of WLAN hotspots is fixed, the network performance relies 

heavily on user network selection. Non-optimal selection results in the overloading 

of some APs whilst others are lightly loaded which subsequently causes degradation 

of the overall network performance. Consequently, network-wide performance can 

be improved by balancing traffic load. It is important to note that such a scenario 

requires a significant amount of AP coverage overlap, where users have the option of 

connecting to more than one AP [Velayos et al., 2004].  

Normally operators tend to minimise the number of deployed APs while maintaining 

an acceptable level of user experience. The objective is mainly to reduce capital 

equipment cost as well as keeping installation and maintenance cost as low as 

possible [Aruba Networks, 2012] [Cisco, 2005]. One of the ways to reduce the 

number of APs is to increase inter-AP distance which eventually compromises AP 

coverage overlap. A lower coverage overlap also helps to keep interference as low as 

possible especially for WiFi where the number of non-overlapping channels is 

limited. According to [Cisco, 2005], a 10% - 15% coverage overlap is found to be 

adequate. As not all users fall within the coverage overlap area and inter-AP 

offloading cannot be relied on fully. In wireless mesh/multi-hop networks (WMNs), 

a similar scenario can also be observed and thus alternative performance optimisation 

strategies in WMNs should be pursued. 

Since a WMN is connected to the core/wired network via a Gateway (GW) node, the 

Gateway bandwidth needs to be shared amongst Mesh Nodes (MNs) within the same 

cluster. Each MN is only allocated a fraction of time to access GW bandwidth 

through multi-hop wireless backhaul and hence the effective bandwidth available to a 
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MN is limited. Since the MN bandwidth also governs the available effective 

bandwidth for Mesh Access Points (MAPs), MN and MAP is used interchangeability 

in the remainder of the evaluation.  

In WMNs, the available backhaul bandwidth is usually insufficient for MAPs to 

realise their full access capacity, since the same technology with the same capacity is 

used for both the access and backhaul radios [D Chieng et al., 2007] [Saumitra M 

Das et al., 2007]. By extending the WMN to multi-hop operation with multiple APs 

attached on each mesh node, the bottlenecks are likely to be formed on the wireless 

backhaul links. Consequently, offloading a user may not always be necessary even 

when one MAP is subject to a heavier load than the others since more backhaul 

bandwidth can be allocated to the former. It is therefore worthwhile considering 

some form of bandwidth allocation (BA) at the expense of some other MAPs 

bandwidth as long as it yields an overall improvement in the network-wide 

throughput. Example 6.1 provides a detailed explanation of performance behaviour 

in such a scenario accentuating that the proper selection of a BA scheme within 

WMNs is very important to ensure optimum network performance. 

6.3 Contributions 
 

The contribution of this Chapter is threefold. 

Firstly, the implementation of MWH spatial model consisting of a LTE advanced 

network based on Release 10 and a IEEE 802.11n [IEEE Std, 2009] WiFi mesh 
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network with 2.4 GHz for access and 5 GHz for backhaul radio. The WMN is 

backhauled to the core network by a Gateway (GW). 

Secondly, a CS algorithm is implemented and incorporated into the MWH to 

compute the capacity upper bound. Given the fixed WiFi Gateway capacity 

allocation, the algorithm optimises the Small cells backhaul BA dynamically as the 

number of users joining the network changes. Although, the CS provides the optimal 

result, the optimisation process is significantly more time consuming and is not 

suitable for fast changing dynamic HetNet applications.  Therefore results obtained 

from CS serve solely as the upper bound reference. 

Thirdly, a new algorithm referred to as PJA which integrates MBA and DyBaCS for 

Multi-hop Wireless HetNet capacity optimisation is developed. The output of the 

algorithm is compared to upper bound obtained from CS. The proposed 

computationally simple algorithm provides a solution suitable for dynamic and fast 

changing wireless environments.  

Thus the objective is to develop and evaluate an algorithm to optimise the network 

performance of Multi-hop Wireless HetNet (MWH) consisting of a hybrid LTE and 

WiFi Mesh Network (WMN). As discussed, load balancing/offloading is one route to 

improving the performance of hotspot networks, while in WMNs, backhaul BA plays 

an important role in optimising network performance. MWH however, presents a 

very different scenario compared to both WiFi hotspots and homogeneous WMNs as 

the optimisation process takes into consideration both load balancing/offloading and 

backhaul BA. The joint load balancing/offloading and backhaul BA algorithm is 
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implemented through a MBA algorithm designed to operate with the DyBaCS NSS 

to optimise the throughput and maintain fairness amongst users.  

6.4 Multi-hop Bandwidth Allocation (MBA) 

Algorithm  

The proposed MBA algorithm features three strands that cooperatively offer an 

improvement in the overall network throughput performance and fairness: 

i. Predictive Bandwidth Allocation: a dynamic bandwidth allocation based on the 

number of existing users connected to MAPs (or MAPs loading) and the potential 

user arrival statistics. The DyBaCS NSS on the other hand suggests an optimum 

number of connected users to the MAPs, which is sensitive to the MAPs’ 

backhaul bandwidth allocation by MBA. Hence, both algorithms jointly promote 

an overall network performance improvement.  

ii. Dynamic Bandwidth Allocation Capping: a saturation-aware BA which 

dynamically caps the allocation based on the maximum bandwidth needed by a 

MAP. The maximum bandwidth needed is a function of number of users and 

their channel quality.   

iii. Multi-hop Links Capacity Awareness: awareness of the effective capacity of 

multi-hop links ensures that the BA algorithm does not allocate bandwidth in 

excess of the effective capacity of multi-hop links within a WMN. An algorithm 
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is executed iteratively to allocate the bandwidth and redistribute any residual 

bandwidth until all bandwidth from the GW is fully allocated to all MNs.   

6.4.1 Predictive Bandwidth Allocation  

As a consequence of executing DyBaCS NSS, user association is highly sensitive to 

MAP backhaul bandwidth as NSS operation is founded on a backhaul capacity-aware 

algorithm for improved load balancing. To function in tandem with DyBaCS, the 

proposed MBA should be sensitive to users entering and leaving the network. To 

balance the traffic load, an ideal bandwidth algorithm should able to predict the user 

network association and allocate the bandwidth efficiently before users join the 

network, illustrated in Example 6.1.  

Example 6.1: Consider a MWH with two MNs labelled as MN1 and MN2, one 

macro BS and six users enumerated from 1 to 6 as depicted in Figure 6.1(a). BS 

coverage is represented by the biggest oval area shown in grey and MAPs coverage 

is represented by smaller circles in white. User 1, User 2, User 3 and User 4 

experience a bit rate of 3 Mbps from MN1 and MN2 respectively (represented by red 

lines), while User 5 and User 6 experience bit rate of 3 Mbps from the BS 

(represented by blue lines). The solid lines indicate active connections whilst the 

dotted lines represent the available network connections. Both MN1 and MN2 are 

connected to the core network through GW with capacity of 4 Mbps and that 

capacity is shared evenly i.e. 2 Mbps each. The BS backhaul bandwidth is always 

assumed to be sufficient to support demand.  
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For the scenario in Figure 6.1(a) and using Equation (4.22), User 1, User 2, User 3 

and User 4 are allocated 1.5 Mbps access capacity by both MN1 and MN2. However, 

due to the limit of 2 Mbps backhaul capacity for MN1 and MN2 respectively, the 

effective capacity per user to the core network is limited to 1 Mbps only. Both User 5 

and User 6 are allocated 1.5 Mbps. Hence the overall HetNet cell throughput is the 

sum of all user throughputs viz.7 Mbps. 
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(a) Backhaul bandwidth assignment before arrival of user 7. 
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(b) Reallocation of backhaul bandwidth upon arrival of user 7. 

Figure 6.1: Example of Multi-hop Wireless HetNet (MWH) system with 2 Mesh 

Nodes, one Base Station and 6 users. 
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Now assume that a new User 7 enters the HetNet enjoying access bit rate of 5 Mbps 

from MN2 and 2 Mbps from the BS. User 7 attempts to connect to either MN1 or BS 

by searching through the network in order to secure the highest speed connection to 

the Internet. Due to the 2 Mbps backhaul bandwidth limit at MN2, the effective 

bandwidth offered to User 7 is 0.77 Mbps, while the BS offers a slightly higher 

bandwidth at 0.86 Mbps. Hence, the natural tendency is for User 7 to join the BS and 

thus the HetNet cell throughput becomes 6.57 Mbps (Table 6.1). However, if MN2 

can be allocated a higher backhaul bandwidth such as 2.3 Mbps by reducing MN1 

backhaul bandwidth to 1.7 Mbps, the effective bandwidth of User 7 increases to 0.88 

Mbps; hence User 7 joins MN2 and HetNet system throughput now becomes 7.34 

Mbps (Table 6.2). This example highlights that with a slight changes to the BA, User 

7 can be offloaded from the BS to the WLAN to increase overall system throughput. 

 

Table 6.1: User bandwidth with MN1 = MN2 = 2 Mbps. 

User Serving AP/BS Data Rate (Mbps) Eff. BW (Mbps) 

1 MN1 3 1.00 

2 MN1 3 1.00 

3 MN2 3 1.00 

4 MN2 3 1.00 

5 BS 3 0.86 

6 BS 3 0.86 

7 BS 2 0.86 

  
Cell Throughput 6.57 
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Table 6.2: User bandwidth with MN1 = 1.7 Mbps; MN2 = 2.3 Mbps. 

User Serving AP/BS Data Rate (Mbps) Eff. BW (Mbps) 

1 MN1 3 0.85 

2 MN1 3 0.85 

3 MN2 3 0.88 

4 MN2 3 0.88 

5 BS 3 1.50 

6 BS 3 1.50 

7 MN2 5 0.88 

  
Cell Throughput 7.34 

The above example shows that there is a need for a node-based BA in MWH. Several 

solutions to the problem based on appropriate BA schemes have been reported 

[Gambiroza et al., 2004] [Sumit Singh et al., 2012] [Ho et al., 2012] proving that a 

node-based BA is viable. In node-based BA, when a mesh node is allocated a certain 

bandwidth, the same amount of capacity is reserved throughout the multi-hop link for 

the traffic traversing from the node to the GW or vice versa. In the access domain, 

the mesh AP is in charge of allocating bandwidth fairly to users. A node-based BA is 

assumed to facilitate the proposed optimisation algorithm; the details of node-based 

BA are not discussed in the dissertation as it is out of the scope of the study.  

In order to allocate bandwidth intelligently and dynamically, the algorithm should 

have the ability to predict when and where users join the network and pre-allocate 

sufficient bandwidth to MNs so that the overall HetNet system throughput can be 

optimised. Therefore in the proposed algorithm, an Initial Bandwidth Allocation 

(IBA) phase is included as follows:  
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𝐶𝐵ℎ
𝑖 = 

𝑁𝑖 +ℛ𝑖

∑ 𝑁𝑖𝐼
𝑖=1 + ∑ ℛ 𝑖𝐼

𝑖=1

 (6.1) 

where, 𝑖 is the index of mesh node, 𝐼 is the total number of mesh nodes, 𝑁𝑖 is the 

number of users on MAP 𝑖, 𝐶𝐵ℎ
𝑖  is initial backhaul capacity allocated to MAP 𝑖 and 

ℛ𝑖 is bandwidth allocation weight on MAP 𝑖. 

The variable 𝑁𝑖 indicates that the AP supporting a higher number of users will be 

allocated more bandwidth, based on the assumption that every user has the same 

amount of traffic in the HetNet.  This assumption is supported by [A. G. Forte et al., 

2006], proving that in highly congested environments, the number of clients still 

represents a good metric to estimate APs load and is much simpler to adopt for the 

simulation. 𝑁𝑖  can also be replaced by different MAP loading measurements if 

desired.  

ℛ𝑖 is the weight on 𝑖-th MAP, determining the amount of bandwidth allocated for 

future users. For example, the 𝑖-th MAP can be allocated to a higher ℛ𝑖 value if it is 

known to be a hotspot. ℛ  is also a weight to prevent the allocation of ‘zero 

bandwidth’ to a MAP if no user is connected to it. ℛ can have any value; larger 

values make the entire system less sensitive and provides a more even bandwidth 

allocation. For instance, if R is a very large value i.e. lim→∞ℛ ,  𝑁𝑖  becomes 

insignificant and Equation (6.1) can be written as Equation (6.2), where each MN 

shares a portion of GW bandwidth equally;   
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𝐶𝐵ℎ
𝑖 = 

ℛ

𝐼×ℛ
=
1

𝐼
  (6.2) 

Conversely, a small ℛ causes the system to be very sensitive to the level of MAPs 

loading; in the extreme of lim→0ℛ, the BA is based solely on MAPs loading.  

In the following simulation study, the same value ℛ𝑖 = ℛ  is used for all MNs as 

users are distributed according to a stochastic model [Petrova et al., 2007] (Section 

5.5.1). The study evaluates the overall cell throughput (Figure 6.2(a)) and fairness 

(Figure 6.2(b)) for a 7-mesh-node scenario and 250 Mbps GW bandwidth network as 

a function of the number of users for a ℛ value ranging from ℛ=5 to ℛ=30. The 

results show that ℛ=15 is optimum for the scenario under study.  
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(b) 

Figure 6.2: Multi-hop Wireless HetNet (a) Cell throughput and (b) Fairness for a 7-

mesh-node scenario; 250 Mbps Gateway bandwidth. 
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access at the highest allowed data rate. Usually users closer to the MAP experience 
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slower access speed compromise overall AP throughput. 

When the bandwidth of an AP is shared fairly amongst users, the actual bandwidth 

required by an MAP is usually much lower than expected. To better explain this, an 

evaluation was executed by distributing 70 users within an AP coverage area using 
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calculated. For each scenario, twenty simulations were run with random seeds based 

on the computer clock and their mean value is taken (Figure 6.3).  

 

Figure 6.3: Bandwidth required by a MAP as a function of number of users admitted. 

Results indicate that the required bandwidth increases linearly for less than 10 users; 

beyond 10 users, the required bandwidth increases at a slower rate, flattening at 

around 20 users. In general the required bandwidth of an AP is not linearly 

proportional to the number of users connected to it. Most importantly, the required 

bandwidth saturates at a certain point where no additional bandwidth is required even 

if more users are joining the network. It is also important to note that the required 

bandwidth saturates at around 30% (26 Mbps/88 Mbps) of the highest possible 

access throughput supported by an AP for grid and random uniform distribution; and 

40% for the Bi-Variate Gaussian distribution. Higher backhaul bandwidth is required 

for the Bi-Variate Gaussian distribution compared to the other two mainly because 

the former distribution tends to place users near the APs and as a consequence users 

enjoy better channel quality. The characteristics may shift slightly upward or 
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downward depending on user distribution and channel quality experienced by the 

users. 

Equation (6.1) assumes that the BA is based purely on the number of users, but this 

is only valid when an AP is unsaturated. Therefore, Equation (6.1) has to be applied 

in tandem with the backhaul bandwidth capping condition. In conclusion, a BA 

cannot depend solely on number of users connected to an AP and should be capped 

at its saturation value. 

6.4.3 Multi-hop Links Capacity Awareness 

In WMNs, it is common to have more than one multi-hop branch extending from the 

Gateway node. A branch is likely to have one or more sub-branches, similar to the 

topology shown in Figure 6.4, an example of a branch from a Gateway node. In such 

a tree topology, wireless backhaul links are shared amongst all MNs. The closer a 

backhaul link is to the Gateway, the more extensive its bandwidth is shared by MNs 

as it represents a traffic aggregation point between GW and MNs. Therefore, the total 

bandwidth allocated to MNs connected directly or indirectly (more than one hop 

away) to a backhaul link should not exceed the backhaul link capacity; otherwise it 

cannot be supported. In the proposed Multi-hop Bandwidth Allocation (MBA) 

algorithm, the wireless backhaul bottleneck condition is examined before any 

bandwidth is allocated, a scenario explained in Example 6.2.  

Example 6.2: MBA considering wireless backhaul link capacity, using a branch of 

the multi-hop tree topology from Gateway node as shown in Figure 6.4. 
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Figure 6.4: Example of Multi-hop Bandwidth Allocation (MBA) on a multi-hop tree 

topology. 
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Based on Figure 6.4(a), 6 MNs are represented by set  𝐼 = {1, 2, 3, …, 6} and each 

MN is represented by an index  𝑖 ∈ 𝐼 , where 𝑖=1 is a Gateway node. The total 

number of users connected to MN1 – MN5 are presented by 𝑁= {2, 4, 2, 3, 4, 5} and 

the number of users connected to MN𝑖 is represented by 𝑁𝑖. Similarly, the bandwidth 

allocated to MN𝑖 is written as 𝐵𝐴𝑖. 

A wireless backhaul link formed by MN𝑖  and MN𝑗  is represented by 𝐿𝑖,𝑗  where 

MN𝑖 is one hop closer to GW than MN𝑗. Similarly, the capacity of backhaul link 𝐿𝑖,𝑗 

is represented by 𝐶𝐴𝑖,𝑗. For example, in Figure 6.4(a), the capacity for a backhaul 

link, 𝐿1,2, written as 𝐶𝐴1,2 is 100 Mbps. The label 88.64/100 next to 𝐿1,2 indicates 

that for the 100 Mbps capacity supported by backhaul link  𝐿1,2, 88.64 Mbps is being 

utilised, the total loading of 𝐿1,2. 88.64 Mbps =  ∑ 𝐵𝐴𝑖6
𝑖=2   is calculated by summing 

the bandwidth allocated to the MNs = {2, 3,…, 6} connected directly and indirectly 

to 𝐿1,2.  

6.4.3.1 Initial Bandwidth Allocation (IBA) 

The first step of the MBA is to calculate the Initial Bandwidth Allocation (IBA) 

values (using Equation (6.1)). To simplify the calculation in this example, the value 

of  ℛ  is assumed to be equal to one and is applied to all MNs. The results are 

presented in Table 6.3 and the same IBA values are also stated in Figure 6.4(a). 
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Table 6.3: Initial Bandwidth Allocation (IBA) values (Figure 6.4(a)). 

Mesh Node, 𝒊 𝑵𝒊 𝑩𝑨𝒊 

1 2 11.54 

2 4 19.23 

3 2 11.54 

4 3 15.38 

5 4 19.23 

6 5 23.08 

Total 20 100 

The IBA values are not allocated to MNs until the capacity of the underlying multi-

hop wireless backhaul links is confirmed to support such a bandwidth allocation. 

Thus, based on the IBA values, the total loading on all backhaul links is calculated 

and depicted beside each backhaul link in Figure 6.4(a).  

It is found that the total loading on 𝐿2,4  is equal to 57.69 Mbps, exceeding the 

maximum support backhaul link capacity of 𝐶𝐴2,4 = 50 Mbps (highlighted in red in 

Figure 6.4(b)). Hence, the IBA values cannot be allocated to MNs = {4, 5, 6}. 

However, IBA values are assigned to MNs = {1, 2, 3} as their backhaul capacity is 

sufficient for the bandwidth allocation (Figure 6.4(b)).  

6.4.3.2 Sub-Branch Calculation 

Subsequently (Figure 6.4(c)) the BA calculation progresses by focussing on the 

performance of the sub-branch consisting of MNs = {4, 5, 6}, not allocated a BA 

value. Thus, IBA values for MNs = {4, 5, 6} are recalculated using Equation (6.1) 

based on the maximum supported value 𝐶𝐴2,4 = 50 Mbps, yielding values of {13.33, 



164 

 

16.67, 20} Mbps respectively. Those IBA values are allocated to the corresponding 

MNs. 

6.4.3.3 Residual Bandwidth Allocation 

Thus far, after all MNs are allocated certain BA values, the total bandwidth allocated 

to all MNs is equal to 92.37 Mbps; a residual bandwidth of 7.63 Mbps remains from 

the 100 Mbps supported by the GW. In order maximise network throughput, the 

residual GW bandwidth should be allocated to MNs. Since, 𝐿2,4  has been fully 

utilised, all MNs connected to it are excluded for the rest of the BA process (Figure 

6.4(d)). Hence, taking into consideration the residual GW capacity of 7.63 Mbps 

only, the additional IBA values for MNs = {1, 2, 3} are {2.09, 3.49, 2.09} Mbps 

respectively. These values (as shown in Figure 6.4(d)) are added to the existing BA 

values since these allocations are supported by their respective backhaul links. 

6.4.4 Joint MBA and DyBaCS Algorithm 

To implement all the rules discussed in Section 6.4.1 to Section 6.4.3, an algorithm is 

designed to operate with the DyBaCS NSS. As presented in Chapter 5, DyBaCS can 

improve HWH throughput while maintaining a high level of fairness.   

During the bandwidth allocation and network selection iteration process, the GW 

bandwidth is first “arbitrarily” shared evenly amongst all MNs; DyBaCS facilitates 

user network selection based on the allocated bandwidth. Subsequently, based on 

these user network connections, the MBA will adjust the BA accordingly which in 
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turn influences the subsequent user network selection. Both MBA and DyBaCS 

operate in tandem. 

The proposed algorithm is described using the pseudo codes in Algorithm 6.1 and 

Algorithm 6.2. To represent all MNs in the HetNet, set 𝐼 is used with 𝑖 ∈ 𝐼 as the 

index representing individual MNs. Since the Gateway (GW) node is the head of a 

mesh cluster, therefore 𝑖 = 1  represents a GW node. The multi-hop branches 

extending from the GW or MNs are represented by a set 𝐵 where 𝑏 ∈ 𝐵  is the index 

of the branches.  

For MN𝑖, let 𝑗 denote its direct sub-ordinate MN in which MN𝑖 is one hop closer to 

the GW than MN𝑗 . MN𝑖  and MN𝑗  are connected by backhaul link 𝐿𝑖,𝑗
𝑏  where 𝑏 

denotes the branch index. For a backhaul link   𝐿𝑖,𝑗 
𝑏 ,  𝐶𝑖,𝑗

𝑏  denotes the remaining 

capacity available for all MNs connected to the backhaul link  𝐿𝑖,𝑗
𝑏 . After assigning 

𝑎 𝐶𝐵ℎ
𝑗

 amount of bandwidth to a particular MN𝑗 connected to  𝐿𝑖,𝑗 
𝑏 ,  𝐶𝐵ℎ

𝑗
 is deducted 

from 𝐶𝑖,𝑗
𝑏 . 

For MN𝑖, let  𝑆𝑖  denote a set of sub-ordinate MNs connected to MN𝑖 directly or 

indirectly and including MN𝑖 itself. Let 𝐶𝑆𝑖 = ∑ 𝐶𝑏ℎ
𝑛

𝑛∈𝑆𝑖  denote the sum of all Initial 

Bandwidth Allocations (IBAs) for all MNs in 𝑆𝑖, where an IBA is the preliminary 

value before it is actually allocated to a MN 𝑖 . The bandwidth that is actually 

allocated to a MN𝑖 is represented by the effective backhaul capacity 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑖 . All 

users are represented by a set 𝑈 and 𝑢 ∈ 𝑈 is their index and 𝑁𝑖 is total number of 

users connected to a MN𝑖.  
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The proposed algorithm is described by the pseudo codes detailed in Algorithm 6.1 

and Algorithm 6.2 as follows. 

Algorithm 6.1: Joint MBA and DyBaCS algorithm 

 

A1) Initialization 

a. 𝐶𝐺𝑊 ← 300 ; (specify available GW capacity i.e. 300 Mbps) 

b. Initialise ℛ𝑖;  ∀ 𝑖 ∈ 𝐼; (assign BW distribution weight, ℛ𝑖 value) 

A2) For 𝑢 = 1 𝑡𝑜 𝑈 ; (user entering HetNet) 

a. 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑖 ← 0; ∀ 𝑖 ∈ 𝐼 

b. 𝛾𝑖 ← 0; ∀ 𝑖 ∈ 𝐼 

c. While 𝐶𝐺𝑊 > 0  

i. Get 𝑁𝑖 ;  ∀ 𝑖 ∈ 𝐼;(get number of users connected to each MN based 

on DyBaCS NSS) 

ii. Calculate initial backhaul BW allocation for all MNs ( 𝐶𝐵ℎ
𝑖 ; ∀ 𝑖 ∈ 𝐼) 

based on the number of users connected to MNs (𝑁𝑖) using Equation 

(6.1): 

𝐶𝐵ℎ
𝑖 = 

𝑁𝑖 + ℛ𝑖

∑ 𝑁𝑖𝐼
𝑖=1 + ∑ ℛ𝑖𝐼

𝑖=1

× 𝐶𝐺𝑊;  ∀𝑖 ∈ 𝐼 

iii. Estimate max required backhaul BW 𝐶𝐵ℎ_𝑀𝑎𝑥
𝑖 ;  ∀𝑖 ∈ 𝐼  

iv. If  (𝐶𝐵ℎ
𝑖 + 𝐶𝐸𝑓𝑓,𝑏ℎ 

𝑖 ) > 𝐶𝐵ℎ_𝑀𝑎𝑥
𝑖 ;  ∀𝑖 ∈ 𝐼  

 𝐶𝐵ℎ
𝑖 ← (𝐶𝐵ℎ_𝑀𝑎𝑥

𝑖 − 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑖 ) 

 𝛾𝑖 ← 1 

End If 

v. Allocate estimated backhaul BW to GW node (node ID 𝑖 = 1) 
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 𝐶𝐸𝑓𝑓,𝑏ℎ 
1 ← (𝐶𝐸𝑓𝑓,𝑏ℎ 

1 + 𝐶𝐵ℎ
1 ) 

 𝐶𝐺𝑊 ← (𝐶𝐺𝑊 − 𝐶𝐵ℎ
1 ) 

 BranchHead_ID = GW_ID 

vi. Call RecursiveBA_Fn(BranchHead_ID) (Algorithm 6.2) 

vii. Update and mark all links 𝐿𝑖,𝑗
𝑏  and MN𝑖 within branch 𝑏 if saturated 

on BW allocation. 

End While 

A3) Call DyBaCS NSS (Algorithm 5.2) 

a. Executes DyBaCS NSS based on allocated backhaul BW in Step A1-Step 

A2 

A4) Return to Step A2 if there are more users to admit otherwise end 

 

 

Algorithm 6.1 can be explained as follows: 

Step A1); Initialise the available GW capacity and bandwidth distribution weight ℛ 

value. 

Step A2);   Users are admitted one by one until all are admitted 

a) Initialise 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑖  by setting the effective bandwidth allocated to all Mesh Node 

to zero.   

b) Similarly, 𝛾𝑖  is initialised to zero for all  𝑖 ∈ 𝐼 .  𝛾𝑖 = {0,1} denotes whether a 

node 𝑖 has been allocated its maximum required bandwidth; a ‘1’ indicates it has 

been allocated its maximum required bandwidth and ‘0’ otherwise.  

c) The bandwidth allocation is executed in an iterative manner using a while loop 

until all GW bandwidth 𝐶𝐺𝑊 has been allocated: 
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i. In this step, the number of users connected to all MNs is obtained and 

recorded as 𝑁𝑖;  ∀ 𝑖 ∈ 𝐼. The number of users connected to MNs is governed 

by the DyBaCS NSS. 

ii. IBA values  𝐶𝐵ℎ
𝑖 ;  ∀𝑖 ∈ 𝐼 are calculated using Equation (6.1) based on the 

number of users 𝑁𝑖 and ℛ𝑖 value.  

iii. Based on the number of users connected to MAPs, the maximum required 

bandwidth  𝐶𝐵ℎ_𝑀𝑎𝑥
𝑖  for all MNs is calculated.  

iv. Based on the calculated 𝐶𝐵ℎ_𝑀𝑎𝑥
𝑖 , the IBA is adjusted so that the overall BA 

allocation to a MN𝑖 never exceed𝑠  𝐶𝐵ℎ_𝑀𝑎𝑥
𝑖 . If a particular MN𝑖 is being 

allocated its maximum required bandwidth, 𝛾𝑖 is marked as ‘1’. 

v. BA is first applied to the GW node where 𝐶𝐵ℎ
1  is allocated to the GW node 

on top of previously allocated bandwidth 𝐶𝐸𝑓𝑓,𝑏ℎ 
1  (if any) and the total 

available GW capacity 𝐶𝐺𝑊  is updated by subtracting 𝐶𝐵ℎ
1 from it. 

Subsequently, the GW node ID is set as BranchHead_ID, indicative of a 

branch head. 

vi. The RecursiveBA_Fn — the recursive function that is the core of Multi-hop 

Bandwidth Allocation (MBA) — is then invoked. The underpinning 

RecursiveBA_Fn algorithm is discussed in more detail in Algorithm 6.2. 

vii. Once a BA iteration is completed — from Step A2.c.i to Step A2.c.vi — the 

remaining backhaul link capacity 𝐶𝑖,𝑗
𝑏  in branch 𝑏 is updated. If a particular 

link 𝐶𝑖,𝑗
𝑏  is exhausted i.e. no MN connected to the link can be allocated 

additional bandwidth, the MNs connected to it are labelled as saturated. 

Step A3); DyBaCS NSS is executed after the MBA process. 
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Step A4); The process is repeated starting from Step 2 if there are additional users to 

be admitted; otherwise the allocation ends.  

 

Algorithm 6.2: Recursive bandwidth allocation algorithm in MBA 

 

RecursiveBA_Fn (BranchHead_ID) 

Step B1) 𝑖 ← BranchHead_ID  

Step B2) For all branches 𝑏 𝜖 𝐵 extended from target MN𝑖 

a. 𝑗 ← Direct_SubNodeID of MN𝑖 in branch 𝑏 

b. If MN𝑗 is not saturated for existing/additional BW allocation 

i. Get 𝐶𝑆𝑗 = ∑ 𝐶𝐵ℎ
𝑛

𝑛∈𝑆𝑗 , sum of  IBA to MNs in 𝑆𝑗 

ii. Get 𝐶𝑖,𝑗
𝑏 , the remaining backhaul link capacity 

iii. 𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 = 𝑚𝑖𝑛 (𝐶𝑆𝑗  ,  𝐶𝑖,𝑗
𝑏  ); (get lower value between 𝐶𝑆𝑗  and 𝐶𝑖,𝑗

𝑏 ) 

iv. Calculate IBA value ∀ 𝑛 ∈ 𝑆𝑗  based on the number of users 

connected to MNs using Equation (6.1) 

𝐶𝐵ℎ
𝑛 = 

𝑁𝑛+ℛ𝑛

∑ 𝑁𝑛
𝑛∈𝑆𝑗

+∑ ℛ𝑛
𝑛∈𝑆𝑗

× 𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒;  ∀𝑛 ∈ 𝑆
𝑗 ; (re-estimate BA for 

𝑛 ∈ 𝑆𝑗 based on 𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒) 

v. 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑗

← (𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑗

+ 𝐶𝐵ℎ
𝑗
) 

vi. 𝐶𝐺𝑊 ← (𝐶𝐺𝑊 − 𝐶𝐵ℎ
𝑗
); (update available 𝐶𝐺𝑊) 

vii. 𝐶𝑖,𝑗
𝑏 ← (𝐶𝑖,𝑗

𝑏 − 𝐶𝐵ℎ
𝑗
); (update available link capacity) 

viii. If 𝐶𝑖,𝑗
𝑏 = 0 

 Marks all sub-ordinate nodes connected to 𝐿𝑖,𝑗
𝑏  as saturated  
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End If 

ix. If MN𝑗 has one or more sub-branches 

 BranchHead_ID ← 𝑗 

 calls RecursiveBA_Fn (BranchHead_ID);  

     End If 

End If 

End For 

Algorithm 6.2 is a sub-algorithm which carries out bandwidth allocation recursively 

for multi-hop tree topology that comprises of many branches. Algorithm 6.2 is 

explained as follows. 

Step B1); Once the “RecursiveBA_Fn” function is invoked, variable 𝑖 is set to equal 

to the BranchHead_ID and the value passes from the main algorithm.  

Step B2); An iteration ensures that all following steps are performed on all branches 

𝑏 𝜖 𝐵 starting from the branch head.  

a) For the selected branch b, the direct sub-ordinate ID for the link 𝐿𝑖,𝑗
𝑏  is identified 

and the variable 𝑗 is set to be equal to the sub-ordinate node ID. 

b) The sub-ordinate MN𝑗 is then examined to determine whether it is unsaturated 

and can still receive additional BA. The subsequent steps are only performed if 

MN𝑗 is not saturated.   

 i–iii)    In order to ensure that the backhaul link 𝐿𝑖,𝑗
𝑏  is able to support the initial BA 

determined in Step A2.c.ii – iv, total capacity allocated to MN𝑗 and its sub-
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ordinates (represented by a set 𝑆𝑗) is calculated as 𝐶𝑆𝑗  in Step B2.b.i. The 

available 𝐿𝑖,𝑗
𝑏  link capacity 𝐶𝑖,𝑗

𝑏  is then obtained in Step B2.b.ii. Step B2.b.iii 

then chooses the minimum value between 𝐶𝑖,𝑗
𝑏  and 𝐶𝑆𝑗 , to ensure that the 

total BA capacity 𝐶𝑆𝑗  does not exceed the available backhaul capacity 𝐶𝑖,𝑗
𝑏  

while preventing BA wastage. The chosen value is then assigned 

to 𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒.  

iv-viii) The IBA value for MNs in set 𝑆𝑗 is recalculated using 𝐶𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 from Step 

B2.b.iv. Then, in Step B2.b.v, the bandwidth is allocated to MN𝑗 on top of 

the existing bandwidth allocation 𝐶𝐸𝑓𝑓,𝑏ℎ 
𝑗

(if any). Next, the available GW 

capacity 𝐶𝐺𝑊  and backhaul link capacity 𝐶𝑖,𝑗
𝑏  are updated respectively in 

Step B2.b.vi and Step B2.b.vii. Step B2.b.viii marks the backhaul link as 

saturated if 𝐶𝑖,𝑗
𝑏 = 0 viz. no more capacity remains.  

    ix)    MN𝑗 is examined to determine whether it has one or more branches. If the 

condition is true, node ID for MN 𝑗  is set as BranchHead_ID and the 

RecursiveBA_Fn is invoked to address the sub-ordinate MNs. Otherwise, 

the process continues for other branches from MN𝑖. 

6.5 Cuckoo Search (CS) Algorithm  

For the purpose of a meaningful comparison of the performance of the proposed 

algorithm, the upper bound cell capacity for a MWH is estimated providing a 

benchmark using the Cuckoo Search (CS) optimisation algorithm [Xin-She Yang, 

2010]  [Xin-She Yang and Deb, 2014] . The CS is one of the latest nature-inspired 

meta-heuristic algorithms based on the brood parasitism of some cuckoo species 
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laying their eggs in the nests of other host birds (of other species). Some host birds 

engage in direct conflict with the intruding cuckoos. For example, if a host bird 

discovers that eggs are not their own, it will either discard these alien eggs or simply 

abandon its nest and build a new nest elsewhere. CS idealised such breeding 

behaviour and thus can be applied in various optimisation problems [Dhivya et al., 

2011] [Gandomi et al., 2013] [Vázquez, 2011] [Xin-She Yang and Deb, 2010]. CS 

applies both local and global searches, controlled by a switching/discovery 

probability. The local search consumes about 1/4 of the search time (for 𝑃𝑎= 0.25), 

while the global search consumes about 3/4 of the total search time. The 

methodology allows the search space to be explored more efficiently on the global 

scale, and consequently the global optimisation can be located with a higher 

probability.  

In addition, the CS algorithm is enhanced through Lévy flight [Viswanathan et al., 

1996]  rather than by the original, more conventional isotropic random walk principle. 

As Lévy flights are characterised by infinite mean and variance, CS can explore the 

search space more efficiently than algorithms following the standard Gaussian 

process. This advantage, combined with both local and search capabilities and 

guaranteed global convergence, makes CS very efficient [Pinar Civicioglu and 

Besdok, 2011]  [Gandomi et al., 2013] [Walton et al., 2011], outperforming other 

meta-heuristic algorithms in applications. Recent studies show that CS is potentially 

more efficient than the Particle Swam Optimisation (PSO) and Genetic Algorithm 

(GA) [Xin-She Yang and Deb, 2014].  
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The CS follows three idealised rules; 

 Each cuckoo lays one egg at a time, and dumps its egg in a randomly chosen 

nest; 

 The best nests with high-quality eggs are carried over to the next generations; 

 The number of available host nests is fixed, and the egg laid by a cuckoo is 

discovered by the host bird with probability 𝑃𝑎 ∈ [0,1]. In this case, the host 

bird can either dispose of the egg, or simply abandon the nest and build a 

completely new nest. In brief, a fraction  𝑃𝑎 of the  𝑛  host nests are replaced 

by new nests (with new random solutions).  

Based on the above rules, the basic steps of the CS can be summarised as the pseudo 

code presented in Algorithm 6.3 [Xin-She Yang, 2010].  

Algorithm 6.3: Pseudo code of the Cuckoo Search 

Objective function: 𝑓(𝑥), 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑑)
𝑇;   

Generate an initial population of  𝑛  host nests 𝑥𝑖 (𝑖 = 1,2, … , 𝑛);   

while (𝑡 < MaxGeneration) or (stopping criterion) 

 Get a cuckoo randomly (say, 𝑖) and replace its solution by performing 

Lévy flights;  

 

 Evaluate its quality/fitness 𝐹𝑖; [for maximization, 𝐹𝑖 ∝ 𝑓(𝑥𝑖)]; 

 

 Choose a nest among n (𝑠𝑎𝑦, 𝑖)  randomly; 

 If (𝐹𝑖 > 𝐹𝑗), 

                           Replace 𝑗 by the new solution; 

                  End If 

 A fraction (𝑝𝑎) of the worse nests are abandoned and new ones are built; 
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 Keep the best solutions/nests; 

 Rank the solutions/nests and find the current best; 

 Pass the current best solutions to the next generation; 

End while 
 

 

6.5.1 Cuckoo Search Implementation 

6.5.1.1 Objective Function 

The objective is to optimise cell throughput, the sum of the capacity of all users 

within the HetNet.  Mathematically, the optimisation problem is formulated as 

Equation (6.3) and is bound by a set of non-linear constraints; 

𝑀𝑎𝑥∑∑𝛼𝑢
𝑖 × 𝐶𝑒𝑓𝑓,𝑢

𝑖

𝑈

𝑢=1

𝐼

𝑖=0

 

 

(6.3) 
 

subject to   

 

∑ ∑ 𝛼𝑢
𝑖 × 𝐶𝑒𝑓𝑓,𝑢

𝑖𝑈
𝑢=1

𝐼
𝑖=1

𝑂𝐹
≤∑𝐶𝐸𝑓𝑓,𝑏ℎ

𝑖

𝐼

𝑖=0

 

 

(6.4) 

 

∑𝐶𝐸𝑓𝑓,𝑏ℎ
𝑖

𝐼

𝑖=1

= 𝐶𝐺𝑊 

 

(6.5) 

𝑈𝑏 ≥ 𝐶𝐸𝑓𝑓,𝑏ℎ
𝑖 ≥

𝐶𝐺𝑊

|𝐼|
× 0.2 for all 𝑖 ∈ 𝐼 

 

(6.6) 
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𝛼𝑢
𝑖 = {0,1} for all 𝑖 ∈ 𝐼, 𝑢 ∈ 𝑈 

 

 

 

(6.7) 

 

∑ 𝛼𝑢
𝑖𝐼

𝑖=0 = 1 for all 𝑢 ∈ 𝑈 

 

(6.8) 

where the notation 𝐶𝑒𝑓𝑓,𝑢
𝑖  represents the effective capacity available to user  𝑢 

connected to network  𝑖  and 𝐶𝑒𝑓𝑓,𝑢
𝑖  is calculated as in Algorithm 5.1. The WiFi 

network is represented by index 𝑖 i.e. network 𝑖 = 1 ≤ 𝑖 ≤ 𝐼 is the i-th WiFi network 

and  𝐼  is total number of WiFi networks. 𝑢 = 1 ≤ 𝑢 ≤ 𝑈  represents the 𝑢-th user 

and  𝑈  is the total number of users in entire HetNet.  𝛼𝑢
𝑖  is a binary indicator that can 

either be 1 or 0, indicating whether a user  𝑢  is connecting to a network  𝑖. 

𝐶𝑏ℎ
𝑖  is the backhaul capacity of network  𝑖  and the constraints in Equation (6.4) 

stipulate that the sum of the capacity available to all users divided by the OF 

(Overbooking Factor) is bound by the total backhaul capacity. The constraint in 

Equation (6.5) ensures that the total backhaul capacity allocated to WiFi Mesh Nodes 

is equal to the capacity of the mesh Gateway, 𝐶𝐺𝑊, i.e. the total backhaul capacity is 

constrained by the maximum GW capacity available and at the same time ensuring 

that all the Gateway capacity is fully utilised to avoid wastage. The constraint in 

Equation (6.6) ensures that the minimum backhaul capacity 𝐶𝐸𝑓𝑓,𝑏ℎ
𝑖  of a mesh node 

is guaranteed and at the same time does not exceed the upper bound capacity 𝑈𝑏. In 

the simulation, the upper bound capacity 𝑈𝑏 is set to 100 Mbps as the bandwidth 

assigned to an AP is rarely larger than this value and at the same time such a value 
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reduces the search time for the CS. The constraint in Equation (6.8) stipulates that 

each user can only be connected to one network at a time.  

6.5.1.2 Penalty Method 

The objective function as described in Section 6.5.1.1 is a nonlinear optimisation 

problem with equality constraints. The Penalty Method [Xin-She Yang, 2010] is used 

to simplify the objective function so that the constrained problem is transformed into 

an unconstrained problem within CS. 

The constraint in Equation (6.5) is rewritten as Equation (6.9) and the maximisation 

problem in Equation (6.3) is transformed into the minimisation problem by rewriting 

the objective function into Equation (6.10); 

∑𝐶𝑏ℎ
𝑖

𝐼

𝑖=1

− 𝐶𝐺𝑊 = 0 

 

(6.9) 
 

𝑀𝑖𝑛 [
1

∑ ∑ 𝐶𝑒𝑓𝑓,𝑢
𝑖𝑈

𝑢=1
𝐼
𝑖=0

+  𝜇 (∑𝐶𝑏ℎ
𝑖

𝐼

𝑖=1

− 𝐶𝐺𝑊)

2

] 

 

(6.10) 
 

where  𝜇 ≫ 1 and in the simulation 10
15

 is used as recommended in [Xin-She Yang, 

2010]. With the penalty function included, when an equality constraint is met, its 

effect or contribution to Equation (6.10) is zero. Otherwise, the penalty is heavy 

when there is a violation and the value of objective function will increase 

significantly. 
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6.5.1.3 Joint Cuckoo Search and DyBaCS Algorithm  

 

The CS is implemented with DyBaCS, is initiated with no users connected to the 

HetNet and users are admitted one by one. On user admission, CS searches for the 

best Mesh APs’ backhaul BA with the objective to maximise network throughput. 

Based on the bandwidth allocation, DyBaCS selects the best wireless network 

connection. After iteration, the CS compares the result with the objective function 

and refines the BA in the subsequent iteration. The iterations continue until either the 

objective is achieved or the maximum number of iterations allowed is reached. The 

best BA is then allocated to the Mesh APs. Flow charts of the joint CS and DyBaCS 

implementation are presented in Figure 6.5 and Figure 6.6. 
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Apply Cuckoo Search Algorithm

Allocate wireless backhaul BW based 
on Cuckoo Search solution

Perform DyBaCS user network 
selection

More Users to join the 
networks?

End

No

Initialise Multi-hop Wireless HetNet 

Start

Admit first user

Yes

A

Admit a new user to the 
Multihop Wireless HetNet

 

Figure 6.5: Flow chart of Bandwidth Allocation using Cuckoo Search and DyBaCS 

Network Selection Algorithm. The sub algorithm labelled with ‘A’ is presented in 

Figure 6.6. 
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Generate new solutions based on old solutions 
with Levy Flight but keep the current best 

solution 

Exiting Condition met?

A fraction of worse solutions are discovered with 
a probability Pa, Replacing those solutions by 

constructing new solutions

Get the best solution amongst newly generated 
solutions

Get the best solution amongst newly generated 
solutions

return to main 
program

No

Yes

Initialise Cuckoo Search Algorithm. Randomly 
generates some solutions (cuckoo nests) and find 

the best solution.

A

 

Figure 6.6: Cuckoo Search implementation to optimise the bandwidth allocation in 

Multi-hop Wireless HetNet.  
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6.6 Simulation Methodology and Assumptions 
 

6.6.1 Topologies 

Two WMN topologies consisting of a 7-cell-tessellation and 19-cell-tessellation are 

considered for the MWH evaluation. These topologies are selected with the purpose 

of demonstrating that the proposed algorithm is able to scale in terms of the number 

of mesh nodes as well as the number of hops. In the 7-cells-tessellation topology, all 

Mesh Nodes (MNs) are one hop away from the Gateway node, while the 19-cell-

tessellation consists of six one-hop nodes and six two-hop nodes (Figure 6.7). 

 

Gateway

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Link
       

Gateway

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node

Mesh Node Mesh Node

Mesh Node

Mesh NodeMesh Node

Mesh NodeMesh Node

Mesh Node Mesh Node

Mesh Node

Mesh Node

 
Figure 6.7: 7-cell-tessellation and 19-cell-tessellation mesh topologies. 

The static mesh nodes are assumed to be equipped with one access radio and 

multiple backhaul radio interfaces. Each backhaul radio interface is paired with its 

neighbouring mesh radio and the total number of backhaul radios per mesh node 
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depends on the total number of neighbours. With multi-hop links being formed 

between mesh nodes, the traffic in WMNs is directed from or towards the GW 

through multi-hop relaying. In the simulation, only the downlink performance of the 

HetNet is evaluated.  

6.6.2 Channel Assignment 

Based on the channel assignment algorithm (Section 4.1.3), the best channel is 

assigned so that non-overlapping channel is used between two adjacent access radios 

as well as mesh links. There are three 20 MHz non-overlapping channels [IEEE Std, 

1999b] in the 2.4 GHz band and twelve 20 MHz non-overlapping channels in the 5 

GHz band [IEEE Std, 1999a]. When 40 MHz channel bonding is assumed in the 5 

GHz band, the total number of non-overlapping channels is halved. 

6.6.3 Mesh Gateway (GW) 

The Mesh GW is assumed to be backhauled to the core network with capacity 𝐶𝐺𝑊 

and that capacity is shared among MNs as well as the Gateway node. It is assumed 

that the Gateway itself or any other intelligent module/algorithm operating in the 

core network has the capability to allocate a portion of the Gateway 

bandwidth 𝐶𝐺𝑊 to all nodes in the mesh network and the proposed algorithm is used 

to determine the amount of capacity to be assigned to the MNs.  
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6.6.4 Simulation Parameters  

The simulation parameters used for the WiFi mesh and LTE are summarised in Table 

6.4.  

Table 6.4: Simulation parameters. 

 WiFi Access WiFi Mesh LTE Unit 

Technology 802.11n 802.11n Release 10 - 

Channel Bandwidth 20 40 20 MHz 

Frequency Band 2.4 5 2.6 GHz 

MIMO 2x2 2x2 2x2 - 

Max EIRP 18, 27  30 36 dBm 

WiFi GW Capacity - 

350 (7 MNs), 

600 & 900 

(19 MNs) 

- Mbps 

LTE backhaul 

capacity 
- - 

Sufficient 

Capacity 

Assumed 

Mbps 

Mesh node 

bandwidth allocation 

weight, ℛ𝑖 

- 15 - - 

Packet size 1000 
Bytes 

 

User Information 

Overbooking Factor, 

OF 
10:1 - 

User density 250 Users/sqkm 

The technology adopted for WiFi access is 802.11n with 20 MHz operating in the 2.4 

GHz band, while 802.11n with 40 MHz channel bandwidth is adopted for mesh 

backhaul operating in the 5 GHz band. 2x2 MIMO is assumed for both access and 



183 

 

backhaul. The LTE uses 2.6GHz and 2x2 MIMO. The rest of the parameters are as 

detailed in Section 5.5.4, where traffic with fixed packet size of 1000 Bytes with 

constant bit rate traffic is assumed. A 10:1 OF is adopted to represent a relatively 

heavy usage scenario for a user density of 250 users per square km. User placement 

follows the stochastic model described in Section 5.5.1 and depicted in Figure 5.3. 

6.6.5 Algorithms under Evaluation 

The proposed MBA algorithm is compared to two other BA algorithms viz. Fair 

Share (FS) and CS. MBA and CS are explained in Section 6.4 and Section 6.5 

respectively, while FS is implemented in such a way that the GW bandwidth is 

allocated fairly to all MNs. In addition to the proposed joint algorithm (PJA - MBA 

cum DyBaCS algorithm), combinations of different types of BA algorithms (MBA, 

FS and CS) and NSSs (DyBaCS, WF and PDR) are also evaluated. WF and PDR are 

explained in Section 5.4.1 and Section 5.4.2. In total, seven combinations are 

evaluated and listed in Table 6.5. 

Table 6.5: Combination of bandwidth allocation and network selection algorithms 

under evaluation. 

 

Type 

Combination of Algorithm Name 

in 

Short 
Bandwidth 

Allocation  
Network Selection  

1 MBA DyBaCS PJA 

2 CS DyBaCS CS 

3 FS DyBaCS - 

4 MBA WF - 

5 FS WF - 

6 MBA PDR - 

7 FS PDR - 
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6.7 Result and Analysis 

For the 7-mesh node-scenario, results show that 350 Mbps is the maximum GW 

bandwidth required; higher GW bandwidths do not yield better cell throughput. 

Hence these values are chosen for further discussion. For the 19-mesh-node scenario, 

a maximum GW bandwidth of 900 Mbps is required. However, in order to 

demonstrate the performance of the proposed algorithm as a function of GW capacity, 

results for GW bandwidths of 600 Mbps and 900 Mbps are also presented for the 19-

mesh-node scenario. 

Two performance metrics viz. cell throughput and user throughput fairness within 

the HetNet are used to evaluate the performance of all algorithms. Cell throughput is 

calculated by summing all user throughputs and user throughput fairness is 

calculated based on Jain fairness index as described in Section 5.6.1.   

6.7.1 7 Mesh Node Network 

Figure 6.8(a) shows the cell throughput for the PJA, CS and a combination of various 

BA and NSS algorithms for the 7-mesh-node network. Generally, when the number 

of user in the MWH increases, cell throughput increases and reaches its peak at 140 

users. Thereafter cell throughput flattens and starts to drop when the number of users 

exceeds 150 due to more users with lower link quality joining the HetNet 

compromising overall network performance. 
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CS has the highest cell throughput with a maximum at 460 Mbps when the number 

of users is 140. CS is closely followed by the PJA with a peak cell throughput of 440 

Mbps, 4% lower than CS. Removing MBA and Pairing FS with DyBaCS degrades 

the cell throughput; however with this combination, the cell throughput is still greater 

than any other combination without DyBaCS, such as MBA+WF, FS+WF, 

MBA+PDR and FS+PDR. Results show that, although a good network selection 

algorithm is vital, without the support of an appropriate BA algorithm the throughput 

performance is not optimal. 

Figure 6.8(b) shows the bandwidth fairness sharing characteristics for different 

algorithms. The PJA yields the best fairness - higher than 0.95 - when the number of 

users does not exceed 160. Beyond 160 users, the fairness drops gradually to slightly 

below 0.65 when the number of users reaches 250.  The PJA is followed by the CS as 

well as the combination of FS and DyBaCS; algorithms with WF are the worst in 

terms of fairness. The fairness of CS is lower than PJA as it has been traded-off for 

higher cell throughput, a typical challenge in multiple objective optimisation 

scenarios where the optimisation of one objective is normally at the expense of other 

objectives. The objective of CS is mainly to optimise cell throughput; hence fairness 

is sacrificed. The throughput performance of PJA is very close to CS, around 3% 

lower than CS on average, whilst provisioning the highest fairness amongst all 

algorithms, thus achieving a good balance between cell throughput and fairness.   
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(a) Cell Throughput. 

 

 

(b) Fairness. 

Figure 6.8: Multi-hop Wireless HetNet (a) Cell Throughput and (b) Fairness for 7-

mesh-node scenario; for a 350 Mbps GW bandwidth. 
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6.7.2 19 Mesh Node Network 

Figure 6.9 shows the results for the 19-mesh-node network with a GW capacity of 

600 Mbps. From Figure 6.9(a), the CS yields the highest cell throughput with the 

peak throughput reaching 660 Mbps when the number of users is 177, while the PJA 

provisioning a peak cell throughput of 584 Mbps at 225 users.  

The fairness characteristics depicted in Figure 6.9(b) show that the PJA is best with a 

fairness higher than 0.96 when the number of users is below 230. As the number of 

users exceeds 230, the PJA derived fairness drops gradually to 0.88 at 250 users. 

Although the fairness of FS+PDR is higher than PJA when the number of users is 

less than 120, the fairness drop drastically when the number of users exceeds 120, 

showing that this algorithm is not as scalable.  
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(a) Fairness. 

Figure 6.9: Multi-hop Wireless HetNet (a) Cell Throughput and (b) Fairness for 19-

mesh-node scenario; for a 600 Mbps GW bandwidth. 

CS provides good fairness of 0.85 only at a low number of users and drops when 

number of users is higher than 100. Again in this scenario, the CS trades-off even 

more fairness for a higher throughput gain as compared to the 7-mesh-node network 

because the throughput is much higher than PJA and other algorithms but the fairness 

is amongst the worst.  

Figure 6.10 presents results for an increase in GW capacity to 900 Mbps for the 19-

mesh-node topology. Figure 6.10(a) shows that the cell throughput of all algorithms 

reaches their peak when the number of users is around 185. As expected the CS 
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average. The result shows that the PJA maintains performance with varying GW 

capacity.  

 

(a) Cell Throughput. 

 

(a) Fairness. 

Figure 6.10: Multi-hop Wireless HetNet (a) Cell Throughput and (b) Fairness for 19-

mesh-node scenario; for a 900 Mbps GW bandwidth. 
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Figure 6.10(b) shows that the PJA and FS+DyBaCS are the best in terms of fairness, 

performing equally well when the number of users is less than 180. However as the 

number of users exceed 180, FS+DyBaCS remains higher than 0.85 and the PJA is 

higher than 0.8; the fairness achievable by CS is much lower than PJA. 

The throughput difference between PJA and CS actually decreases on increasing the 

GW capacity from 600 Mbps to 900 Mbps (Figure 6.9 and Figure 6.10). The CS 

aims to optimise the overall network capacity and fairness is not the objective; 

however PJA aims to provide a balance between throughput and fairness. Thus, with 

limited GW capacity the unfairness becomes more severe as shown by large 

throughput difference; the situation eases with increasing GW capacity to share 

amongst the users. 

In practical deployments, the maximum required GW capacity should be provided as 

it is a wasteful of resources to invest in a high capacity infrastructure with limited 

backhaul capacity to the core network. 

6.8 Conclusions 
 

Multi-hop Wireless HetNet (MWH) is a topic yet to be widely explored and the 

research is the first study of its kind addressing the throughput and fairness 

performance in such network architectures. 

A joint MBA cum DyBaCS NSS - referred to as PJA - is proposed to improve the 

performance of MWHs. The proposed MBA algorithm features three components viz. 
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Predictive Bandwidth Allocation, Dynamic Bandwidth Capping and Multi-hop Links 

Capacity Awareness which in combination offer an improvement to the overall 

MWH throughput performance and fairness. 

For the purposes of a rigorous comparison of the performance of the PJA for two key 

network metrics –throughput and fairness – the well reported and analysed Cuckoo 

Search (CS) and Fair Share (FS) bandwidth allocation algorithms are selected and 

implemented. The performance of the PJA is then compared to results obtained using 

combinations of different types of BA algorithms (CS and FS) and NSSs (DyBaCS, 

WF and PDR). A summary of all performance results is presented in Table 6.6. 

The results show that the PJA is resilient in improving cell throughput whilst 

maintaining high levels the fairness. As expected the cell throughput achievable 

using PJA is lower than the CS algorithm owing to the latter’s more complicated 

structure which translates into a longer time to execute, requiring many tens of 

thousands iterations to obtain the optimal result. Consequently, PJA is more suitable 

for dynamic wireless environments subject to challenging, real time changes. 

Furthermore, the CS algorithm used in the comparisons is tuned solely to optimise 

the cell throughput through trading off fairness; even under such a condition the 

achievable PJA cell throughput is close to CS especially when the GW is able to 

provision the maximum required capacity by the mesh network. The throughput 

difference of PJA and CS in such scenarios is less than 10% and 4% for the 19-node 

and 7-node-networks respectively. 
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Table 6.6: Performance summary of algorithms under study. 

Algorithm Throughput Fairness Scalability 

PJA (MBA+DyBaCS) High High High 

CS High Medium Medium 

FS+DyBaCS Medium High Medium 

MBA + PDR Medium Medium Medium 

FS + PDR Medium Medium Medium 

MBA + WF Poor Poor Poor 

FS + WF Poor Poor Poor 

The evaluation of the performance of PJA under two representative MWH scenarios 

also proves that the algorithm is scalable in terms of both network size and varying 

GW capacity. Scalability is vital in scenarios with growing capacity demand, 

allowing progressive, staged deployments by operators.  
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Chapter 7  

Conclusions and Future Work 

7.1 Conclusions 

The dissertation starts by discussing the challenges facing by existing mobile 

networks in meeting ever-growing capacity demands, followed by an overview of the 

technology advancements that support that demand. The review shows that Wireless 

Heterogeneous Networks (HetNets) are capable of providing a step enhancement in 

network capacity in a cost-effective manner and are one of the most promising 

approaches to meeting the growth demands.  

Background research to date on HetNet shows that existing HetNet architectures can 

be categorised into three types; Single Carrier Usage (SCU), Distinct Carrier Usage 

(DCU) and Hybrid Carrier Usage (HCU); DCU is the most promising solution to 

enhancing HetNet cell capacity. From existing standards and the activities of 

industrial bodies supporting Cellular-WiFi integration, it is found that a major focus 

centres on issues inherent with interworking such as security, mobility support, QoS 

and network selection for offloading and little attention is being devoted to 

addressing the challenges of small cell backhauling. 

The research therefore discusses and evaluates the performance of two types of 

HetNets, namely Hotspot Wireless HetNet (HWH) and Multi-hop Wireless HetNet 
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(MWH). In particular two algorithms which aim to optimise throughput and fairness 

considering the issues and challenges owing to small cells backhauling are proposed 

and evaluated. 

HWH and MWH are studied in detail using Matlab simulation. Spatial models of 

LTE and WiFi networks are developed separately and combined to form a HetNet 

platform. Using the integrated model, a novel Network Selection Scheme (NSS) 

referred to as DyBaCS is developed taking the backhaul capacity of small cells into 

consideration during network selection. DyBaCS is also used to manage the non-

uniform backhaul capacity distribution in HWHs, especially when a mixture of 

different wireless and wired technologies are adopted for backhaul. DyBaCS is 

designed to ensure a consistently fair network bandwidth distribution whilst 

maintaining network throughput. The performance of DyBaCS and two other 

network selection schemes (NSSs) is evaluated and compared with different types of 

commonly used end users’ NSSs such as WiFi First and Physical Data Rate (PDR). 

Results show that the DyBaCS scheme provides superior fairness and user 

throughput performance across the range of backhaul capacities considered. 

Furthermore DyBaCS is able to scale better than WF and PDR across different user 

and WiFi densities. The performance of DyBaCS depends on the WiFi-LTE node 

ratio or the ratio of the number of WiFi nodes to the number of users. DyBaCS is 

particular impactful when the ratio of WiFi nodes to the number of user is low, as the 

algorithm is able to better manage HetNet throughput and fairness compared to other 

NSS.  
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The study is then extended to a more complex MWH architecture where an algorithm 

with joint Multi-hop Bandwidth Allocation (MBA) cum DyBaCS NSS - referred to 

as Proposed Joint Algorithm (PJA) - is developed for performance improvement. The 

proposed MBA algorithm features three components viz. Predictive Bandwidth 

Allocation, Dynamic Bandwidth Capping and Multi-hop Links Capacity Awareness 

in combination, offering an improvement to the overall MWH throughput 

performance and fairness. For the purposes of a performance comparison, the 

Cuckoo Search (CS) and Fair Share (FS) bandwidth allocation schemes are 

implemented. The simulation performance of the PJA is compared to results obtained 

using combinations of different types of bandwidth allocation schemes (CS and FS) 

and NSS schemes (DyBaCS, WF and PDR). Results show that the PJA is resilient in 

improving cell throughput whilst maintaining high levels the fairness.  

Although cell throughput achievable using PJA is lower than CS, the throughput 

difference between the PJA and CS is less than 10% for various scenarios. CS which 

is a more complicated algorithm that consumes a much longer execution time to 

reach an optimal result, while the computationally simple and fast response PJA is 

more suitable for dynamic wireless environments subject to challenging, real time 

variations in operational conditions. Furthermore, the CS algorithm trades off 

fairness in order to optimise cell throughput. The evaluation of the performance of 

PJA under two representative MWH scenarios as a function of the number of small 

cells and GW capacity prove that the scheme is scalable in terms of both network 

size and varying GW capacity. It is worth noting that with algorithms which 

predominantly optimise network throughput such as CS, low GW capacity increases 
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the unfairness. It is important to provide the maximum GW capacity supported by 

the mesh network. 

In summary, the research proposes two algorithms which aim to optimise throughput 

and fairness of an entire HetNet considering issues and challenges owing to small 

cells backhauling.  

The implementation of the proposed algorithms requires signalling and 

communications amongst users, WiFi APs and LTE BS. In practice, signalling is 

especially crucial as it informs the system about the users and their activity. 

Communication between BS, APs and users result in optimum decisions on the 

admission of a user and network selection.  

The proposed algorithms allow network operators to enjoy a higher level of freedom 

on the selection of their backhaul strategies. The algorithm is able to optimise overall 

HetNet throughput and fairness irrespective of the type of backhaul, wired or 

wireless with single hop or multi-hop capability. 

7.2 Future Work 

The following areas should be explored further to improve the accuracy and 

practicality of the proposed algorithms: 

 Currently, the LTE scheduler is assumed to allocate the resource in a fair 

share manner. Using the fair share scheduling method, the existence of users 
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with low data rate greatly slows down the entire network.  In future research, 

consideration of more realistic proportional fairness capacity sharing schemes 

is desirable with the potential to provide further improvement of HetNet 

performance.  

 Evaluation of algorithm performance under different traffic types also needs 

to be addressed. Currently, the study focuses on data access for Internet 

browsing and consequently the traffic is not delay sensitive. In the future, 

QoS should be considered during both network selection and bandwidth 

allocation. Practically, network selection or handover of a user device to 

another network must consider traffic type owing to the application. 

Currently users switch to the best BS/AP to optimise network throughput and 

fairness assuming that all users are on non-delay-sensitive applications. 

Modelling of delay sensitive traffic such as video and voice should be 

included. 

 The application of the proposed algorithms in a multi-homing capable HetNet 

is also an area of worthwhile research. Multihoming enables a device to 

simultaneously connect to both the BS and AP. Hence, enabling multi-

homing releases higher flexibility in terms of resource allocation as well as 

potential improvement on user fairness.  
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Appendix A 

A.1     IEEE 802.11n MAC Model 

A.1.1     Normal MAC Service Data Unit (MSDU) 

In IEEE802.11n [IEEE Std, 2009] the MAC layer (layer 2) data from upper layers 

(layer 3 and above) will be treated as a MAC Service Data Unit (MSDU). While data 

is received in MAC layer, the MAC header and Frame Check Sequence (FCS) are 

added to form a MAC Protocol Data Unit (MPDU) before sending it to the Physical 

layer (Figure A.1).  

 
 

Figure A.1: IEEE802.11n Mac Frame. 

The length of MPDU, 𝐿𝑀𝑃𝐷𝑈, can be calculated by adding the length of all elements 

as follows: 

𝐿𝑀𝑃𝐷𝑈 = 𝐿𝑚𝑎𝑐_ℎ𝑑𝑟 + 𝐿𝑀𝑆𝐷𝑈 + 𝐿𝐹𝐶𝑆 (A.1) 

MAC Header (36 bytes) MSDU FCS (4 bytes)
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where 𝐿𝑚𝑎𝑐_ℎ𝑑𝑟 is the length of MAC header, 𝐿𝑀𝑆𝐷𝑈 is the length of MSDU and 𝐿𝐹𝐶𝑆 

is the length of FCS. The unit of all the elements are in bytes. 

A.1.2    Aggregated MAC Service Data Unit (A-MSDU) 

In IEEE802.11n, frame aggregation is introduced to enhance the MAC layer for 

higher throughput operation. Frame aggregation reduces overheads and enhances the 

efficiency and channel utilisation. There are two-level aggregation schemes [Xiao, 

2005]; Aggregate MAC Service Date Unit (A-MSDU) and MAC Protocol Data Unit 

(A-MPDU).  

 
Figure A.2: MSDU aggregation in IEEE 802.11n. 

In the simulation, only the A-MSDU mode is assumed (Figure A.2).With A-MSDU, 

multiple MSDU subframes are aggregated into a larger frame referred to as the A-

MSDU frame. The size of a single MSDU, including its own subframe header and 

padding is a multiple of 4 bytes. The maximum length of an A-MSDU frame can be 

set to 3839 bytes or 7935 bytes but in the simulation, 7935 bytes is assumed. A MAC 

header and FCS is added to the A-MSDU frame as in a normal MSDU (Section 

MSDU PaddingDA

A-MSDU 
Subframe

…….
A-MSDU 

Subframe
FCS

MAC 
Header

SA Length

Octets: 6 6 2 0-2304 0-3

Subframe Header

A-MSDU

MPDU
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A.1.1) to form a MPDU and the length of a MPDU with A-MSDU mode, 𝐿𝑀𝑃𝐷𝑈
′ , can 

be derived as; 

𝐿𝑀𝑃𝐷𝑈
′ = 𝐿𝑚𝑎𝑐_ℎ𝑑𝑟 + 𝑁𝑀𝑆𝐷𝑈 × 𝐿𝑀𝑆𝐷𝑈 + 𝐿𝐹𝐶𝑆   (A.2) 

Assuming that length of total number of MSDU subframes, 𝑁𝑀𝑆𝐷𝑈 × 𝐿𝑀𝑆𝐷𝑈 , is 

represented by 𝐿𝐴−𝑀𝑆𝐷𝑈, Equation (A.2) can be rewritten as; 

𝐿𝑀𝑃𝐷𝑈
′ = 𝐿𝑚𝑎𝑐_ℎ𝑑𝑟 + 𝐿𝐴−𝑀𝑆𝐷𝑈 + 𝐿𝐹𝐶𝑆   (A.3) 

 

A.1.3    PPDU Transmit Time 

The 802.11n High Throughput (HT) PPDU format shown in Figure A.3 is assumed 

[IEEE Std, 2009] for the Physical Layer. Also known as the HT-Greenfield mode 

only 802.11n station are assumed is in the whole network and no 802.11a/b/g stations 

are going to use the same channel. 
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Figure A.3: High Throughput (HT) PPDU format. 

The total PPDU transmission can be divided into two parts; the data transmission 

time and the headers transmission time. The detailed calculation of PPDU Data 

transmission time and the total PDDU transmission time including all headers is 

presented in the following sections.  

A.1.3.1    PPDU Data Transmit Time 

To form the Data field of a PPDU, the MPDU from layer 2 is added with a Service 

header, Tail bits and Pad bits to form the data field as shown in Figure A.3. The total 

length of data portion (in bytes) is calculated as; 

𝐿𝐷𝑎𝑡𝑎 = 𝐿𝑆𝐸𝑅𝑉𝐼𝐶𝐸 + 𝐿𝑃𝑆𝐷𝑈 + 𝐿𝑇𝑎𝑖𝑙 + 𝐿𝑃𝑎𝑑   (A.4) 
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where 𝐿𝐷𝑎𝑡𝑎  is the length of data packet in the PPDU, 𝐿𝑆𝐸𝑅𝑉𝐼𝐶𝐸  is the length of 

SERVICE header, 𝐿𝑃𝑆𝐷𝑈 is the length of scrambled PSDU, 𝐿𝑇𝑎𝑖𝑙 is the length of tail 

bits and 𝐿𝑃𝑎𝑑 is the length of padding bits. 

The time required to transmit 𝐿𝐷𝑎𝑡𝑎 is calculated as 𝑇𝐷𝑎𝑡𝑎  as follows; 

𝑇𝐷𝑎𝑡𝑎 = 𝑇𝑆𝑌𝑀 × ⌈
8×𝐿𝐷𝑎𝑡𝑎

𝑁𝐷𝐵𝑃𝑆
⌉   (A.5) 

where 𝑁𝐷𝐵𝑃𝑆  is number of data bit per symbol and 𝑇𝑆𝑌𝑀  is the symbol duration. 

 𝑁𝐷𝐵𝑃𝑆  of all Modulation and Coding Schemes (MCSs) is tabulated in Table A.1. In 

Equation (A.5), dividing the length of data 𝐿𝐷𝑎𝑡𝑎 (in bits) by 𝑁𝐷𝐵𝑃𝑆 gives the number 

of OFDM symbols required to carry the data and the equation can be rewritten as; 

𝑇𝐷𝑎𝑡𝑎 = 𝑇𝑆𝑌𝑀 × 𝑁𝑆𝑌𝑀 
(A.6) 
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Table A.1:  MCS Parameters for 20MHz, NSS=1, NES=1. 

MCS 

Index 
Modulation R 𝐍𝐁𝐏𝐒𝐂𝐒(𝐢𝐬𝐬) 𝐍𝐒𝐃 𝐍𝐒𝐏 𝐍𝐂𝐁𝐏𝐒 𝐍𝐃𝐁𝐏𝐒 

Data Rate 

(Mbps) 

800 ns 

GI 

400 ns 

GI 

0 BPSK 1/2 1 52 4 52 26 6.5 7.2 

1 QPSK 1/2 2 52 4 104 52 13.0 14.4 

2 QPSK 3/4 2 52 4 104 78 19.5 21.7 

3 16-QAM 1/2 4 52 4 208 104 26.0 28.9 

4 16-QAM 3/4 4 52 4 208 156 39.0 43.3 

5 64-QAM 2/3 6 52 4 312 208 52.0 57.8 

6 64-QAM 3/4 6 52 4 312 234 58.5 65.0 

7 64-QAM 5/6 6 52 4 312 260 65.0 72.2 
 

 

A.1.3.2       Total PPDU Transmission Time 

A single PPDU transmission time including headers and data can be calculated as 

follows; 

𝑇𝑃𝑃𝐷𝑈 = 𝑇𝐺𝐹_𝐻𝑇_𝑃𝑅𝐸𝐴𝑀𝐵𝐿𝐸 + 𝑇𝐻𝑇_𝑆𝐼𝐺 + 𝑇𝐷𝑎𝑡𝑎 + (𝑁𝐿𝑇𝐹 − 1)𝑇𝐻𝑇_𝐿𝑇𝐹𝑠 (A.7) 

where,  𝑇𝐺𝐹_𝐻𝑇_𝑃𝑅𝐸𝐴𝑀𝐵𝐿𝐸   is the duration of the preamble in the HT-greenfield format, 

given by: 

𝑇𝐺𝐹_𝐻𝑇_𝑃𝑅𝐸𝐴𝑀𝐵𝐿𝐸  = 𝑇𝐻𝑇_𝐺𝐹_𝑆𝑇𝐹 + 𝑇𝐻𝑇_𝐿𝑇𝐹1 + (𝑁𝐻𝑇𝐿𝑇𝐹 − 1)𝑇𝐻𝑇_𝐿𝑇𝐹𝑠    (A.8) 
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while 𝑁𝐻𝑇𝐿𝑇𝐹 is defined as: 

𝑁𝐻𝑇𝐿𝑇𝐹 = 𝑁𝐻𝑇𝐷𝐿𝐹𝑇 + 𝑁𝐻𝑇𝐸𝐿𝐹𝑇 (A.9) 

A description of every element are presented in Table A.2 and the parameter values 

including  𝑇𝑆𝑌𝑀, 𝑇𝐻𝑇_𝐺𝐹_𝑆𝑇𝐹,  𝑇𝐻𝑇_𝑆𝐼𝐺,  𝑇𝐻𝑇_𝐿𝑇𝐹𝑠 and  𝑇𝐻𝑇_𝐿𝑇𝐹1  are tabulated in Table 

A.3. 

Table A.2:  PPDU Element descriptions. 

Element Description 

HT-GF-STF HT-Greenfield Short Training field 

HT-LTF1 First HT Long Training field (Data) 

HT-SIG HT SIGNAL field 

HT-LTFs Additional HT Long Training fields (Data and 

Extension) 

Data The Data field includes the PSDU 

SIFS Short Interframe Space  
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Table A.3: PPDU element transmit times. 

PLCP 

Elements 
Duration Unit 

𝑇HT_GF_STF 8 µs 

𝑇𝑆𝑌𝑀 3.6 µs 

𝑇𝐻𝑇_𝑆𝐼𝐺 8 µs 

𝑇𝐻𝑇_𝐿𝑇𝐹1 8 µs 

𝑇𝐻𝑇_𝐷𝐿𝑇𝐹 4 µs 

𝑇𝐻𝑇_𝐸𝐿𝑇𝐹𝑠 4 µs 

aSIFSTime 10 (2.4GHz) / 16 (5GHz) µs 

aSlotTime 9 µs 

 

A.1.4      Block Acknowledgement (BAck) Transmission Time 

Figure A.4 shows the frame structure of a Block Acknowledgement. The length of 

the block acknowledgment MAC frame can be calculated by adding the length of 

fixed fields such as Frame Control, Duration/ID, Recipient STA’s Address (RA), 

Transmitting STA’s Address (TA), BAck Control and FCS. BAck Information is a 

variable depending on the type of BAck used as well as the number of MSDU frames.  
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Figure A.4: Block Acknowledgement frame. 

In the study, compressed BAck (Figure A.4) is chosen as it is the most efficient 

among all BAck types introduced in 11n. In the BAck information field, the BAck 

Bitmap sub-field is 8 octets in length and is used to indicate the received status of up 

to 64 MSDUs and A-MSDUs. Each bit set to 1 in the compressed BAck bitmap 

acknowledges the successful reception of a single MSDU or AMSDU in the order of 

sequence number [IEEE Std, 2009]. The length of the compressed BAck 𝐿𝐵𝐴  frame 

is 32 octets as shown in Figure A.4 and the total length of PPDU frame of BAck (in 

bytes) can be calculated as; 

𝐿𝑃𝑃𝐷𝑈_𝐵𝐴 = 𝐿𝑆𝐸𝑅𝑉𝐼𝐶𝐸 + 𝐿𝐵𝐴 + 𝐿𝑇𝑎𝑖𝑙 + 𝐿𝑃𝑎𝑑 
(A.10) 

 

𝑁𝐵𝐴_𝑆𝑌𝑀 = ⌈
8 × 𝐿𝑃𝑃𝐷𝑈_𝐵𝐴
𝑁𝐷𝐵𝑃𝑆

⌉ 
(A.11) 

 

𝑇𝑀𝐴𝐶_𝐵𝐴 = 𝑇𝑆𝑌𝑀 ×𝑁𝐵𝐴_𝑆𝑌𝑀 
(A.12) 

 

 

BlockAck Control field BlockAck Information field (Compressed BlockAck) 

 

BlockAck 

Frame 
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Figure A.5: Non-HT PPDU format. 

Total transmission time of BAck frame is; 

𝑇𝐵𝐴 = 𝑇𝐿_𝑆𝑇𝐹 + 𝑇𝐿_𝐿𝑇𝐹 + 𝑇𝐿_𝑆𝐼𝐺 + 𝑇𝑀𝐴𝐶_𝐵𝐴 
(A.13) 

 

A.1.5   Total Transmitting time and Throughput Efficiency 

 

 

Figure A.6: Timing diagram for A-MSDU and implicit Block Acknowledgement.  

To calculate the total time required for a complete transmission of a PPDU frame 

with A-MSDU, CSMA/CA without RTS/CTS is considered assuming no hidden 

nodes at the surrounding area. The total transmission cycle is shown in Figure A.6 

and the time needed for the entire transmission cycle can be written as; 

Back off

Data Data Data

BAck

SI
FS

D
IF

S
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𝑇𝑇𝑋 = 𝑇𝐵𝑂 + 𝑇𝐷𝐼𝐹𝑆 + 𝑇𝑃𝑃𝐷𝑈 + 𝑇𝑆𝐼𝐹𝑆 + 𝑇𝐵𝐴 (A.14) 

where 𝑇𝑇𝑋 is total cycle time, 𝑇𝐵𝑂 is the back off time during the contention period 

and 𝑇𝑆𝐼𝐹𝑆 is the Short Inter-frame Space.  

Usually the backoff time is first selected randomly by a station (STA) following a 

uniform distribution from 0 to 𝐶𝑊min giving an expected value of 𝐶𝑊min/2. In the 

simulation,  𝑇𝐵𝑂 is assumed to be equal to 
 𝐶𝑊min

2
× 𝑇𝑆𝐿𝑂𝑇  where 𝑇𝑆𝐿𝑂𝑇  is the slot 

time as defined in Table A.3. 

The theoretical throughput of the 11n MAC layer or IP layer can be calculated by 

dividing the total data transmitted from the respective layer within entire 

transmission circle 𝑇𝑇𝑋. MAC layer throughput  𝐶𝑀𝐴𝐶  is derived in Equation (A.15) 

and IP layer throughput can be calculated by deducting the length of IP header 

 𝐿𝐼𝑃_ℎ𝑑𝑟 as in Equation (A.16); 

𝐶𝑀𝐴𝐶 =
𝑁𝑀𝑆𝐷𝑈 × 𝐿𝑀𝑆𝐷𝑈 × 8

𝑇𝑇𝑋
 (A.15) 

𝐶𝐼𝑃 =
𝑁𝑀𝑆𝐷𝑈 × (𝐿𝑀𝑆𝐷𝑈 − 𝐿𝐼𝑃_ℎ𝑑𝑟) × 8

𝑇𝑇𝑋
 (A.16) 

The efficiency of MAC layer (𝜑𝑀𝐴𝐶) and IP layer (𝜑) with respect to the physical 

data rate can be determined by can be dividing  𝐶𝑀𝐴𝐶  and  𝐶𝐼𝑃  respectively by 

physical data rate of the link as shown in Equation (A.17) and Equation (A.18). To 
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calculate the efficiency of each Modulation and Coding Scheme (MCS), link data 

rate, DR, of respective MCS can be chosen.  

𝜑𝑀𝐴𝐶 =
𝐶𝑀𝐴𝐶
𝐷𝑅

 (A.17) 

𝜑 =
𝐶𝐼𝑃
𝐷𝑅

 
(A.18) 
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Appendix B 

Besides the results in Chapter 5, other evaluation results especially on the scalability 

of DyBaCS are included in this section. 

B.1     WiFi-LTE Overlap Ratio within a HetNet Cell. 

Since the coverage overlap between WiFi and LTE is likely to vary in practice, it is 

therefore important to investigate how NSSs perform as a function of different 

overlap conditions. Here the coverage area is defined as a percentage e.g. 25% means 

25% of LTE coverage is also covered by WiFi and 100% means all LTE coverage is 

overlapped by WiFi. The simulation is carried out by switching on APs deployed 

within the LTE cell one by one until the entire LTE cell overlaps with WiFi coverage. 

The activation sequence for APs is based on the number of users that fall within an 

individual AP coverage. An AP which covers most users is switched on first, 

followed by APs with lesser users in descending order.  

Figure B.1(a) shows that in general, the average user throughput increases linearly 

for all NSSs as backhaul capacity increases and begins to plateau at 15 Mbps. The 

maximum average user throughput for PDR, DyBaCS and WF are 7.87 Mbps, 7.60 

Mbps and 5.32 Mbps respectively at 100% WiFi-LTE coverage overlap and 20 Mbps 

backhaul capacity. PDR, which provides the highest average throughput, has a 

marginal performance edge compared to DyBaCS. The difference in performance 
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diminishes when WiFi-LTE coverage overlap increases. WF provides the worst 

average user throughput in most cases, except when the WiFi-LTE coverage overlap 

is 25%, but the throughput difference is negligible compared to the two other NSSs. 

An interesting point to note is for WF at 1 Mbps backhaul capacity, increases in 

WiFi coverage result in a drop in the average user throughput owing to the fact that 

WF connects all users to WiFi networks regardless of its backhaul capacity. 

Consequently, with WiFi backhaul capacity as low as 1 Mbps, WF causes users to 

suffer from low average throughput, becoming more severe as WiFi coverage 

increases. 

Figure B.1(b) shows that DyBaCS provides the highest fairness for the entire range 

of WiFi-LTE overlap ratios and backhaul capacities. In the case of WF, higher 

fairness can be achieved at higher WiFi backhaul capacity because an appropriate 

level of capacity is shared amongst users. It is also found that fairness of PDR is 

close to that of DyBaCS when backhaul capacity is low but the difference becomes 

more significant as backhaul capacity increases because the PDR capacity 

distribution is less fair. At 25 Mbps backhaul capacity and 100% WiFi-LTE coverage 

overlap, both WF and PDR achieve 0.7 and 0.73 in terms of fairness respectively, 

significantly lower than the 0.9 fairness provided by DyBaCS. 
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(a) Average user throughput. 

 
(b) Fairness. 

Figure B.1: NSSs performance as a function of backhaul capacity and WiFi-LTE 

overlap percentage (Maximum 4 WiFi APs, uniform WiFi backhaul capacity).  
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B.2     WiFi Node Density per HetNet Cell 

In this section, DyBaCS performance as a function of WiFi node density per LTE 

cell viz. WiFi-LTE node ratio and WiFi backhaul capacity is evaluated. The WiFi-

LTE node ratio is scaled from 4, 7 to 13 and the EIRP of WiFi APs is set to 27 dBm, 

24 dBm and 18 dBm respectively. In all scenarios, user density is kept at 100 and the 

coverage overlap between WiFi and LTE networks is maintained at 100%.  

Figure B.2(a) shows that for all NSSs under investigation, the average user 

throughput generally improves as the number of WiFi APs increases from 4, 7 to 13 

nodes. PDR achieves the highest average user throughput for the entire range of 

WiFi node densities and backhaul capacities, followed closely by DyBaCS. WF 

yields the worst average user throughput.  

In terms of fairness as shown in Figure B.2(b), DyBaCS clearly outperforms the 

others over the entire range of WiFi-LTE node ratios and WiFi backhaul capacity, 

followed by PDR and WF. It is worth noting that the fairness of DyBaCS at 1 Mbps 

WiFi backhaul capacity is not affected by the WiFi-LTE node ratio, due to the fact 

that no user is assigned to the WiFi network as backhaul capacity is too low; 

assigning any user under this scenario to a WiFi network results in lower user 

throughput than connecting all of them to LTE network.  
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(a) Average user throughput. 

 

(b) Fairness. 
  

Figure B.2: NSS performances as a function of WiFi-LTE Node Ratio and Backhaul 

Capacity (100 user density, 100% WiFi-LTE coverage ratio). 
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B.3     User Density  

There is a high probability that the number of users in a network will vary 

significantly from peak to off peak hours, especially in urban areas [Afanasyev et al., 

2010]. Furthermore, the number of users may also increase, but more gradually, in 

residential areas due to the growth in population. To evaluate how the NSSs under 

study cope with the variation of user density, an evaluation is carried out by varying 

the number of users within the HetNet cell. A scenario with 7 WiFi APs, a medium 

WiFi density is chosen and WiFi-LTE coverage overlap is set to 100%. The number 

of users is then increased from 100 to 250, in 50 user increments (Figure 5.3).  

Results in Figure B.3 shows that PDR provides an advantage on average user 

throughput over DyBaCS when WiFi backhaul capacity values are low viz. 1 Mbps 

to 5 Mbps regardless of user density. However, when the WiFi backhaul capacity is 

increased, the difference in average user throughput between PDR and DyBaCS 

becomes negligible (similar trends also observed in Figure B.2(a)). At the highest 

user density – 250 users per square kilometer –  the average user throughput of 

DyBaCS is greater than PDR when the WiFi backhaul capacity exceeds 10 Mbps. 

WF remains the worst in providing capacity to users. DyBaCS remains the best in 

terms of fairness for the entire range of user density and backhaul capacity.  
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(a) Average User Throughput. 

 

 

(b) Fairness. 
 

Figure B.3: NSS performance as a function of number of users and backhaul capacity 

(7 WiFi APs, 100% WiFi-LTE coverage ratio).  
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Figure B.3 implies that with an increasing number of users, PDR is actually losing its 

advantage in relation to average user throughput and fairness to DyBaCS and WF 

respectively. 

 

B.4     DyBaCS User Network Selection Characteristic 

Figure B.4  shows the percentage of users connected to a WiFi network as a function 

of WiFi-LTE coverage percentage and backhaul capacity for the scenario of 7 WiFi 

APs and 100 users. For WF and PDR, the network selection criterion is based solely 

on WiFi coverage and physical data rate respectively; a change of WiFi backhaul 

capacity has no effect on the number of WiFi users. Figure B.4 shows that the 

percentage of admitted WiFi users for both NSSs is proportional to the total WiFi 

coverage size and inherently WF admitted a much larger number of WiFi users 

compared to PDR. 

DyBaCS is a more intelligent algorithm that dynamically responds to changes in both 

WiFi coverage size and WiFi backhaul capacity. As shown in Figure B.4, when the 

WiFi backhaul capacity is limited (1 Mbps), no user is connected to a WiFi network. 

However, as backhaul capacity increases, the number of WiFi users increases 

gradually but saturates at 15 Mbps. Furthermore as the WiFi-LTE coverage ratio 

increases from 14% to 57%, the number of WiFi users also increases 

correspondingly, reaching a peak at 57% of WiFi-LTE coverage overlap. Further 

increments in WiFi coverage beyond 57% actually decrease the number of WiFi 
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users. The reason for this behaviour is that with more WiFi coverage, APs will 

service some users previously covered only by the LTE but at the same time APs will 

offload some WiFi users to the LTE BS for higher average user throughput and 

fairness. In this case, the number of dropped WiFi users is higher than the number of 

WiFi users services; hence overall number of WiFi users decreases.  

 

Figure B.4: Number of WiFi users as a function of WiFi-LTE coverage ratio and 

backhaul capacity (7 Nodes; total users = 100).  

 


