
DEPARTMENT OF PHYSICS

Generation and transport of
high-current relativistic electron

beams in high intensity
laser-solid interactions

by

Mireille COURY

A thesis submitted in fulfillment of the requirements for the

degree of Doctor of Philosophy in Physics

2013



Copyright Declaration

This thesis is the result of the author’s original research. It has been composed
by the author and has nor been previously submitted for examination which has
led the award of a degree.

The copyright of the thesis belongs to the author under the terms of the United
Kingdom Copyright Act as qualified by University of Strathclyde Regulation 3.50.
Due acknowledgement must always be made of the use of any material contained
in, or derived from, this thesis.

Signed:

Date: 30.May.2013



Abstract

In this thesis, the generation and transport of ultra-high intensity laser-driven rel-
ativistic electron beams in overdense plasma is investigated experimentally and
numerically. The fast electron beam is experimentally diagnosed by means of a
2D Cu Kα imager and the TNSA-generated proton beam. Analytical models to-
gether with a 3D hybrid-PIC code are employed to simulate the beam properties
in solids. The effects of the self-generated fields on the fast electron beam trans-
port, the effect of the preplasma density scale length on the laser energy coupling
to fast electrons and the influence of the laser spot size on the fast electron beam
generation and transport, and on the subsequent proton beam, are reported.

Fast electron injection and transport in metal foils irradiated at laser intensity
up to 4 × 1020 W/cm2, is investigated . The beam transport is simulated over
a wide range of beam source conditions and with or without inclusion of self-
generated magnetic fields. The resulting hot electron beam properties are used in
rear-surface plasma expansion calculations to compare with measurements of the
beam of accelerated protons. An injection half-angle of ∼ 50◦ − 70◦ is inferred,
which is larger than that derived from previous experiments under similar condi-
tions.

The influence of laser spot size on laser energy coupling to electrons, and sub-
sequently to the TNSA-generated protons, in foil targets is reported. Proton
acceleration is characterized for laser intensities ranging from 2× 1018 - 6× 1020

W/cm2, by variation of the laser energy for a fixed spot size, and by variation
of the spot size for a fixed energy. At a given laser pulse intensity, the maximum
proton energy is higher under defocus illumination compared to tight focus. The
results are explained in terms of higher laser pulse energy and geometrical changes
to the hot electron injection.

The laser-to-electron energy conversion efficiency is investigated in metal foils
over a wide range of preplasma density scale lengths. A hybrid-PIC code is em-
ployed to model the fast electron beam transport in the solid, for a given hot
electron source. The resulting fast electron density is used to infer the maximum
proton energy for comparison with experimental results. It is shown, in agreement
with previous published work, that some preplasma density scale length leads to
an enhancement of the energy coupling efficiency of laser light to fast electrons.
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Chapter 1

Introduction

With the advent of the chirped pulse amplification (CPA) technique [3] in the

1980s, state of the art laser systems can now deliver peak intensities on target of

the order of 1021-1022 W.cm−2. These ultra-high intensities have enabled the in-

vestigation of numerous nonlinear and relativistic phenomena and have provided

great stimulation for the development of approaches in controlled nuclear fusion.

One of these applications concerns the fast ignition (FI) scheme, as proposed by

Tabak et al. in 1994 [4]. In this scheme, a solid D-T target is compressed to a

density of ∼400 g/cm3 with a high-energy, nanosecond laser pulse in direct- or

indirect-drive mode. Following this, an ultra-high intensity (UHI) laser acts as the

initiator for the fusion burn. For the ignition a typical laser pulse of ∼100-200

kJ in 10-20 ps is required. The pulse bores through the expanding lower density

plasma surrounding the target and, at the relativistic critical density surface, a

large fraction of its energy is converted into electrons with an average energy of

∼1 MeV [5]. In the FI concept, this electron beam is pictured as traversing a

density gradient of approximately four orders of magnitude in a well defined nar-

row column, depositing its energy in the compressed core and heating it so fast

that the process is isochoric, i.e. without a change of density [4–6]. Thus, the FI

scheme relies on the production and transport of well defined electron beams and

involves complex plasma physics such as self-focusing, hole-boring and relativistic

effects.
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Fast electron generation during laser-overdense plasma interactions are theoreti-

cally and experimentally widely investigated. However, the generation, transport

and control of well defined electron beams, subject to many interrelated plasma

phenomena, is far from fully understood. The author’s research project concerns

the investigation and control of the production and transport of fast electrons

beams in dense matter. More specifically, (1) the effect of the self-generated mag-

netic field on the fast electron beam injection and transport divergence angles in

metal targets, (2) the effect of the preplasma density scale length on the laser-

to-electron energy conversion efficiency in metal targets, and (3) the influence of

the laser irradiated spot size on both fast electrons and proton acceleration.

1.1 Motivation

Transport of energy and heating by relativistic electrons is an important aspect

of high energy density physics. The properties of dense matter, the production of

secondary radiation sources [7], the generation of high intensity ion beams [8–10],

and fast ignition of fusion targets, using fast electrons to ignite a precompressed

D-T target, are included in this field.

Inertial confinement fusion (ICF)

ICF is one of two approaches to controlled fusion intended to ensure a future of

clean, safe and abundant energy generation in order to meet long-term demand

for electricity. Fusion reactions bring two atoms very close together such that

they fuse, releasing great amounts of energy. The fuel pellet contains 100s of

micrograms of deuterium and tritium. These two hydrogen isotopes fuse together

to form a He-4 nucleus and emit a high energy neutron

D + T → 4He(3.5MeV ) + n(14.1MeV )

2
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Two research routes are investigated to fusion energy :

• Magnetic Confinement Fusion, usually based around ’tokamak’ type facil-

ities, producing a low density plasma (∼1014 cm−3) over a relatively long

period of time (100s of seconds).

• Laser-driven ICF, on experimental research facilities such as the National

Ignition Facility (NIF) in the US or the European project HIPER in the

future, produces very dense plasma (∼1026 cm−3) but only for very short

periods of time (∼10−11 s).

The ICF fusion energy release, represented in figure (1.1), is generated by com-

pressing the fuel to a density of 100s of g/cm3 and heating the central region of

this fuel to million degrees Celsius, in a short period of time (∼ 20 ns). This is

achieved by rapidly ablating the outer part of the pellet. The rest of the pellet

moves towards the center, compressing the DT mixture. Very high temperatures

are then achieved at the center (hotspot), and the hotspot ignites the rest of the

fuel.

The fuel can be compressed in two ways:

• Direct Drive consists of imploding the pellet of DT by laser beams directly

focused on the target.

• Indirect drive [11], the laser beams are directed on to the internal walls

of a high-Z cylinder, called a hohlraum, containing the pellet in order to

produce intense X-ray radiation. The radiation is trapped within this cavity

where the temperature can reach 3-4 ×106 degrees. The X-rays rapidly heat

the outer surface of the pellet, rapidly ablating the surface material and

imploding the fuel capsule in a similar manner to that achieved with the

lasers directly in Direct Drive.

3
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Figure 1.1: ICF sequence reproduced from [12]: (a) The laser beam rapidly heats

the surface of the fusion target forming a surrounding plasma envelope; (b) The

fuel is compressed by rocket-like blowoff of the hot surface material; (c) The

fuel core reaches 20 times the density of lead and ignites at 100,000,000 degrees

Celsius; (d) Thermonuclear burn spreads rapidly through the compressed fuel,

yielding many times the input energy.

There are also two ways to start the fusion reaction, by central hotspot ig-

nition where the central area is heated and compressed through compression or,

alternatively by fast ignition.

The fast ignition approach, represented in figure (1.2), decouples the phases of

compression and heating of the DT pellet. The compression is achieved with con-
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ventional ICF lasers (peak intensity of ∼1015 W.cm−2, pulse duration of 10s of

ns). The compression must be done as adiabatically as possible and, ideally, with-

out creating the central hot spot. A mm-length underdense plasma surrounds the

fuel. An UHI short pulse laser (∼1018 W.cm−2, ∼100 ps) bores a channel in the

subcritical corona, and pushes the critical surface towards the dense core of the

capsule. This channel is then used as guide for the UHI short pulse ignitor laser

(≥1020 W.cm−2, ∼1 ps) which lunches an intense fast electron beam in to the

dense fuel. The fast electrons (with mean energies ∼ 1−3 MeV) travel a few 100s

of microns and then step in a small region of the compressed core a few 10s of

µm across to achieve ignition, as shown in figure (1.3). Simulations of Atzeni et

al. [13] indicated that efficient heating can be obtained by an energy of 10 to 20

kJ contained in MeV electrons injected within 20 ps over a region of 30 µm.

DT

nc

Compressed fuel

channel

100ps~1018W/cm2

ns ~1015W/cm2

10ps~1020W/cm2

Hot e-

(a) (b) (c)

Figure 1.2: Fast ignition concept: (a) Fuel compression by nanosecond laser pulses;

(b) Creation of a density channel by an ultra-high intensity laser pulse through

the low density ablated plasma up to the critical density (nc); (c) Fast electron

generation by an UHI laser pulse propagating through the channel, transport

through the overdense plasma and fuel ignition
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The control of the fast electron beam divergence and temperature is crucial to

achieve ignition. If the beam is too divergent, the electrons will inefficiently heat

the fuel. Many factors can affect the beam divergence, such as the laser intensity

[14, 15], the background plasma density and structure [16, 17], the preplasma den-

sity scale length [18–20], beam-plasma instabilities [21, 22] and the self-generated

magnetic fields [23–25]. Equally, inefficient heating can be also due to a mismatch

between the required and the effective fast electron beam temperature [26]. This

thesis is concerned with the laser energy coupling to fast electrons under different

preplasma conditions and the control of the fast electron beam divergence by

means of self-generated fields.

Figure 1.3: Fast ignition concept: fast electron generation and transport in over-

dense plasma.

For neither approach to ignition has been successful, although it is hoped that

ignition will be demonstrated by the central hotspot approach approach within

the next few years at the NIF. Achieving a high enough laser-to-electron energy

conversion efficiency, matching the fast electron energy to the hot spot and the

transport of the fast electron beam in hot dense plasma are also major obstacles

to achieve fast ignition.
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Generation of high-quality sheath-accelerated ion beams

Driving laser generated fast electrons into a solid target, as shown in figure (1.4),

leads to ion acceleration at the front and rear of the target-vacuum boundaries

[10, 27]. The mechanism for such is discussed in chapter 3. Basically, the target

normal sheath acceleration (TNSA)-generated ion beam maximum energy being

proportional to the fast electron beam density, is then dependent on the fast elec-

trons divergence and number (laser-to-fast electron energy coupling). Therefore,

minimizing the fast electron beam divergence and increasing the laser energy ab-

sorption into fast electrons will enhance the properties of the TNSA- generated

ions.

The generation of multi-MeV proton beams has been intensively studied, and

having low transverse emittance and given their a localized energy deposition

(Bragg peak), several applications have been proposed and tested.

One of the applications suggested is proton and ion cancer therapy [28]. The

sources for such are presently generated by means of synchrotron/cyclotron ac-

celerators [29], could be considerably down-sized and cost effective if a compact,

high-quality laser-driven accelerator can be developed [30–34]. The high energy

density and short bunch duration of the ion beam allow it to heat up solid den-

sity matter, and create matter at 1-10 times solid density and temperatures up

to 100 eV (Warm Dense Matter) [9, 35]. Protons and ions are alternatives [36] to

electrons in fast ignition, in spite of being generated less efficiently, due to their

highly localized energy deposition profile, the low emittance of the beam and its

subsequent high focusability [37].

Secondary X-ray emission

Multi MeV electrons, generated during laser-solid interaction, generate MeV

bremsstrahlung X-ray emission [38] as they propagate into a (high-Z) solid tar-

get. Those X-ray photons have been used to obtain high resolution radiographic

images of dense media that is evolving rapidly [39]. Gamma rays can be produced
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by high energy electrons [40]. The X-rays can also be used as a diagnostic in fast

electron transport experiments [41–43].

hot e- current

B-field

UHI laser beam

return current

solid

E-field

ions

X-rays

X-rays

gamma rays

gamma rays

preplasma

Figure 1.4: Target normal sheath acceleration: The laser amplified spontaneous

emission (ASE) creates a preplasma on the target front surface. The main pulse

interacts with the preplasma and accelerates hot electrons into the overdense

plasma region, at the critical density. The electrons travel through the target,

subject to self-generated fields, beam-plasma instabilities and collisions with the

background material, altering the divergence of the hot electron current. Some of

the hottest electrons escape into the vacuum at the rear side, resulting in a dense

sheath. An electric field due to charge-separation is then created. This field, of

the order of (TV/m), ionizes and accelerates atoms at the surface; Collisions of

the hot electrons with the background plasma lead to the generation of secondary

X-ray emissions.

1.2 Thesis layout

This thesis is divided into two main parts corresponding to the basic theory and

discussion of the physics of laser-generated fast electrons and to the experimen-

tal and modeling work of the author. The next two chapters introduce the basic
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theoretical background and the final three chapters cover the experimental work

that has been carried out by the author. Chapter 2 presents a brief introduction

to laser produced plasmas and fast electron generation mechanisms in overdense

plasma. Chapter 3 describes the main processes involved in fast electron trans-

port in overdense plasma. Chapter 4 presents an example of a CPA laser chain,

the propagation of a laser beam in vacuum, the work on large scale facilities and

the main diagnostics used during the different experimental campaigns in this

project. Chapter 5 reports investigation of various factors, such as self-generated

fields and the background plasma density, that alter the fast electron beam di-

vergence. Chapter 6 presents the effect of the laser spot size on the fast electron

beam injection and transport and consequently, on the TNSA-generated protons.

Chapter 7 describes the effect of the preplasma on the laser to fast electron energy

coupling, and on the maximum proton energy at a given laser intensity. Finally,

a conclusion of the main results and future work is given in chapter 8.
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Chapter 2

Fast electron generation in

picosecond ultra-high intensity

laser-solid interactions

This chapter provides the theoretical foundations of ultra high intensity laser-

plasma interactions. The basics of the laser-generated plasma, different absorption

mechanisms and the properties of the fast electron source are discussed.

2.1 Description of a plasma

Plasma is referred to as the fourth state of matter after solid, liquids and gases.

Plasma can be described as ionized gas composed of electrons and ions. Ionization

can occur through heating or photoionization. When a gas or solid is heated

sufficiently, collisions between atoms free bound electrons, thus creating a plasma.

In equilibrium, plasma is quasi-neutral. Any space-charge separation between ions

and electrons gives rise to electric fields while a flow of charged particles gives

rise to current generated fields, i.e. magnetic fields. These fields are responsible

for a wide range of phenomena, giving plasmas unique properties. This section

presents a basic description of plasma [44, 45].
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2.1.1 Basic concept

Plasma consists of N species of charged particles (ions (N-1) and electrons) cou-

pled by the electric and magnetic fields they generate, and subject to fields that

are applied externally. The ions and electrons have distributions in energy, char-

acterized by temperatures Ti and Te , which are not necessarily the same. In

equilibrium, plasma is electrically neutral on length scales much larger than the

Debye length λD, the characteristic electrostatic screening scale defined in later in

this section. The plasma can be collisional or collisionless (collisions are reduced at

high temperatures as the collision rate scales with T−3/2), and the self-generated

fields give rise to collective, coherent motion of particles.

In principle, the plasma behavior could be investigated at the microscopic level

by tracking the position and momentum of all the particles in the plasma. This

would imply that the equation of motion were solved for every single particle,

which is unrealistic for large volume dense plasmas. A feasible solution is to re-

duce the degrees of freedom, via a kinetic description of the plasma, by using

a macroscopic statistical description of each species in the plasma leading to a

Vlasov or Vlasov Fokker Planck equation. Finally, the fluid description reduces

further the degrees of freedom by evaluating only the charge and current densities

(and possibly the temperature).

The different methods are described in the next subsection and summarized in

figure 2.1. Unless specified, the plasma described in the next subsections is a col-

lisionless fully ionized plasma with no recombination, composed of j particles, N

species in a volume V.

2.1.2 Vlasov equation

The distribution function fs(r,v, t) is a 6-D phase space distribution function

which characterizes the location of species in position r and velocity v as a func-

tion of time t [44]. As there is no ionization or recombination, fs(r,v, t) must
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obey the continuity equation (conservation of number)

∂fs
∂t

+
∂

∂r
(vfs) +

∂

∂v
(v̇fs) = 0, (2.1)

with v̇ the acceleration that is given by the equation of motion and the Lorentz

force

v̇ =
qs
ms

(E+ v ×B), (2.2)

with ms the mass and qs the charge of the species s. E and B the self-generated

electric and magnetic fields associated with the collective behavior.

E and B derive from Maxwell’s equations

∇ · E =
ρ

ϵ0
, (2.3)

∇ ·B = 0 (2.4)

∇× E = −∂B

∂t
(2.5)

∇×B = µ0ϵ0
∂E

∂t
+ µ0J, (2.6)

with ϵ0 the vacuum permittivity, ρ the total charge density, µ0 the vacuum per-

meability and J the total current density and c the speed of light.

The Vlasov equation, describing the time evolution of the distribution function

(with r(t) and v(t)), is equation (2.2) substituted in equation (2.1)

∂fs
∂t

+ v.
∂fs
∂r

+
qs
ms

(E+ v ×B).
∂fs
∂v

= 0 (2.7)

The collisionless plasma is fully described by the Vlasov equation augmented with

Maxwell’s equations.
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2.1.3 The moment equations: Fluid equations

The distribution function allows the calculation for each species (by integration

over velocities), of the number density (also referred to as density in the rest of

the manuscript) ns, the mean velocity < vs > and the pressure tensor Ps

ns =

∫
fs(r,v, t)d

3v (2.8)

< vs > =
1

ns

∫
vsfs(r,v, t)d

3v (2.9)

Ps = ms

∫
(vs −< vs >)(vs −< vs >)fs(r,v, t)d

3v (2.10)

Different moments of the Vlasov equation (2.7) link these macroscopic parame-

ters. Averaging the Vlasov equation over velocities gives

∫
d3v

[
∂fs
∂t

+ v.
∂fs
∂r

+
qs
ms

(E+ v ×B)
∂fs
∂v

]
= 0 (2.11)

The first moment of the Vlasov equation leads to the continuity equation (particle

conservation)
∂ns

∂t
+

∂

∂r
.(ns< vs >) = 0 (2.12)

The next moment leads to the force equation for the velocity (Navier-Stokes

equation). Assuming an isotropic pressure Ps = Ips, with I the identity matrix

and ps the scalar pressure.

msns

[
∂< vs >

∂t
+< vs >.

∂< vs >

∂r

]
= nsqs(E+< vs >×B)− ∂ps

∂r
, (2.13)

As can be noticed, the equation for each moment of the Vlasov equation calls

for the next order. In order to close the system, the moment equations can be

truncated by making assumptions about the heat transfer, expressed in the equa-

tion of state. The equation of state gives the spatial and temporal evolution of

a macroscopic parameter such as the pressure. For example, the ideal gas law is
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one of the equations of state ps = nskBTs, with kB the Boltzmann constant, that

can be used.

Thus, the fluid equations (2.12,2.13), coupled with the equation of state and

Maxwell’s equations describe the plasma. A plasma composed of electrons and

one species of ions constitute the so-called two-fluid model. The full derivation

of the moments equation can be found in [44].

2.1.4 Vlasov Fokker Planck (VFP) equation

The collisional plasma is described by the VFP equation. Collisions occur be-

tween pairs of charged particles as the plasma is considered fully ionized. The

charged particles collide via Coulomb collisions, i.e. interactions on a timescale

much shorter than the typical time evolution of the fields in the averaged model.

As for the collisionless plasma, the temporal evolution of the collisional plasma

can be described kinetically or hydrodynamically. Therefore, a distribution func-

tion and an equation describing its time evolution need to be defined. The latter

is the so-called VFP equation. The VFP equation is basically the Vlasov equation

(2.7) with an additional term modeling collisions between the particles

∂fs
∂t

+ v.
∂fs
∂r

+
qs
ms

(E+ v ×B).
∂fs
∂v

=

(
∂fs
∂t

)
coll

, (2.14)

with

(
∂fs
∂t

)
coll

giving the temporal evolution of the distribution function due to

collisions. The electron collision term

(
∂fs
∂t

)
coll

is the sum of contributions from

electron-electron collisions (Cee) and electron-ion collisions (Cei).

Coulomb collisions force the particles to randomly exchange energy and gradually

drive them into thermal equilibrium. For a plasma, the charged particles have a

Boltzmann or Maxwell-Boltzmann velocity distribution.
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2.1.5 The plasma wave

This subsection presents the main characteristic parameters associated with the

collective effects in a plasma. The full derivation of these parameters can be found

in [44, 45].

2.1.5.1 Debye shielding

Inside the plasma, a charged particle attracts/repulses other particles with op-

posite/same charge. The cloud of charges surrounding the particle give rise to

the particle’s Coulomb field falling off exponentially at large radii r (rather than

falling as 1/r2). As an example, a single charge Q at rest is placed in a plasma with

electrons and ions. The electron and ion density, ne and ni, are both described by

a Boltzmann distribution. Furthermore, charge neutrality imposes the electron

mean charge density to be equal to the ion mean charge density (ne = Zni, with

Z the atomic number). Starting with an isothermal system, the electron temper-

ature is equal to the ion temperature Te = Ti. The electrostatic potential Φ(r) of

the single charge Q can be derived as [44] Φ(r) = Q
4πϵ0r

exp(−r/λD), with λD the

Debye length. λD is given by

λD =

√
ϵ0kBTe

[ne(Z + 1)]e2
, (2.15)

with ne the electron density and the electron charge e.

2.1.5.2 Cold plasma oscillation

One of the phenomena occurring in a plasma is the oscillation of the plasma

electrons and ions. Electromagnetic oscillations (light waves) can also exist in a

plasma. The plasma frequency corresponds to the typical electrostatic oscillation

frequency of a given species in response to a small charge separation. For instance,

consider a 1D situation where the electrons are displaced from their equilibrium
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by a distance δr, leaving the protons unmoved. An electric field E = eneδr/ϵ0,

proportional to δr, is generated due to charge separation. The electric field pulls

back and accelerates both the plasmas electrons and ions. The ion acceleration

can be neglected due to fact that ions are much heavier than electrons. Solving

the equation of motion, it is found that the electrons oscillate sinusoidally at the

electron plasma frequency given by

ωpe[rad/s] =

√
nee2

ϵ0me

, (2.16)

with me the electron mass and mp the proton mass.

The ion plasma frequency is given by ωpi[rad/s] =

√
niZ2e2

ϵ0mi

, with ni and mi the

ion density and mass.

2.1.5.3 Dispersion relation: The critical density

Waves of different frequency travel at different velocities in a dispersive medium.

Their frequency ω can be expressed as a function of the wavenumber k. For a light

wave in vacuum, the dispersion relation is linear as the frequency is proportional

to the wavenumber ω = ck. The dispersion relation for an electromagnetic (EM)

wave propagating in an electron plasma is

ω2 = ω2
pe + k2c2, (2.17)

with ωpe the electron plasma frequency. It can be noticed, in (2.17), that ωpe is

the minimum frequency for light propagation in an electron plasma as k becomes

imaginary for ω < ωpe. Therefore, ω = ωpe defines the maximum plasma density,

called the critical density nc defined later in this chapter, to which the EM wave

can penetrate.
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2.1.6 Collisions and Plasma Resistivity

This subsection presents the main parameters characterizing electron collisions

in a two-species plasma and the resulting plasma resistivity.

2.1.6.1 Coulomb collisions

The plasma considered is a two-species electron-ion plasma with the ions immo-

bile, and only collisions of electrons with ions are taken into account. Collisions

of electrons in the plasma lead to resistivity and provide a mechanism for heating

(ohmic heating or joule heating).

To approximate the plasma resistivity [46], consider an electron impinging on an

ion which is at rest. Figure 2.2 shows the trajectory of an electron deflected by

the Coulomb field of an ion, with b the impact parameter and θ the scattering

angle.

Figure 2.2: Trajectory of en electron deflected by the Coulomb field of an ion.

An expression of the impact parameter as a function of θ can be obtained, at

the large angle limit θ = π/2, using conservation of momentum and energy:

b90 = Ze2/(4πϵ0mev
2
e).

The ion scattering cross section, corresponding to the area which describes the

likelihood of a particle to be scattered by another particle, for 90◦ scattering can

be estimated by: σ90 = πb290. Substituting the expression of b90 in the expression

of σ90 leads to σ90 = π[Ze2/(4πϵ0mev
2
e)]

2. The collision frequency at large angle,
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ν90, is obtained by considering the flux of particles coming into this cross section

ν90 = neveσ90 =
πneZ

2e4

(4πϵ0)2m2
ev

3
e

(2.18)

However, the Coulomb force is a long-range force and therefore small angle inter-

actions need to be taken into account. Spitzer et al. [47] shows that the scattering

cross section, integrated over all impact parameters, is larger than σ90 by the fac-

tor lnΛ, called the Coulomb logarithm. The collision frequency at any impact

angle, νei, is given by

νei =
neZ

2e4

(4ϵ0)2πm2
ev

3
e

ln Λ, (2.19)

where Λ is the ratio of the maximum impact parameter ∼ λD and the minimum

impact parameter bmin. bmin is taken equal to b90 in the classical case. ln Λ ranges

between 3 and 10 over most of the accessible range of density and temperature

for a plasma.

2.1.6.2 Plasma resistivity

When an electric field is applied to a plasma, electrons are accelerated opposite to

E. Coulomb collisions between electrons and ions limits the electrical current that

can drive the electric field. In equilibrium, the current density is proportional to

the electric field by E = ηJ = −ηneev (Ohm’s law), with η the plasma resistivity.

Substituting Ohm’s law into the equation of motion of an electron in an electric

field leads to me
∂v

∂t
= −eE = ηnee

2v. To give a rough estimate of the resistivity,

the time derivation can be reduced to me
v

τei
= ηnee

2v, with the collision time

τei = 1/νei. This leads to

η =
πZ2e2

(4πϵ0)2mev3e
ln Λ (2.20)

Equation (2.20) gives the so-called Spitzer resistivity [47] in a fully ionized, un-

magnetized, plasma (resistivity due to binary Coulomb collisions). Expression

(2.20) shows that the resistivity is insensitive to the density because the number
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density is included inside the expression lnΛ. Using ve ∼
√

kBTe/me, correspond-

ing to the thermal electron velocity of a Maxwellian distribution, in expression

(2.20) gives

η =
πZ2e2m

1/2
e

(4πϵ0)2(kBTe)3/2
ln Λ (2.21)

This shows that the resistivity scales with T
−3/2
e . As the temperature of the plasma

increases the resistivity drops, therefore plasmas at very high temperature are,

to a good approximation, collisionless. The Spitzer resistivity also → ∞ when

Te → 0 (i.e. very high collisions frequency). However, as example in Al, the

experimental results of Milchberg et al. [48] show a linear increase in resistivity

at low temperature, up to a peak value ∼ 2.2×10−6 Ωm at Te ∼ 50 eV, and tends

to Spitzer resistivity. The Lee-More model [49] limits the collision frequency, thus

reducing the resistivity, at low temperature.

2.2 Picosecond Laser-plasma interaction

This section will now describe in more detail the interactions of an electromag-

netic wave with a plasma. As a plasma is a charged medium, propagation of an

electromagnetic wave within it generates a large number of linear and nonlin-

ear phenomena. This section describes the main phenomena responsible for fast

electron generation and acceleration in UHI laser-solid interaction.

2.2.1 Ionization processes of a single atom

When an UHI laser pulse irradiates a solid target, the matter up to the skin

depth is rapidly ablated and ionized forming a surface plasma layer. Electrons

are extracted from the atom and move under the Lorentz force associated with

the laser field. Several mechanisms can be responsible for the ionization, as shown

in figure 2.3. If the photon energy (hν) is less than the binding energy, an atom

can be ionized by absorbing several of these photons. This process is called Mul-
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Figure 2.3: Ionization processes: (a)Multiphoton ionization; (b)Tunneling ioniza-
tion.

tiphoton ionization [50, 51].

At high intensities, the laser field deforms the atomic potential so strongly that

bound electrons can tunnel through the remaining potential barrier, this process is

called Tunneling ionization [50–52]. The ’Ammosov, Delone, Krainov’ (ADK)

theory predicts the probability of tunnel ionization [53]. At very high intensities,

the laser field amplitude can be higher than the field-ionization threshold of the

atom, this process is called Over the barrier ionization by the electric field

[52]. In this case, an electron is directly extracted from the atom and will oscil-

late in the wave. For example, the electric field strength to ionize the hydrogen

such that over-the-barrier ionization just occurs is Eh = 5.1 × 1011 V/m. The

field strength, corresponding to a laser intensity of 1018 W/cm2, is ∼ 1012 V/m,

higher than the ionization threshold value. Finally, free energetic electrons can

ionize atoms via collisions with bound electrons, this process is called Collisional

ionization.

2.2.2 Motion of a single electron in an electromagnetic

plane wave

When light interacts with a charged particle, this particle moves in the elec-

tromagnetic (EM) field associated to the wave. A linearly polarized EM wave,

propagating in the vacuum along the z -axis in the positive way, can be described
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by:

E(r, t) = E0(r, t)e
i(ωLt−kz)x (2.22)

B(r, t) = B0(r, t)e
i(ωLt−kz)y = z× E/c (2.23)

In the vaccum, k is the laser wave vector with a wavenumber equal to ωL/c (in

vacuum, the direction of k is the direction in which the plane wave is propagating),

r is the position vector in 3D, B0(r, t) and E0(r, t) are the slow varying amplitudes

of, respectively, the magnetic field B and the electric field E, x,y are unit vectors

both normal to the propagation direction z. The motion of a single electron, with

charge e, in presence of the EM wave is described by the Lorentz force

d(γmev)

dt
=

dp

dt
= −e(E+ v ×B), (2.24)

and the energy equation
dγ

dt
= − e

mec2
(v · E), (2.25)

with p = γmev the particle momentum, me and v the electron mass and velocity.

γ is the relativistic factor also called Lorentz factor

γ =
1√

1− v2/c2
=
√
1 + p2/m2

ec
2 (2.26)

The vector potential A is defined by E = −∂A/∂t. The normalized vector po-

tential a is equal to (eA/(cme) = eE/(cmeωL)). The dimensionless quantity a0,

which is the peak of the normalized vector potential a, is used to define the bound-

ary between the non-relativistic and relativistic regime in a monochromatic EM

wave. a0 is given by

a0 =
eE0

cmeωL

. (2.27)

a0 is related to the laser intensity and wavelength, for linearly polarized laser

pulse, via a0 = 0.85
√
IL,18λL[µm]2, with IL,18 the laser intensity given in units of

1018 W/cm2. For circular polarization, a0 is divided by
√
2.

22



Chapter 2: Fast electron generation in picosecond ultra-high intensity
laser-solid interactions

Under non-relativistic laser irradiation (v ≪ c, i.e. a0 ≪ 1 and γ = 1), the

effect of the magnetic field on the electron is neglected. Thus, the equation of

motion reads
∂v

∂t
= − e

me

E (2.28)

The linear solution of the equation of motion, taking the real part of the fields,

is

v = −eE0x sin(ωLt− kz)/meωL (2.29)

Consequently, only the electric field acts on the charged particle, leading the elec-

tron to oscillate in the electric field direction (perpendicular to the propagation

axis). The velocity amplitude (quiver velocity) is given by 1

vosc = ca0 = eE0/meωL. (2.30)

At relativistic laser irradiation, when v becomes comparable to c (a0 ≥ 1) [54],

the magnetic component of the Lorentz force also has to be taken into account.

The particle velocity is evaluated to second order

v = v(1) + v(2), (2.31)

then, the term (2.31) is inserted into the equation of motion to identify the

solutions at the first and second order of the velocity expansion

∂v(1)

∂t
= − e

me

E,
∂v(2)

∂t
= −e

v(1)

me

×B. (2.32)

The lowest order v(1) is the linear solution (2.29). Using v(1), v(2) is given by

v(2) = z(−e2E2
0/4cm

2
eω

2
L) cos(2(ωLt− kz)) = −z(a20c/4) cos(2(ωLt− kz)).

The electron trajectory forming a ’figure-of-eight’ (in the average rest frame),

represented in figure 2.4, is then the superposition of the lowest order oscillation at

ωL along the x-axis and the second order oscillating at 2ωL along the propagation

1In the relativistic regime, the velocity amplitude is given by vosc = ca0/γ.
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axis z. The EM wave can be represented by A which is transverse (⊥) to the
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Figure 2.4: Figure-of-eight in the frame at rest (no average drift along the prop-
agation axis), for different laser intensities.

propagation direction, therefore E and B are substituted by E = −∂A/∂t and

B = ∇ × A in the equation of motion 2.24. The transverse component of 2.24

gives
dp⊥

dt
= e

dA⊥

dt
, (2.33)

which after integrating gives the canonical momentum p⊥0 ≡ p⊥ − eA⊥. For a

linearly polarized wave, px0 ≡ px − eAx

The longitudinal components of 2.24 and 2.25 lead to

dp//
dt

=
dpz
dt

=
d(γ)

dt
, (2.34)

which after integrating gives γ − px = α, where α is a constant of motion.

The electron, in addition to its transversal momentum, acquires a forward move-

ment (along the propagation axis) independent of the EM wave polarization, due

to the magnetic force. The longitudinal drift velocity of the electron can be ap-

proximated by vD/c = [a20/(4 + a20)]z, assuming the electron is initially immobile

(γ = 1).

Even though the electron oscillates in the fields of the plane wave and drifts

along the propagation axis, after the laser has passed the net energy gained by

the electron in an EM plane wave propagating in the vacuum is null (due to

preservation of the canonical momentum, i.e. Lawson-Woodward theorem [55]).
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The full derivation of, both non-relativistic and relativistic, electron motion in an

EM plane wave propagating in the vacuum can be found in [56–58].

2.2.3 The Ponderomotive force

laser
I(r)

Ex(r)

fp

z

x

e-

Figure 2.5: 1D cartoon representing the radial drift of the oscillating single elec-
tron in the wave field due to the laser intensity gradient.

A real laser pulse, far from being a plane wave, presents a strong transverse

(radial) intensity gradient, especially when focused to few µm, and a longitudinal

gradient due to its temporal profile. The laser EM wave propagating in a plasma,

interacts with, and transfers momentum to, the plasma by means of the pondero-

motive force (Fp). The derivation of the ponderomotive force is presented in this

section.

Interaction with a single electron

At v ≪ c (the magnetic field is neglected) [57], the equation of motion for a single

electron in a electromagnetic wave traveling in the z-direction is

∂vx
∂t

= − e

me

Ex(r), (2.35)

where Ex(r) contains the spatial intensity dependence of the amplitude, which is

in the x-direction only. ℜ(Ex(r)) can be expanded into Taylor series as

Ex(r) ∼= E
(1)
x (r)+E

(2)
x (r)... ∼= E0(x)cos(ωLt−kz)+x∂E0(x)

∂x
cos(ωLt−kz)+ ... The
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lowest order E
(1)
x (r) of this expansion gives vx = −vosc sin(ωLt− kz), and x =

vosc
ωL

cos(ωLt− kz), with the peak electron oscillation velocity vosc = eE0/(meωL)

defined by equation (2.30). In lowest order, the electron simply oscillates around

its current position due to the electric field.

In the second order approximation the calculation becomes nonlinear. By substi-

tuting x by
vosc
ωL

cos(ωLt− kz) in the second order of the Taylor series expansion,

the equation of motion becomes

∂vx
∂t

= − e2

m2
eω

2
L

E0(x)
∂E0(x)

∂x
cos2(ωLt− kz) (2.36)

The nonlinear force acting on the electron is then

Fnl = me
∂vx
∂t

= − e2

2meω2
L

∂E2
0(x)

∂x
cos2(ωLt− kz) (2.37)

The non-relativistic ponderomotive force acting on the electron, is the average of

Fnl over a laser period; this is

Fp =< me
∂vx
∂t

>= − e2

4meω2
L

∂E2
0(x)

∂x
= −∂Φp

∂x
, (2.38)

with Φp = [(e2/4meω
2
L)]E

2
0(x) the ponderomotive potential. The electron, because

of the intensity gradient changing the value of Ex(r), drifts away ( i.e. are expelled)

from regions where the intensity is higher as shown in figure 2.5, picking up a

velocity equal to (v ∼ vosc).

The fields are expressed in term of the vector potential A in the equation of

motion (2.24), using
dp

dt
=

∂p

∂t
+

∂r

∂t
.
∂p

∂r
=

∂p

∂t
+ v.

∂p

∂r
,

∂p

∂t
+ (v.∇)p = e

∂A

∂t
− ev × (∇×A). (2.39)

The velocity associated with the ponderomotive force varies more slowly than

the electron quiver velocity (i.e. slow variation of the laser envelope compared

to phase). Thus, the timescales of the electron motion are separated into slow

and fast components (p = ps + pf ), with the fast transverse component of the
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electron momentum is pf = eA. The relativistic ponderomotive force averaged

over a laser period, derived in Gibbon [57], is given by

Fp =
dps

dt
= −mec

2∇⟨γ⟩, (2.40)

where ⟨γ⟩ is the cycle-averaged relativistic factor derived in Mora et al. [59]. ⟨γ⟩

is equal to
√

1 + ps/m2
ec

2 + a20/2 for a linearly polarized laser pulse and equal to√
1 + ps/m2

ec
2 + a20 for a circularly polarized laser pulse.

The final kinetic energy acquired by the electron is given by ∆U = (⟨γ⟩− 1)mec
2

[57]. This energy is extracted from the EM field via multiphoton momentum

transfer. The fast electron are ejected in the vacuum from the laser beam focus

at an angle [57, 60]

tan θ =

√
2

γ − 1
(2.41)

Interaction with a plasma

Fp also acts on ions (as Fp is proportional to the charge squared). However, its

effect on ions is negligible as Fp scales with the inverse of the particle mass. Ther-

fore, when the EM wave interacts with a plasma, the electrons of the plasma

are pushed away (in the transverse and longitudinal direction) from regions of

higher intensity to lower intensities because of the laser radial and temporal pro-

files.The acceleration is mainly due to the longitudinal electron oscillation at the

vacuum plasma interface, that can be strong enough for the electron to escape

this forced oscillation. Therefore, MeV electrons are accelerated towards the over-

dense plasma region every half-cycle ( Fp(2ωL)). This acceleration mechanism is

called J × B heating. The ponderomotive force can deform the target surface in

mildly overdense plasmas up to 10×nc (hole boring) [61].
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2.2.4 Dynamics of the laser- plasma interaction

Nowadays most of the UHI laser systems possess an UH laser pulse contrast ratio

of the order of 107−8 (without using plasma mirrors [62]). However, the edge of

the laser pulse and the intensity of the remaining laser pedestal or of the prepulse

arriving a few nanoseconds before the main pulse, can be high enough to gener-

ate a preplasma at the solid front surface. This intensity can reach 1013 W/cm2

which is high enough to ionize atoms in the solid, leading to the formation of a

preplasma at the target front surface. The density scale length of this preplasma,

depending on the laser-plasma interaction condition, is a critical parameter that

strongly affects the laser energy absorption mechanism and consequently the fast

electron mean temperature and number, discussed in the next section and in

chapter 7.

The surface plasma layer is created by field ionization. The laser light ionizes

atoms and ablates the solid in the interaction region, creating the plasma. This

plasma, containing electrons and ions, can be considered to be in thermal equi-

librium for long laser pulses (nanoseconds).

Therefore, the main laser pulse interacts first with the preplasma expanding

isothermally into the vacuum at the sound speed. The preplasma, with an ex-

ponentially decreasing form [44] (assuming a 1D expansion), can expand over a

distance varying from ∼tens of nanometers to tens of mirons. The preplasma

density scale length, Ln, is defined by

Ln = ne
dz

dne

= csτL, (2.42)

for a plasma density ne ∝ exp(−z/Ln), where dne/dz is the slope of the density

at the density ne [63], cs the sound speed and τL the laser pulse duration. The

sound speed is defined by

cs =

√
Z∗kBTe

mi

, (2.43)

with Z∗ the effective ion charge and mi the ion mass. The laser pulse propa-

gates through this underdense plasma where its energy is partly absorbed and
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transferred to the plasma electrons, until it reaches the critical density, where the

plasma frequency is equal to the laser frequency, given by

nc[cm
−3] =

ϵ0me

e2
ω2
L =

1.1× 1021

λL[µm]2
, (2.44)

with e the electron charge, me the electron mass. A part of the laser light can

be absorbed and another reflected around the critical density. However, the laser

wave propagates slightly beyond nc as it becomes evanescent. The wave ampli-

tude decreases exponentially over a distance called the collisionless skin depth

equal to c/ωpe in the non relativistic limit.

At high intensities (≥1018 W/cm2), nonlinear effects appear, as the electrons be-

come relativistic and their mass is increased (γme) by the relativistic factor. The

relativistic electron motion in the laser wave modifies the plasma frequency ωpe

and thus the refractive index and the critical density (γnc). As an example, for a

linearly polarized laser wave with a0 ≫1, γ becomes (∼= a0/
√
2) and ωpe, divided

by
√
γ, is (∝

√
ne/a0) and therefore the laser light can propagates deeper into

the overdense plasma (self-induced transparency [57, 64]). Because of the change

in the refractive index with a maximum on the beam axis the laser wave front is

curved, causing the convergence of the beam on axis. Therefore, the laser beam re-

mains focused over a distance longer than the Rayleigh length while propagating

in underdense plasma (relativistic self-focusing [65]). In addition, the pondero-

motive force, expelling the electrons away from the region of high laser intensity,

increases the refractive index on the beam axis and leads to the ponderomotive

self-focusing of the laser beam [66].

The mechanisms for absorption of laser energy, leading to fast electron accelera-

tion are described in the next section.
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2.3 Laser energy absorption mechanisms and fast

electron generation

Several laser energy absorption mechanisms can operate simultaneously when a

laser pulse interacts with a plasma. Those mechanisms occur according to the

interaction conditions characterized by the laser parameters and the preplasma

density gradient. Those absorption mechanisms are described in this section.

Note that when the temperature T is in unit of energy [eV], this means T [eV ] =

kB[eV/K]T [K].

2.3.1 Collisional absorption

Collisional absorption dominates at low laser intensities (IL < 1015 W.cm−2).

Electrons oscillating in the laser electric field absorb part of the laser energy,

via Inverse bremsstrahlung . By colliding with plasma ions, the electrons lose

their coherence in the wave and can leave the interaction zone with a non-zero

momentum. The absorption rate can be found in Rozmus et al. [67].

As the intensity of the laser increases, the plasma is heated in the interaction

region to a temperature up to 100s of eV. The Spitzer collision frequency [47],

proportional to T
−3/2
e , is then reduced and thus collisional processes decrease. The

increasing electron oscillation velocity is added to the thermal velocity, reducing

the collision frequency further [68]. Collisional coupling becomes negligible.

2.3.2 Collisionless absorption

There is a number of collisionless processes, such as resonance absorption and

vacuum heating occurring at ’moderate’ laser intensity and for p-polarized laser

wave incident obliquely on the plasma. Ponderomotive heating occurs at any

linear polarization and for laser intensity higher than 1018 W.cm−2. The energy

coupling is more efficient at normal incidence and involves nonlinear processes.
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Those processes are described in this section.

Resonance absorption

Figure 2.6: Cartoon representing Resonant absorption in an overdense plasma:
the p-polarized wave, obliquely incident on the critical surface, is reflected at
the density nccos

2(θ). δne electrons of the resonant electron plasma wave are
accelerated at nc into the overdense plasma.

Resonance absorption occurs for a p-polarized laser wave interacting, at an

oblique angle θ with the target, so that the electric field (perpendicular to the k

vector) points into the overdense plasma. The energy coupling process is also more

efficient for a plasma density scalelength Ln >> λL. The electric field component

normal to the density gradient resonantly excites a longitudinal electron plasma

wave at the laser frequency at a surface of critical density. The laser propagates to

a density equal to (nc cos
2 θ) and is reflected. The electrons in the plasma wave are

accelerated into the overdense plasma to high energies mainly via wave breaking

(the electron acceleration is hence normal to the target surface). The propagation

equation of the laser has been numerically solved by Ginzburg [69]. It shows

that absorption of 50% is achieved for an angle θmax = arcsin [0.8[λL/2πLn,L]
1/3].

Forslund et al. [70] derived the fast electron temperature (Tf ) as

Tf [keV ] ∼ 10[Te[keV ]IL,16λL[µm]2]1/3, (2.45)

with IL,16 the laser intensity given in units of 1016 W/cm2 (Te is the background

electron temperature).
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Vacuum heating (Brunel effect)

Vacuum heating [71] is similar to resonance absorption, except that it occurs

in steep density gradient plasma. The electrons are directly heated by the laser

field. They are extracted from the target, normally to its surface, towards the

vacuum, by the longitudinal component of the electric field during the laser first

half cycle. The electrons are re-injected into the overdense plasma region during

the second half of the laser cycle. Bunches of electrons are produced at the laser

frequency, carrying the energy acquired in the longitudinal oscillation. The aver-

age kinetic energy of the hot electrons, for Ln/λL < 0.1 and IL ∼1014−18 W/cm2,

is proportional to ∝ [ILλL[µm]2]α [72], with α between 1/2 and 1/3.

J×B heating

Both previous collisionless coupling mechanisms are driven by the electric field in

the Lorentz force (at frequency ωL), thus they require p-polarization and oblique

incidence so that the electric field in the plane of incidence has a component to-

ward the overdense plasma surface. For high intensities nonlinear oscillations can

be driven by the longitudinal v×B force (at a frequency 2ωL) [73]. J×B heating

is similar to vacuum heating as the electron are directly accelerated by the laser

field, along the laser axis direction, at the critical density. J×B heating occurs for

any linear polarization of the laser light and is most efficient at normal incidence.

The longitudinal oscillating force (v × B) vanishes for circular polarization and

at normal incidence. This coupling mechanism has been experimentally verified

by Malka et al [74].

The temperature of the fast electrons generated through the J×B mechanism is

proportional to the ponderomotive potential [63]:

Tf [keV ] = 511× [

√
1 + IL,18λL[µm]2

2× 1.37
− 1], (2.46)

32



Chapter 2: Fast electron generation in picosecond ultra-high intensity
laser-solid interactions

for linearly polarized laser pulse, with IL,18 the laser intensity given in units of

1018 W/cm2.

2.3.3 Parametric absorption

Amplified spontaneous emission leads to the formation of a laser pedestal or pre-

pulse that can contain enough energy to ionize the target before the main pulse

arrives creating a plasma of few tenths of micrometers in length. The laser pulse

interacts with a large subcritical plasma via non-linear mechanisms. The light

wave, in the case of Raman instabilities, is coupled into scattered light and an

electron plasma wave. Energetic electrons are produced via wave breaking of the

large amplitude electron plasma wave.

2.4 Properties of the laser-generated fast elec-

tron beam

Laser-generated relativistic electron beams in a solid are being intensely inves-

tigated both experimentally and theoretically. The difficulty in experimentally

measuring the fast electron parameters, such as the source density, energy distri-

bution, injection angle, beam current density and divergence angle while prop-

agating in the solid, comes from the indirect experimental techniques available

to probe the beam inside the solid. Several suggested form for the fast electron

energy and angular distributions can be found in the literature. The energy dis-

tribution can be inferred from numerical simulations or experimentally from the

secondary X-ray emission spectrum or the TNSA-generated proton spectrum pro-

portional to the fast electron spectrum. An exponential decay or a Maxwellian

distribution are often used with a mean temperature scaling with the laser inten-

sity, as discussed in the previous section.

The mean temperature, for laser irradiance higher than 1018 W/cm2, depends

on the ponderomotive potential and therefore scales as ∼
√
ILλ2 [43, 63]. How-
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ever, for example, Beg et al. [75–77] experimentally inferred that the temperature

scales as ∼ (ILλ
2)1/3. For this experimental study, targets were irradiated at 30◦

compared to the target normal with laser intensities from ∼1017 to 1019 W/cm2

and p-polarized light. The results of Beg [75] has attributed this temperature

scaling to resonance absorption rather than to J × B heating due to the radia-

tion pressure that can be high enough to balance the plasma expansion and thus

induces a steepening of the density profile.

Beg results [75] and the work of [18, 42, 43, 78–85] highlight the importance of the

laser- preplasma/solid interaction conditions in changing the fast electron accel-

eration mechanism and the laser-to-electron conversion efficiency. The conversion

efficiency ηL−e can be experimentally inferred from the K-shell yield measurement

[42, 43, 85] and numerically from PIC simulations. Nilson et al. [42, 43, 85] found

a fixed ηL−e = 0.2 over a wide range of laser intensity. Davies et al. [84], by fitting

experimental data, found that ηL−e scales with the laser intensity and increases

with increasing intensity (ηL−e ∼ 0.5 for IL ∼1020 W/cm2 ). The variation of

laser-to-electron conversion efficiency with the laser parameters is discussed in

chapter 7. The number of electrons generated during the interaction, within a

laser spot volume of πr2LcτL, can be approximated by an energy balance relation

(ηL−eEL)/(Tf [eV ]) [25], with rL the laser spot radius, τL the laser pulse dura-

tion, EL the laser pulse energy. Moore et al. [60] experimentally demonstrated

the angular-energy distribution of equation (2.41) (ejection towards the vacuum).

Sheng et al. [86] derived the angular-energy injection distribution in solids, at a

specific angle of incidence of the laser pulse. Another scaling of the electron en-

ergy and angular distribution function was derived by Sherlock [87], based on 1D

Vlasov-Fokker-Planck simulations of laser-plasma interactions for a laser inten-

sity range of 1019-2×1020 W.cm2.

2D/3D PIC simulations of Adam et al. [21] show an initial divergence half-angle

of the fast electron beam (20◦-40◦), for laser intensities varying from 1018 to 1021

W.cm−2 interacting with a sharp density gradient (up to 160×nc). This is due to

the development of filaments produced as a result of the Weibel instability.

The recent PIC simulations of Ovchinnikov et al. [20] show that the fast-electron
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divergence angle increases almost linearly with the preplasma scale length for a

fixed laser intensity. For a fixed preplasma scale length, the laser intensity affects

little the divergence angle in the range between 1018-1021 W/cm2.

Experimental measurements of the divergence angle at a given depth in the solid

[14, 15], based on the X-ray emission of a fluorescent layer inserted in the solid,

gave a value ranging between ∼ 30◦ − 55◦. The angle increases with IL.
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Transport of fast electrons in a

solid

Electron beams of energy up to a few tens of MeV, generated during laser-plasma

interaction around the critical density, can propagate through 100s of µm-thick

overdense plasma. A limit for the current that can, in principle, be transported

in vacuum was given by Alfvèn [88]. In a plasma, the Alfvèn limit is exceeded as

the beam is neutralized by a cold return current of the same magnitude, with a

larger number of slow electrons.

Propagation of a beam of charged particles in a solid involves several interlinked

mechanisms, related to the background plasma and to the fast electron distribu-

tion function. This chapter describes the collisional and collective transport of

electrons in overdense plasma, including the production of secondary radiation

and ion acceleration at the solid boundaries.

3.1 Collisional transport of fast electrons

While propagating in a solid, incident fast electrons collide via elastic or inelastic

collisions with ions, bound electrons and free electrons of the background plasma.

Inelastic collisions with bound electrons are the principal cause for energy loss.
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The fast electron transfers part of its kinetic energy to the bound electron in the

form of excitation, ionization or loses energy via Bremsstrahlung. Elastic collisions

with ions of the background lead to angular diffusion of the electron beam with

almost no energy loss due to the particles mass ratio [89]. Figure 3.1 presents the

different interaction processes.

e- e-

e-
X-ray

Bremsstrahlung

e-
e-

X-ray

(a) (b)

(c) (d)

Figure 3.1: (a) Elastic collision; (b) Bremsstrahlung; (c) Inelastic collision: exci-
tation; (d) Inelastic collision: ionization.

3.1.1 Fast electron angular scattering

As mentioned above, elastic collision of fast electrons with background ions leaves

the ion in the same ionization state and the electron with almost no kinetic en-

ergy loss. However, the electron is deflected. Globally, elastic collisions lead to the

angular broadening of the electron beam. Due to the long range of the Coulomb

force, the collisions are predominantly small angle scattering events. The mul-

tiple scattering at small angles can be described, in first approximation, by the

classical Rutherford differential scattering cross section which is function of the

deflection angle θ:
dσR

dΩ
=

4Z2e4

(4πϵ0mec2)2β4

1

(4sin2θ/2)2
, with β = v/c, Ω the solid
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angle function of θ. The expression of the Rutherford cross section shows that the

angular diffusion will be important in high Z material and for low energy electron.

Note that the cross section tends to infinity for θ → 0 due to the infinite range

of potential, which can be solved by taking into account the screened Coulomb

potential.

The scattering distribution function (small angles and multiple scattering) is well

represented by Molière’s theory, later corrected by Nigam et al [90–92]. The dis-

tribution is roughly Gaussian for small angles, and reproduces the Rutherford

scattering for larger angles. The half-width of the distribution function is mainly

dependent on the atomic number Z, the degree of ionization Z∗, the relativistic

factor, β and the plasma density. The mean deflection angle < θ > increases

with increasing plasma density, thickness and decreases with increasing incident

electron energies.

3.1.2 Collisional and radiative collisional stopping power

Electrons lose energy in matter by, at ’low’ electron energies, primarily ionization

or excitation of background ions, while radiation emission by bremsstrahlung

(interaction with nuclei) dominates for electron energies above a few tens of MeV

in most materials.

The energy loss of electron while propagating in a solid is represented by the

stopping power discussed in the next subsection.

Stopping power

The total stopping power S(E)t = −dE

ds
is the rate of kinetic energy loss (dE)

per unit path length (ds). S(E)t is the sum of both the ionization-excitation stop-

ping power S(E)i and the radiative stopping power S(E)r. The latter becomes

important for MeV electrons and high Z material.

As example, the total stopping power of electrons in Al, Cu and Au, obtained

from the data base Estar [93], are shown in figure 3.2.
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Figure 3.2: Total stopping power of electrons in Al, Au, Cu, obtained from the
data base Estar [93], as function of the electron incident energy.
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In a cold plasma, the interactions with free electrons are neglected and the

stopping power can be ’split’ in two terms depending on the incident electron

kinetic energy:

→ If ∆E, the energy transferred by an incident electron to electrons in the solid,

is higher than the electron binding energy, the bound electron becomes free. The

stopping power is derived using the Møller cross section [94].

→ If ∆E is lower than the electron binding energy, the electron remains bound

and its atomic transitions need to be evaluated. The stopping power is derived

in [95] using Bethe’s relativistic formula [96], coupled with the material average

ionization potential, using the empirical formula of Sternheimer et al. [97]. The

latter, given by Ip[eV ] ∼ 9.76Z + 58.8Z−0.19, depends on the atomic number Z.

The sum of both stopping powers for free and bound electrons gives the collisional

stopping power of electrons in a cold, moderately dense plasma [98]. Corrections

to the stopping power calculated from Bethe’s theory includes, for example, the

’density correction’ δ [99]. The density effect reduces the energy loss by partially

suppressing the relativistic rise of S(E).

S(E)i = −ni2πr
2
emec

2 Z

β2

[
ln

(
(γ + 1)E2

2I2p

)
+

1− (2γ − 1) ln 2 + (γ − 1)2/8

γ2
− δ

]
,

(3.1)

with re the classical electron radius.

In a hot plasma characterized by its ionization state Z∗, in addition to colli-

sions with bound electrons, the electron undergoes collisions with free electrons

and plasmons (i.e. quasiparticles resulting from the quantization of the plasma

oscillations).

Z∗ modifies the average ionization potential. Based on the semi-empirical formula

of More [100] Ip,Z∗ = 10eV ×Z
exp (1.29(Z∗/Z)0.72−0.18Z∗/Z)√

1 + Z∗/Z
. The stopping power

associated with electron- bound electron collisions is given by Bethe formula (3.1

), without the density correction δ and substituting Ip by Ip,Z∗ and Z by Z −Z∗

The stopping power associated with electron- free electron collisions derived in
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[101, 102] reads

S(E)i,e = −ni2πr
2
emec

2Z
∗

β2

[
ln

(
(γ − 1)m2

ec
2λ2

D

2~2

)
+1− (2γ − 1) ln 2

γ2
+
(γ − 1)2

8γ2

]
,

(3.2)

with ~ = h/2π the reduced Planck constant. And the stopping power due to

excitation of plasmons is given by [103].

S(E)i,p = −ni2πr
2
emec

2Z
∗

β2
ln

[
β2c2

ω2
pλ

2
D

]
. (3.3)

The total collisional stopping power in an ionized plasma is then the sum of

the three stopping powers. The collisional stopping power varies slightly with

increasing background electron temperature. However, for moderately ionized

plasma (i.e. low background electron temperature), energy losses are mainly due

to electron-bound electron collisions and at higher plasma electrons temperature,

they are predominantly due to electron-free electron collisions.

In addition to energy losses via collisions, radiation losses (bremsstrahlung)

[104] due to deceleration of the incident electron when deflected by the nuclei,

have to be considered at incident energies of tens of MeV and in high material

density. S(E)r scales with the incident electron energies and Z2, and also con-

tributes to the total stopping power, for example in high density material such

as Pb [105]. A ’critical energy’ Ec, corresponding to S(Ec)r = S(Ec)i can be ap-

proximated in a solid using Ec =
610MeV

Z + 1.24
. As example, in Cu Ec ∼20 MeV, in

Al Ec ∼ 42 MeV and in Au Ec ∼ 7 MeV.

The stopping power gives an estimate of the continuous slowing down approxi-

mation (CSDA) range R, which is the distance it takes to slow down an electron

with initial kinetic energy E1 to rest. The calculation assumes that the electron

slows down continuously from the initial to the final energy

R =

∫ 0

E1

(
dE

ds
)−1dE [106].
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3.2 High-current fast electron beam transport

in the solid

A fast electron beam propagating in matter experiences, along with the colli-

sional processes, collective effects due to the self-generated fields in the matter.

As example, at laser intensity of the order of 1019 W.cm−2, 1014 electrons can be

produced, with energies ranging from 250 keV to 1 MeV and beam density of the

order of 1019 cm−3. The propagation of such a beam, with a very high current

density ∼ kA/µm2, is possible if its current is neutralized. The current propa-

gation and the perturbation of the background neutrality leads to self-generated

fields that act on the beam propagation.

3.2.1 Beam transport in cold plasma beyond the Alfven

limit : Charge neutrality and return current of ther-

mal electrons

The propagation of an electron beam, with density of the order of 1021 cm−3, in

few orders of magnitude higher matter with electron density (1023 cm−3), should

be limited by the Coulomb explosion (the beam would explode without the sur-

rounding matter). However, the localized excess of negative charges generates an

electric field. This excess is neutralized as the thermal electrons are pushed out

of the incoming fast electron beam by the electric field, thus enabling the beam

propagation. The charge equilibrium is achieved in a time equal to ∼ 1/ωpe in

a collisionless medium and ∼ 1/σ ∼ νei/ω
2
pe in a collisional medium, with σ the

medium conductivity.

The current that can propagate in a solid is limited by the self-generated mag-

netic field that tends to pinch the beam and can reverse the course of the outer

electrons in the beam. The maximum current that can travel in vacuum is given

by the Alfvèn limit IA[A] =
βγmc3

e
∼ 1.7.104βγ, with β and γ the velocity nor-

malized to c and the Lorentz factor of the fast electron beam respectively. A
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current exceeding this limit is stopped. This limit means that a current larger

than IA generates a magnetic field large enough that the Larmor radius (rg) of

the electrons becomes smaller than the beam radius.

The fast electron current (∼ MA) can propagate in a solid, beyond the Alfvèn

limit, due to the ’return current’. The return current maintains the total cur-

rent value below the Alfvèn limit. This return current originates from the ’axial

electrostatic field’ Eemf (Faraday’s law) induced by the temporal variation of

the self-generated azimuthal magnetic field. Eemf prevents the B-field growth by

generating a ’return’ or ’cold’ counter propagating current. However, the fast

electron beam radius, rf , has to be bigger than the magnetic skin depth of the

plasma λe ∼ c/ωpe, the distance over which the magnetic field expands, in order

to obtain an efficient neutralization of the current. The conductivity σ of the

propagation medium also affects the current neutralization, as the collisions in

the solid lead to a diffuse return current and thus magnetic diffusion. Therefore,

an efficient beam neutralization takes place during a limited time of the order of

the magnetic diffusion time, given by τd = [µ0r
2
fσ]. For the experimental studies

presented in this manuscript, τd∼10s of ps (longer than the beam duration ∼1

ps).

3.2.2 Self-generated fields

The fast electron beam can propagate in the solid beyond the Alfvèn limit due

to current neutralization (i.e. cancellation of the local magnetic field). However,

even with quasi perfect current neutralization resistive fields appear in the solid.

The magnetic collimation of fast electron beams has been widely investigated

numerically and experimentally [23–25, 107–114].

Suppose perfect current neutralization(Jf = Jb), using Ohm’s laws

E = −ηJf = ηJb, (3.4)
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with Jb, Jf the thermal and fast electron current density respectively, and Maxwell-

Faraday’s equation

∂B

∂t
= −∇× E = ∇× (ηJf ) = (∇η)× Jf + η(∇× Jf ), (3.5)

Davies et al. [115] derive simple expressions linking the electric and magnetic

fields to the laser parameters (assuming a Gaussian laser pulse profile) and the

background resistivity

Emax[V/m] ∼ 6×109
[(

η

2× 10−6[Ωm]

)(
ηL−e

0.3

)(
IL

1017[W/cm2]

)2/3(
1[µm]

λL

)2/3]
,

(3.6)

and

Bmax[T ] ∼ 230

[(
η

2× 10−6[Ωm]

)(
2τL
1[ps]

)(
10[µm]

rf

)(
ηL−e

0.3

)
(

IL
1017[W/cm2]

)2/3(
1[µm]

λL

)2/3]
(3.7)

Those expressions make it feasible to infer the threshold IL below which the fast

electron beam transport is more likely collisional [115]. Davies et al. [115] conclude

that noncollisional effects are most important at high intensities. Furthermore,

the magnetic field is higher in calculations with tighter focal spots and longer

pulses.

From equation (3.5), the term ((∇η) × Jf ) implies that the spatial variation of

the background resistivity affects the magnetic field [76, 108, 109], i.e. the fast

electrons are pushed toward high resistivity regions of the plasma. Whereas, the

term (η(∇×Jf )) pushes the electrons to higher Jf and focuses the beam. Finally,

as the fast electrons propagating on axis can rapidly heat the plasma to high

temperature, the resistivity, scaling as T
−3/2
b , is then reduced on axis and the

beam forms an annular pattern.
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3.2.3 Background plasma heating

Part of the fast electron beam kinetic energy is transferred to the return beam

via the self-generated fields. The return current, in turn, transfers part of its

energy via Ohmic heating to the background plasma. The Ohmic heating can be

approximated using a simple model [116, 117], assuming that part of the energy

lost by Jf is transfered to the background plasma via resistive heating associated

to Jb, and the rest to the magnetic field.

Using Poynting’s theorem (energy conservation for the electromagnetic field), the

rate of energy transfer per unit length can be obtained by time integration of the

power lost by the fast electron beam to the E-field (Jf ·E). For a Gaussian beam

profile, the kinetic energy lost by the fast electron beam per unit length is given

by

Wf (t) =
I2f

4πϵ0c2
ln

(
1 + 2

t

τd

)
, (3.8)

with If = eπr2fnfvf the total current of the fast electron beam and nf , vf the fast

electron beam density and velocity respectively. The beam, after 1 ps, typically

loses tens of mJ per µm.

The Ohmic heating of the background plasma per unit length is obtained by time

integration of Jb · E = ηJ2
b

Wb(t) =
1

2

I2f
4πϵ0c2

ln

(
1 + 4

t

τd

)
(3.9)

The background plasma temperature (in pratical units) can be deduced by using

a perfect gas model [117]

Tb[eV ] ≈ 400β2

(
Z∗ni

6.1022[cm−3]

)−1(
nf

1020[cm−3]

)(
η

10−6[Ωm]

)(
t

500[fs]

)
,

(3.10)

with β the velocity of the fast electron beam normalized to c. The ionization state

Z∗, as a function of the temperature, can be approximated using More’s formula

[100] based on the Thomas-Fermi’s theory.

A rough estimate of the collisional heating (for a cold plasma and neglecting the
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density correction) can be obtained by multiplying the collisional stopping power

of equation (3.1) with the number of fast electrons, in a duration t, equal to

(nfπr
2
fvf t).

The ratio of collisional heating and Ohmic heating, for the typical experimental

parameters of this work (in Al targets), shows that heating of the target is mainly

due to the return current, thus of Ohmic origin [117].

3.2.4 Fast electron recirculation

After escaping the dense plasma, while the electrons propagate into the vacuum

region strong self-generated electrostatic fields, due to charge separation, slow

them down and pull the ’low energy’ electrons back into the target [43, 118–120],

where they recirculate. The fast electrons reaching the front boundary can also

be reinjected into the solid where they recirculate until they lose their energy.

The fast electrons can make multiple round-trips of the target, depending on

their initial velocity and the target thickness and density, as their collisional

range can be several hundred microns at solid density. Note that if the electrons

are still collimated within the laser focal spot at the front surface, they can be

reaccelerated in the solid by the laser pulse (if the laser pulse is still present).

Finally, only a small fraction of the fast electron beam (few%) [43, 121], with

energies > few MeV, escapes the sheath potential.

Fast electron recirculation, depending on the target thickness and volume, can

modify the fast electron beam distribution, heat the background plasma to 100s

of eV for mass limited targets [41, 85] and enhance the maximum proton energy

in thin foils [122].

3.3 Beam- plasma instabilities

In the previous section, a perfect current neutralization is assumed and the self-

induced fields act little on the electron distribution. However, various microscopic
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(within the fast electron beam) and macroscopic (on a scale of the order of the

beam radius or larger) instabilities can occur while the beam propagates in the

plasma, altering the fast electron beam distribution. Some of them are described

in this section.

3.3.1 Microscopic instabilities

Microscopic instabilities originate from the inter-penetration of two counter stream-

ing beams. This gives place to a longitudinal and transverse velocity dispersion

that turns into instabilities. The importance of any type of instability is defined

by its growth rate. The growth rate of microscopic instabilities is proportional to

the beam or background electron plasma frequency.

Figure 3.3: 3D PIC simulation copied from Bret et al. [123]. The figure presents

isosurfaces of the fast electron beam and the background at ωpet=160 (two-stream

instability) and ωpet=560 (filamentation instability). The run is made at a density

ratio (fast electrons (f) and background plasma (b)) nf/nb=0.1, γf=3, kBTf=50

keV and kBTb=5 keV.

The two-stream instability [124] is of electrostatic longitudinal nature with

a wave vector (k) parallel to the beam. The two-stream instability, shown in fig-

ure 3.3, can be suppressed in a highly collisional plasma. It can be induced by an
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energetic beam injected in a plasma, exciting a plasma wave. The plasma wave

has a lower velocity, so this difference in the velocities tends to slow down the

electron beam. This instability can lead to an important energy transfer between

the fast electron beam and the background plasma.

The electromagnetic filamentation instability or Weibel instability [125], as-

sociated with a non collisional, hot or moderately dense plasma, is mostly elec-

tromagnetic and transverse, i.e. k is normal to the beam. It originates from the

magnetic repulsion between the counter-propagating beams that perturbs the

magnetic fields, then leads to a break up of the beam currents into filaments.

Consider homogeneous current which is neutralized by a counter propagating

one. Due to a small perturbation of its density profile and hence of the mag-

netic field, the plasma return current will not fully neutralize the perturbed mag-

netic field. Consequently, micro-currents (filaments) are generated with a typical

size of skin depth ∼ c/ωpe (∼ 1.6 × 10−3 µm for a typical solid density of 1023

cm−3), surrounded by an azimuthal magnetic field that will further pinch each

filament, carrying at maximum about the Alfvèn limit current[126]. The micro-

currents and magnetic fields develop until saturation and if there are neighboring

co-propagating filaments their like currents attract and they tend to coalesce.

Therefore, the number of filaments decreases with propagation distance. Because

the coalescence of two Alfvèn current carrying filaments produces a filament that

can’t exceed the Alfvèn limit, the excess energy contained in the original filaments

is transferred to the background, which is heated [127]. The Weibel instability

does not affect significantly the macroscopic beam transport inside the solid, how-

ever 2D/3D PIC simulations by Adam et al. [21] show that the initial divergence

of the fast electron beam (20◦-40◦), for laser intensities varying from 1018 to 1021

W.cm−2, interacting with a sharp density gradient, is due to the development of

very thin and very intense filaments.

While the Weibel instability is associated with a collisionless background plasma,

Resistive filaments [22, 128], which are dominant at high densities, are driven

by the magnetic field associated with (∇η) × Jf . Disregarding the displacement

current, the return current can be expressed from Ohm’s law taking into account
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the magnetic diffusion

∂B

∂t
+

1

µ0

∇× (η∇×B) = ∇× (ηJf ) (3.11)

E = ηJb = η(
1

µ0

∇×B− Jf ) (3.12)

As for the Weibel instability, it originates from the magnetic repulsion of counter-

propagating electron currents. The typical time of B-field generation within a

micro-current of radius a is of the order of the magnetic diffusion time µ0a
2/η.

The filaments are ∼2-5 µm wide, with a total current per filament close to the

Alfvén limit. Gremillet [117] also demonstrated that the growth rate increases

with the resistivity, increasing the magnetic field strength. However, the growth

rate saturates more quickly as the magnetic diffusion time decreases with increas-

ing resistivity.

3.3.2 Macroscopic instabilities

The limited conductivity of the background plasma generates instabilities that

develop on the scale of the fast electron beam radius. The growth time of the

macroscopic instabilities is comparable to the magnetic diffusion time (∼ ps),

much slower than the microscopic mechanisms.

Figure 3.4: Images of the CTR emission spatial distribution copied from Storm et

al. [17]. The images show the target’s rear surface emission. An annular structure

can be seen for the 50 µm-thick Cu target.
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The Hollowing instability [76, 108, 109, 117] reduces the fast electron beam

current to a minimum value on-axis. Consider a fast electron beam injected in

a plasma; the finite conductivity of the background plasma results in a non-zero

total current, which focuses the fast electron beam on-axis. The peak on-axis den-

sity leads to localized on-axis plasma heating. The plasma resistivity, scaling with

T
−3/2
e , is then reduced on-axis, leading to an on-axis return current density peak.

Mutual repulsion of forward and counter propagating current leads the electron

beam to hollow (forming an annular pattern) as it propagates [17], as shown in

figure 3.4.

A transverse motion of the fast electron beam should be balanced by the restoring

force of the magnetic field. Thus, the beam oscillates around its initial propaga-

tion axis before stabilization. Due to the finite conductivity of the background

plasma, the return current is then diffused, preventing the beam stabilization

(Hosing instability) [117, 129].

The ionization instability [130, 131] occurs when the fast electron beam prop-

agates in a dielectric target, where the field ionization by the fast electron beam

generates free electrons which can step up the neutralization current. The strong

electric field is due to the charge separation at the edge of the propagating fast

electron beam. Filaments form due to the instabilities of the ionization front re-

lated to the electric field ionization process. This instability is located only at

the fast beam edge during its propagation through the insulator. The penetra-

tion depth of the fast electron beam in plastic targets is comparable with that in

metals, however in plastic beam filamentation appears after a propagation of few

10s of µm.

3.4 Ion acceleration

Several ion acceleration mechanisms have been identified in laser-solid interac-

tions. In the target normal sheath acceleration (TNSA) mechanism [8], a fast

electron population expanding into the vacuum leads to ion acceleration. In the
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radiation pressure acceleration (RPA) mechanism [132], the accelerating field is

due to the charge separation induced by the combination of the radiation pressure

and electrostatic force. The breakout afterburner (BOA) [133] ion acceleration,

in the ultrahigh contrast ratio laser- ultrathin targets (10s of nm), is sequence of

TNSA, enhanced TNSA and the laser ”break out afterburner”. A complete de-

scription of ion acceleration in laser-plasma interaction can be found in [10, 27].

TNSA generated protons are used in this work as diagnostic of the fast electrons.

This acceleration mechanism and the model used to link both species are de-

scribed in this section.

Figure 3.5: Cartoon representation of the TNSA mechanism. The protons are
accelerated by the space-charge electric field generated by fast electrons escaping
from the target.

3.4.1 TNSA

It was well established since 1986 [134] that the physics underlying the ion acceler-

ation processes, in laser-matter interactions, is directly linked to the fast electrons

properties. The fast electron beam, generated at the target front surface during

the interaction, propagates through the solid and reaches the rear surface. There,

the fast electrons escaping the solid set up an electrostatic field (TV/m) due to

charge separation. This shield field expands up to the Debye length of hot elec-

trons. Contaminants like water and oil vapor condensed on the back of the target
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are ionized and accelerated in the direction normal to the rear boundary by this

strong E-field, as shown in figure 3.5. This accelerated proton beam is quasi col-

limated and can reach peak energies of tens of MeV.

In parallel to the ion acceleration, as already mentioned part of the electrons

trapped in this sheath field are reinjected into the solid where they recirculate,

enhancing the proton acceleration [122]. Some electrons recirculate within the

sheath field or spread laterally at the rear boundary. The most energetic elec-

trons of the energy distribution, with kinetic energies higher than the potential

of the sheath fields, escape into the vacuum. In the same way, at the target front

surface a sheath field is also created that leads to ion acceleration from the front

surface and to recirculation of the electrons in the solid [135].

3.4.2 Plasma expansion model

As already mentioned, TNSA generated protons can be used as diagnostic of the

fast electron beam. The model of 1D isothermal plasma expansion into vacuum

links the experimentally measured proton maximum energy to the fast electron

beam density. This model, described below, was derived by Mora [136] in 2003.

The model has been widely used previously and it requires knowledge of three

main parameters: the fast electron density, the fast electron mean temperature

and the ion acceleration time. Those parameters can be extracted from numerical

simulations.

The isothermal expansion is described by a fluid model with hot electrons of a

given temperature and cold ions, i.e. protons in this work.

At t=0, a semi infinite plasma initially occupies the half space (x < 0), with

x = 0 the plasma-vacuum interface. The protons are cold and at rest with a

step-like density profile (np = np0 for x < 0 and np = 0 for x > 0), whereas, the

electron density, ne0, follows a Boltzmann distribution

ne(x) = ne0 exp (eΦ(x)/kBTe), (3.13)
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with Φ the electrostatic potential, and ne0 = Znp0 the initial electron density in

the unperturbed plasma (x = −∞). Z, the atomic number, is equal to 1 for the

proton. The electrostatic potential satisfies Poisson’s equation

∂2ϕ(x)

∂x2
=

e

ϵ0
(ne − Znp) (3.14)

The initial electric field Efront,0 = −∂Φ/∂x, at the ion front (initially at x = 0),

is obtained by integration of equation (3.14) from x = 0 to ∞

Efront,0 =

√
2

exp(1)
E0, (3.15)

with E0 =

√
ne0kBTe

ϵ0
=

kBTe

eλD,0

, and λD,0 the initial Debye length. The electric

field, maximum at the plasma-vacuum interface, decreases exponentially in the

plasma and as kBTe/(ex) in the vacuum. As an example, for kBTe ∼1 MeV and

ne0 ∼ 1× 1021 cm−3, the peak electric field reaches ∼ 3× 1012 V/m, much higher

than the threshold for field-ionization of hydrogen.

At t > 0, the protons expand driven by the electric field, which is generated by

the fast electrons escaping the target and forming a sheath field at the target

rear boundary. The model makes the assumption of quasi-neutrality ne ≃ Znp

and the electrons are assumed to stay in equilibrium with Φ. The ion expansion

is governed by the hydrodynamic equations of continuity and motion

(∂/∂t+ vp∂/∂x)np = −np∂vp/∂x (3.16)

(∂/∂t+ vp∂/∂x)vp = −(Ze/mp)∂Φ/∂x, (3.17)

with vp the ion velocity and mp the ion mass. A self similar solution is found, for

x + cst > 0, based on the quasi-neutrality assumption and using the ion sound

velocity cs =
√

(ZkBTe)/mp [136]

ne = Znp = ne0 exp (−
x

cst
− 1) (3.18)
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vp = cs +
x

t
(3.19)

Ess =
kBTe

ecst
=

E0

ωppt
, (3.20)

with ωpp the proton plasma frequency and Ess the self similar electric field. The

self-similar solution is valid for ωppt > 1 (i.e. when λD,0 is smaller than the proton

density scale length cst). Furthermore, the self-similar model predicts a proton

velocity increasing without limit for x → ∞. To solve this problem, the position

of the ion front, where the ion velocity is maximum, can be roughly estimated

from the limit of validity of the self similar solution (i.e. where the local Debye

length equals cst). At this position, the self similar solution predicts a proton

velocity equal to 2cs ln (ωppt). The electric field at the ion front is then 2Ess [136].

The electric field at the ion front, valid for any time is given by [136]

Efront =

√
2

exp(1)

E0√
1 + t2p

, (3.21)

with tp = ωppt/(2 exp(1))
1/2. Knowing Efront from expression (3.21), the ion front

velocity using the equation of motion, then the ion front position can be derived

as function of time

vfront ≃ 2cs ln (tp +
√

t2p + 1) (3.22)

xfront ≃ 2
√

2 exp(1)λD,0[tp ln (tp +
√
t2p + 1)−

√
t2p + 1 + 1] (3.23)

The maximum proton energy is then

Emax ≃ 1

2
mpv

2
front ≃ 2ZkBTe

[
ln(tp +

√
t2p + 1)

]2
(3.24)

The complete derivation can be found in Mora’s paper [136] and also in [137].

From expression (3.24), it can be noticed that there is no time limit to ion en-
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ergy gain. The electric field, being proportional to a constant Te (isothermal) and

uniform in space (1D), provides an infinite energy source for ion acceleration.

However, the expansion can be considered as isothermal as long as the laser pulse

accelerates electrons in the solid. Therefore, a cutoff energy Emax is obtained by

using a finite acceleration time, tacc of the order of the laser pulse duration, in

the expression tp = ωpptacc/(2 exp(1))
1/2 [135, 138, 139].

The drawbacks of this simple model come from the simplifying assumptions that

do not take into account, for example, the finite size of the target that limits the

fast electron reservoir, and the cooling down of the electrons, so that the distribu-

tion is no longer isothermal. The fact that electrons escape the target limits the

acceleration potential. To include some of these effects, Mora [140] also developed

a model taking into account the finite size of the target, and adiabatic cooling

down, and including [141] a two temperature electron distribution function. Other

expansion models are presented in [10, 27]. However, this model is widely used,

and in spite of the limits of the model it reproduces with reasonable error margins

the maximum proton energy, energy spectra while remaining relatively simple to

implement.

3.4.3 Ion beam characteristics

Since the ions are accelerated by the electron sheath on the target surface (TNSA),

their spatial and angular characteristics are determined by the spatial distribu-

tion of the electron sheath. Structures in the proton beam spatial profile arise

from a perturbed or filamented electron beam [142].

The accelerating electric field being normal to the electron density iso-contours,

a bell-shaped electron beam density distribution leads to a divergent ion beam.

Therefore, ions of lower energy will have larger divergence than the ones acceler-

ated from the sheath tip [143]. Fits to experimental data confirm that the sheath

distribution is a Gaussian-like distribution [144] as has also been observed directly

in sheath imaging data [145]. The ion source size [146] can be inferred using, for

example, grooved targets or metal meshes placed between the ion source and the
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detector [147, 148]. Using microgrooved targets [149], a proton beam source size

equal to ∼240µm has been obtained on the Vulcan laser. Moreover, a decreasing

full angle of beam spread is found for increasing proton energy (from 62◦ to 15◦

for the Vulcan laser) [149].

TNSA generated proton beams typically show an exponential energy spectrum

up to a specific cutoff energy [150, 151].

Finally, the quality of a beam is defined by its emittance. A low emittance means

a high beam laminarity (i.e. the proton trajectories do not overlap) and focus-

ability. The transverse beam emittance ([mm.mrad]) is the product of the beam

radius at the waist by the beam divergence. The transverse emittance of laser

accelerated protons can be less than ∼ 0.1 πmm.mrad [10].
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Methods

The experimental results discussed in this thesis were obtained using high inten-

sity laser systems employing the chirped-pulse amplification (CPA) technique [3],

introduced in the first section. The energy of the Gaussian laser pulses on target

varied from 3 J to 135 J, in a pulse duration 0.8± 0.2 ps, giving peak intensities

varying from 2 × 1018 to 6 × 1020 W/cm2. The laser pulse was focused by an

off-axis parabolic mirror onto a solid target to a spot diameter of order of few

microns. The targets used are metallic foils, typically aluminium, gold or copper

with thicknesses ranging from 5 to 1500 µm. To characterize the properties of the

beam of fast electrons generated during the laser-solid interaction several direct

and indirect techniques are commonly employed [152]. A main constraint on the

choice of detector, placed inside the interaction chamber, is that it must survive

the electromagnetic pulse generated during the interaction. An optical probe can

be used to characterize the preplasma expansion and density at the target front

surface [153]. The reflected laser beam at the target front surface enables the

percentage of laser energy absorbed in the solid to be inferred. Harmonic gener-

ation at the target front surface enables the dynamics of the critical surface to

be investigated [154]. Indirect methods based on X-ray emission measurements

(2D imaging and spectroscopy [42, 155]) are used to probe the transport of the

fast electron beam in the solid. A direct measurement of the fast electron beam

distribution at the target vacuum boundaries can be made by imaging Coherent
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and Optical Transition Radiation emission [118, 156].The TNSA-generated pro-

tons can be also be used as to infer the fast electron beam density. GafChromic

R⃝Radiochromic films (RCF) [149] built into stacks are positioned a few centime-

ters behind the target rear surface. The energy distribution of the fast electrons

leaving the solid can be obtained using an electron spectrometer [157].

To support the experimental observations, a range of numerical tools, from sim-

ple 1D analytical models to sophisticated 3D numerical simulations provide addi-

tional insight into the laser-matter interaction, hot electron generation and trans-

port processes. This chapter describes the methods used in obtaining the results

presented in the experimental chapters such as the TNSA-generated ion-beam

measurement technique and the 2D imager of the Kα emission from a fluorescent

layer. Finally, the different numerical methods are presented. The chapter begins

with an overview of CPA pulse generation and focusing.

4.1 CPA laser chain

In this section a typical laser chain based on the chirped-pulse amplification

technique [3] is presented.

4.1.1 CPA laser chain

Since the discovery of the CPA technique, presented in figure (4.1), pulsed laser

system are able to reach relativistic peak laser intensities of the order of 1018-

1022 W/cm2. Such high laser intensities enable, among other things, to accelerate

relativistic electrons. Femtosecond laser pulses enable time resolved pump-probe

experiments or micro-machining applications.

The CPA technique involves the generation of tens of femtoseconds, ∼tens of

nanojoules pulse (oscillator) which is stretched temporally to up to tens of pi-

coseconds (stretcher), then amplified to up to tens-hundreds of Joules (∼ 3 − 4

amplifier stages) and then re-compressed to ∼ tens of femtoseconds (compressor).
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Figure 4.1: CPA technique: The nanojoule femtosecond laser pulse is temporally
stretched to tens of picoseconds then the pulse energy is amplified to tens of
Joules before being re-compressed temporally to obtain tens of Joules, tens of
femtoseconds laser pulses.

This temporal stretching of the pulse is necessary as a direct amplification of the

pulse would result in a pulse peak power much higher than the damage thresh-

old of optical elements. In general the laser pulse temporal (imposed by the gain

medium) and spatial profiles (imposed by the laser cavity) are Gaussian.

4.1.1.1 The oscillator

A typical pulsed oscillator, shown in figure (4.2), consists of a gain medium cut

at a Brewster angle such as a highly doped Ti:sapphire crystal, that possesses

a broadband spectral bandwidth ranging from 650 to 1100 nm and peaking at

around ∼800 nm, dichroic dispersive focusing mirrors, high reflective mirrors

and an output coupler (OC). The dispersive mirrors are inserted to compensate

for spectral dispersion induced in the laser rod. The output coupler is wedged to

prevent unwanted reflections from the rear of the substrate. The additional spatial
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chirp introduced by the wedged plate has to be compensated by a compensating

plate (CP). The Ti:sapphire crystal is pumped by a 5 W CW (continuous wave)

laser operating at 532 nm. The pump beam is focused by a lens placed behind the

cavity mirror. A typical oscillator delivers ∼ 25 fs 4 nJ pulses at a repetition rate

of 75 MHz. Without forcing the mode-locking of the cavity, then obtain a laser

pulse, the system will operate in CW mode. The mode-locking of a laser cavity

consists in forcing the longitudinal modes of the cavity (i.e. the standing waves

frequency) to be in phase, there is only one place in the cavity where the electric

fields add together constructively. Therefore, the laser oscillator must support a

large number of longitudinal modes (104−105). The mode-locking can be forced in

the oscillator through three main techniques referred to as passive, active and self-

mode-locking. Passive mode-locking is achieved by placing a saturable absorber

in the laser cavity. The absorber, which may be a dye solution, normally opaque

gradually bleaches (become transparent) with increasing light intensity. Active

mode-locking is achieved by amplitude modulation using an electro- or acousto-

optic modulator. Self-mode-locking, the most used technique, is based on the

optical Kerr effect. The laser pulse experiences in the cavity additional focusing

through the nonlinear refractive index of the gain medium. The cavity is arranged

for perfect overlap of the high intensity pulse in the gain medium. Generation of

an initial high-intensity spike is obtained by physically perturbing a cavity mirror

to create an instability in the cavity resonator.

Figure 4.2: Typical MHz Ti:Sa Femtosource oscillator, reproduced from an inter-
nal report, delivering nJ-fs laser pulses at 800 nm central wavelength.
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4.1.1.2 The pulse stretcher/compressor

The temporal stretching and the re-compression of a laser pulse is obtained by

varying the optical path lengths for the different wavelengths, the principal of

both optical systems in shown in figure (4.3). The pulse is temporally stretched

by traveling through a positive delay line (the long wavelength ’red’ travel the

shortest path) consisting of a pair of antiparallel diffraction gratings separated

by a magnification of (-1) optical system. The re-compression [158] occurs when

the pulse passes through a negative delay line consisting of a pair of two paral-

lel gratings (pulse compressor), that should compensate the positive delay line.

The stretching/re-compression of the pulse is obtained by tunning the distance

between the gratings. The most used stretcher is based on the Öffner triplet, the

stretcher detailed design and calculations can be found in [159]. The triplet com-

bination is composed of two spherical mirror (one mirror concave and the second

convex) and a single grating. The system is almost aberration-free [160, 161] as

it utilizes no lens.

4.1.1.3 The regenerative amplifier and multi-pass amplifiers

After the stretcher, the seed pulse is injecting into a regenerative amplifier by a

fast polarization switch using thin film polarizers and a Pockels cell made of KDP

(potassium dihydrogene phosphate). The regenerative amplifier is a laser cavity

where the laser pulse is amplified to 1.2 mJ by successive passes (around 12 round

trips) through the gain medium pumped by a Q-switched pump laser. After gain

saturation the seed pulse is expelled from the laser cavity and then injected into

a multi-pass pre-amplifier ( to ∼20 mJ), where it performs several passes through

the gain medium. It is then amplified to ∼2 J in the following amplifier stages

consisting of a 4 pass in the gain medium pumped by several Q-switched pump

lasers.
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Figure 4.3: Pulse stretcher/compressor arrangement. In order to re-compress the
laser pulse to its original duration, the distance between the gratings in the
stretcher (S) and the compressor (L) must be the same.

4.1.2 Temporal characteristic of a Gaussian pulse

The amplitude of the electric field associated with a chirped Gaussian pulse, as

shown in figure (4.4), is given by

E(t) = E0

(
e−Γt2e−iωLt

)
, (4.1)

with E0 the E-field amplitude, ωL the carrier frequency. The electric field oscillates

at the angular frequency ωL corresponding to the central wavelength of the pulse.

IL is given by

IL(t) = I0e
−2Γt2 , (4.2)

where I0 is the peak intensity. Γ is related to the intensity full-width at half

maximum by FWHM =
√
2 ln 2/

√
Γ.

The intensity IL[W/cm2] of the laser pulse is defined as the laser pulse energy
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(EL) per second (the pulse duration τL) per unit area (the spot area defined by

the radius referred as to w in the chapter)

IL[W/cm2] =
EL

τL(πw2)
. (4.3)

The local intensity, for a linearly polarized laser pulse, is related to the amplitude

-40 -20 0 20 40
-1.0
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 E

Time (fs)

Figure 4.4: Intensity and Electric field of a ∼ 20 fs chirped laser pulse.

E of the electric field via 1
2
cϵ0|E(t)|2.The maximum of the normalized vector po-

tential a0 ≥ 1 (IL ≥ 1018 Wcm−2) defines the relativistic regime thus accelerates

electrons to relativistic velocities while oscillating in the laser field.

4.1.3 Focused Gaussian laser beam

Most high intensity experimental setups use focusing optics such as off axis

parabolas to focus the laser pulse onto the target. This section discusses the

beam properties after focusing [162].

A perfect Gaussian beam, where only the fundamental mode TEM00 propagates,

with a initial radius w can be focused to a minimal radius of

w0 =
λLf

πw
, (4.4)
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FWHM diameter 50% of peak 

1/e2 diameter 13.5% of peak

propagation axis

Figure 4.5: Gaussian beam profile [162].

with f the focal length of the focusing optics, λL the laser pulse wavelength and

w0 the waist of the laser beam (IL
1
e2
). The distance over which the beam remains

focused with maximum intensity is defined by the Rayleigh length

zR =
πw2

0

λL

. (4.5)

zR is the distance over which the beam radius increases by
√
2. The propagation

of a Gaussian beam is illustrated in figure (4.5) and (4.6).

The radius of the Gaussian beam at a given position z on the propagation axis,

is given by

w(z) = w0

[
1 +

(
z

zR

)2
]1/2

. (4.6)

Near the laser focus, the divergence angle is extremely small. Far from the focus

the divergence angle approaches the asymptotic limit θ given by θ ∼= w(z)
z

= λL

πw0
.

This value is called the far field angular radius (half-angle divergence) of the

Gaussian beam.

The spatial beam quality is defined by the M2 parameter. As higher order modes

propagate in the cavity (in addition to the TEM00), the output laser beam spatial

profile is usually multi-mode and does not propagate according to equation (4.6).

A dimensionless beam propagation parameter has then been developed to deter-

mine the characteristics of real beam (i.e. taking into account all the TEM modes

oscillating in the cavity) propagation and is given by M2 =
w′

0.θ
′

w0.θ
, with w′

0 and θ′

the waist and far-field divergence of a real beam, respectively. A pure Gaussian

beam is defined by M2 = 1.
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Figure 4.6: Propagation of a Gaussian beam [162]: The laser beam shows small
divergence up to the Rayleigh length zR, where the beam radius is increased by√
2, then starts to diverge with respect to equation (4.6).

4.2 Diagnostics of fast electron transport in solids

based on X-ray emission measurements

One of the primary diagnostics of fast electron transport in dense targets is spec-

trally and spatially resolved measurements of Kα emission. The Kα emission,

from buried fluorescence layer, enables the fast electron beam size at a given

depth in the solid, the background heating and the fast electron number, and the

laser-to-electron conversion efficiency to be inferred.

4.2.1 Kα emission

While propagating through the solid, the fast electrons lose energy to the back-

ground by collisions, which transfer kinetic energy via several mechanisms such as

ionisation and excitation. Kα emission results from the transition of an electron

from L-shell to fill a vacancy left in the K-shell due to K-shell electron ionization

by impact of fast electrons with energy higher than the ionization threshold of

the K-shell. Thus the resultant vacancy in the inner K-shell can be filled by an

electron from another shell, as can be seen in the figure (4.7). An X-ray photon or

an ’Auger’ electron is emitted during this electronic transition to the inner shell.
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Figure 4.7: Cartoon of the K-Shell emission.

The probability that an electron of initial kinetic energy Ee ionises the K-shell

depends on the K-shell ionization cross section σK [163]. As can be seen in figure

(4.8), the Cu cross section presents a maximum around the ionisation potential at

∼ 50 keV. This indicates that the Cu Kα signal is highly sensitive to electrons in

this range. At higher energies, the cross section decreases and increases again due

to relativistic effects [163]. The fluorescence yield for a K-shell vacancy Wk [164]
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Figure 4.8: Differential cross section for K-Shell ionization of Cu [163] as function
of electron energy.

is equal to Z4/(Z4 + 1.12× 106), where Z is the atomic number. This represents

the fraction of excited atoms that go through radiative decay (in competition

with the Auger decay), which increases with increasing Z. The expected number

of Kα photons NK (the Kα yield) emitted by a layer of thickness dL is directly
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proportional to the number of electrons and is given by

NK = Ne(Ee)σK(Ee)WKnidL (4.7)

[41] , where Ne(Ee) is the number of electrons at energy Ee and ni is the number

density of the fluorescent layer. The Kα emission is considered isotropic and thus

NK is the total photon number into 4π steradians.

Finally, the discrete shift in the K-shell emission wavelength (depending on the

ionisation state of the layer) from the multiply ionised fluorescent layer (the Kα

emission spectra) allows the layer temperature to be inferred by measuring the

change in the Kα line ratio. Numerical simulations with a collisional radiative

code such as FLYCHK [165] are required to calculate from the measured spectra

the heating of the ionized layer [166].

4.2.2 2D imaging crystal

Figure 4.9: Cartoon showing spherically bent Bragg crystal.

Two-dimensionally spherically-bent Bragg crystals, such as quartz 100 [167]

or quartz 101 [168], are routinely used to obtain monochromatic spatially resolved

2D images of X-rays emission, for example the images shown in figures (4.10), of
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planar targets with buried fluorescent layers [14, 15]. High spatial resolutions of

∼ 2 µm have been achievied using a quartz 101 crystal.

The system and alignment procedure are detailed in Koch et al. [155]: In order

to image a specific wavelength λL the Bragg equation must be satisfied

nλ = 2d sin θ, (4.8)

where θ is the grazing angle or Bragg angle of incidence, n is the order of reflection

and d the interplanar spacing. The system magnification is equal to the ratio q/u

where q is the distance from crystal to detector and u is the distance from crystal

to source. The diagnostic arrangement is shown in figure (4.9).

The Kα imager used in this work, to measure the Cu Kα lateral extent, consists

of a spherically bent Bragg crystal and FujiFilm BAS imaging plates [169, 170].

The crystal was composed of quartz 211 and had a 38 cm radius of curvature,

1.542 Å lattice spacing and a diameter of 22 mm. This required an incidence angle,

with respect to the crystal normal, of 1.3◦ in order to satisfy the Bragg condition

for second order diffraction for Cu Kα emission at ∼8 keV. The magnification

was 10. The spatial resolution at the source is of the order of ∼20 µm [171] (the

IP grain size is equal to ∼ (25× 25) µm2). The energy bandwidth ∆E was 8 eV,

thus Kα emission from line drift due to heating of the fluorescent layer may not

be recorded. The crystal was covered with Mylar to protect from debris and a

beam blocker was inserted between the target and the IP to avoid recording direct

emission from the target. As already mentioned, the Cu K-shell ionization cross

section by electron bombardment [172], presented in figure (4.7), shows a sharp

peak at an electron energy of ∼ 40 keV then rapidly decays between ∼ 50 keV

to ∼ 1 MeV and then finally increases slowly for higher energies. The electron

angular broadening due to scattering in the solid target is more significant for the

keV energy electrons compared to the MeV electrons. Because of the cross-section

local maximum at electron energy of ∼ 50 keV, the experimentally measured 2D

images of the Cu Kα could mainly provide the size of the 100s keV electrons.
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(b)(a)
250 m

400 m

Figure 4.10: An example of 2D imaging of the Cu Kα emission obtained from:
(a) 20µm-thick Cu mass limited disk; (b) 100µmAl-5µmCu-1µmAl targets.

4.3 Proton diagnostic: RCF

Stacks of calibrated GafChromic R⃝Radiochromic films (RCF), preferentially sen-

sitive to protons, are routinely used as diagnostics of the proton beam spatial

intensity and energy distribution. RCF dosimetry films [173] of the types HD-

810, HS and MD-55 are widely used for dose measurement of energetic photons,

electrons and protons (spatial distribution and dose measurement) [149]. RCF

Clear polyester

Active layer

Gelatin layer

Figure 4.11: HD-810 film configuration. The gelatin layer is 0.75µm-thick, the
active layer is 6.5µm-thick and the polyester is ∼97µm-thick.

are radiation-dose sensitive films consisting of an active layer that when exposed
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to ionizing radiation, changes its optical density from transparent to different

shades of blue depending on the amount of radiation (dose) absorbed by the film.

The configuration of HD-810 is shown in figure (4.11). The standard sensitivity

range, given by the manufacturer, is, for example, 10-400 Gy for the HD-810

(suitable for high doses) used in this work. RCF possess high spatial resolution

due to the small ∼ (2× 2) µm2 grain size of the sensitive layer. RCF needs to be

handled and stored with care as it is light-sensitive as well as being susceptible to

scratches that alter the film color. About 90% of the coloration takes place just

after irradiation. After 24 hours it increases by 16% then stays constant for years

if well stored.

Particles propagating in a plasma lose energy via collisions with the background

electrons and ions. While electrons gradually lose their energy in the background

plasma, ions deposit most of their energy at their stopping location (Bragg peak).

The SRIM code package [174] provides the Bragg curve (energy loss of the par-

ticle/unit path length (stopping power of the propagation layer) as a function of

the path length) of a specific propagation layer at a given initial ion energy. To

measure the proton energy spectrum, a stack of alternating layers of RCF and

filters is employed. The Bragg curve, and thereby the proton cutoff energy, is

then calculated using the SRIM code. The protons cutoff energy increases with

increasing stack depth. In order to extract the proton energy spectrum (i.e. to

extract the dose absorbed by each RCF), the RCF needs to be scanned. The

pixel value of the scanned RCF image, corresponding to an absorption value or

optical density, need to be calibrated with known dose for the specific scanner

used. In this work, stacked dosimetry film pieces (RCF HD-810) [149], positioned

5 cm from the rear of the target, are used to record the energy distribution and

spatial beam profile of the emitted proton beam. The energy range covered by

this diagnostic was 1.2 to 40 MeV.
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4.4 Simulation tools

The modeling of the laser- overdense plasma interactions can be performed by a

range of different types of code, as shown in figure (4.12). The appropriate choice

of the numerical code depends on the phenomena of interest as well as the avail-

ability of computation resources:

..

Kinetic

.

Fluid

.

Hydrodynamic
magnetohydrodynamic

(MHD) codes

.

Vlasov,
Fokker Planck

codes

.

Particle in cell
(PIC) code

.

Hybrid
code

Figure 4.12: Numerical models of plasmas.
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..PIC [175].

Laser- underdense /pre-

plasma interactions: ∼10 nc

.

Collision less/ mildly collisional

.

Field equations:

fixed grid (Eulerian)

Macro-particles: Mov-

ing grid (Lagrangian)

.

Track each macroparticle:

requires large resources

.

Thin target ∼ c/ωp-Simulation

of the fast electron (ions)

generation, acceleration

and transport in a plasma

( laser included)- run-

time few∼ ps-Detailed

evolutions of the plasma

..Hybrid[26, 107, 111, 113].

Electron transport

in Overdense plasma

.

Collisional with re-

sistivity model

.

Background=resistive fluid

Fast electron= PIC

.

PIC methods resolve only

fast electron Debye length

.

Thick targets

-Simulation of the fast elec-

tron beam transport in

a plasma (no laser, at a

given fast electron source)

- runtime few∼ ps
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..Hydrodynamic [44, 176].

Fluid described by aver-

age quantities (reduced

momentum dimension-

no particle tracking)

.

Lagrangian/ Eulerian grid

.

Lagrange: grid moves with

the fluid at the fluid velocity

.

Euler: grid fixed with

the moving through it

.

Collisional

.

Thick targets

-Simulation of the pre-

plasma expansion or

the plasma compression

- runtime few∼ ns

..Vlasov/VFP [24, 44, 177, 178].

temporal evolution of the

phase space distribution

function of a plasma: Vlasov

.

Eulerian or semi-

Lagrangian grid

.

Including Collisions: VFP

.

Avoid numerical

noise of PIC codes

.

-Simulation of the fast electron

(ions) generation, acceler-

ation and transport in a

plasma ( laser included)

-Detailed simulations of

the evolution of a plasma

4.4.1 Vlasov-Fokker Planck

Vlasov or Vlasov-Fokker Planck codes are methods for solving the Vlasov equation

that describes the evolution of the velocity/momentum distribution function of

plasma electrons (and ions). The Vlasov-Fokker Planck equation is the Vlasov

equation including a collision term composed of a drag part and a diffusion part.

The plasma is well described by a 6 dimensional phase space distribution function
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(f(r,v, t)) solution of the Vlasov equation. The Vlasov equation is

∂f

∂t
+ v.∇f +

q

m
(E+ v ×B).

∂f

∂v
= 0. (4.9)

E and B fields are calculated using Maxwell’s equations. Vlasov codes provide

a low noise detailed study of plasmas with a very high resolution of the phase

space.

However, those codes require heavy computational resources to follow the par-

ticles along their trajectories in 6D phase space (3D spatial grids+3D velocity

space grids) when solving the Vlasov equation. In addition, the large range be-

tween the maximum and minimum values of physical parameters, such as the

electron energy range requires also heavy computational resources. However, as

Vlasov codes directly solve the Vlasov partial differential equation, they avoid

the noise generated using PIC methods.

4.4.2 Particle In Cell code

The Particle-in-Cell (PIC) method is a general numerical method that in cases

of interest here solves the Vlasov collision-less kinetic equation of plasmas. Par-

tial differential equations are reduced to ordinary differential equations and dis-

cretized. The plasma is described by a group of macro-particles, themselves rep-

resenting a large number of real particles. They are tracked individually in a

volume described by a fixed grid. The grid-cell width ∆x where variations in

space are resolved and the time step ∆t, have to be chosen carefully to satisfy the

Courant-Friedrichs-Lewy condition for convergence while solving partial differen-

tial equations. Input parameters describing the initial physical conditions such as

the laser parameters, the background plasma parameters, the distribution func-

tion and the EM field also have to be provided. As an example, in OSIRIS code

[179] the number of macro-particles/grid-cell is fixed but the number density/grid-

cell can be varied meaning that the number of real particles that a macro-particle

in a cell represents varies from one cell to another. When modeling laser-overdense
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plasma interactions i.e. high plasma frequency ωp, the distance between two grid

points ∆x should be smaller than the Debye length to avoid artificial heating of

the plasma. The numerical heating is due to the non conservation of the plasma

total energy (only the momenta are conserved) in PIC codes. In laser-underdense

plasma interactions, the cell size should be a fraction of the laser wavelength λL,

typically in OSIRIS ∆x = λL/20. In 1D, ∆t must be smaller than ∆x/c.

As a particle can be anywhere within a cell, the charge of a particle is distributed

over neighboring grid points. Then the charge density (ρ) and the current density

(J = ρ× v with v the velocity) are evaluated on each grid point. Following from

this, the electric and magnetic fields (E, B) are calculated on the grid-points

using Maxwell equations (ϵ0∇ ·E = ρ) and (∇×B = µ0J+ 1
c2
∂E/∂t). The fields

are projected onto the macro-particles facilitating the calculation of the force

acting up on them. The macro-particles are then moved following the equations

of motion dp
dt

= −e(E+ v×B). Collision and collisional ionization processes are

in general poorly implemented in PIC codes (via Monte Carlo method).

The drawbacks of the PIC method are the generation of statistical noise and the

requirement for heavy computational resources.

4.4.3 Hydrodynamic

There exist different hydrodynamic methods that may be used to model a laser

induced plasma starting with a single fluid approach, extended to a two-fluid de-

scription (electrons and one ion species).

The fluid consists of electrons while the ions are treated as an immobile, neutral-

izing background. The plasma is characterized mainly by macroscopic parameters

such as the charge density, average velocity and temperature, which are functions

of spatial coordinates and time.

Hydrodynamic codes are grid-based methods where the macroscopic parameters

are evaluated on grid points. The grid can be static (Eulerian coordinates) or can

move with the fluid (Lagrangian coordinates).

The plasma, treated as a fluid in local thermodynamic equilibrium (the time it
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takes for a fluid particle to adjust to changes is short relative to the timescale

of the flow), is described by general macroscopic hydrodynamic equations closed

by an equations of state (giving the pressure and internal energy ei at a given

density and temperature) and transport coefficients (to include collisions).

The hydrodynamic equations, already described in chapter (2), are :

• The conservation of total mass (continuity equation)

∂ρm/∂t+∇.(ρmv) = 0

with ρm the mass density and v the velocity.

• The momentum conservation (Navier-Stokes equation)

ρm(∂v/∂t+ (v.∇)(v)) = −∇pp

with pp the pressure.

• The total energy density (including the internal heat energy) eT

∂ρmeT/∂t+∇.((ρmeT + pp)v) = 0.

Then, after closing the system of equations enumerated above with an appropriate

equation of state, the evolution of the fluid is obtained using the Navier-Stokes

equation where collisions and external fields can be included.

The drawback of hydrodynamic codes, and any codes modeling a resistive plasma

at low temperature, comes from the available plasma resistivity models, which

are in general not well characterized at low temperature and thus can generate

numerical artifacts.
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4.4.4 Hybrid code

When modeling fast electron transport in dense plasma using hybrid codes, the

fast electrons are represented by macro-particles of a given distribution function

and are treated kinetically (FP or PIC methods) while the background plasma is

treated as a cold resistive fluid. Therefore, hybrid codes provide detailed descrip-

tion of the fast electron evolution and the basic behavior of the background plasma

without requiring massive computational resources. The background plasma tem-

perature varies in time due to resistive heating and collisions with fast electrons.

Consequently its resistivity varies leading to a variation of the fields acting on the

fast electron beam. The main advantage of hybrid codes, although less precise

than PIC methods, is that they run quickly and use less computational resources

because they use larger spatial grids and time steps as compared to full PIC cal-

culations.

The disadvantage of those codes is that the fast electron distribution need to be

defined, therefore it requires several runs, using different initial electron source

distributions, to allow a more accurate comparison with experimental results.

Also, the background resistivity and specific heat capacity, which are not well

known parameters in laser solid experiments, need to be specified.

Description of the simulation code ZEPHYROS

The 3D hybrid code ZEPHYROS, described in references [16, 110, 112] and sim-

ilar to the one detailed in papers by Davies [107, 109], is used in this work to

simulate fast electron beam propagation in Al and Au.

In references [107, 109], Davies describes a hybrid code, which is similar to

ZEPHYROS, as follows: The code models the transport of a given fast elec-

tron distribution function in a uniform plasma. To differentiate between the fast

electrons and the background electrons, the background particles are considered

as a bulk and the fast electrons are treated particles. The fast electrons are de-

scribed by a Fokker-Planck equation. Basically the trajectory of a macro-particle,
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representing a specific number of fast electrons of the velocity distribution, is

tracked (PIC method) subject to the self-generated fields in the background

and to collisions with the background. The background electrons and ions are

treated as fluids and are described in term of their current density and fields. The

macroparticles move according to the relativistic equation of motion including

both the Lorentz force exerted by the B-field and collisions with the background.

The collisions are represented by a drag term dp = −(D/2mv2) lnΛldt which

changes the momentum magnitude. In addition to the drag term, a random ro-

tation term dθ = 1/p
√
(ZD/v) lnΛsΓ(t)dt

1/2 (Γ is calculated using Monte Carlo

method) deflects the particle, with θ the random scattering angle, p the momen-

tum, D = nbe
4/2πϵ20 and nb the background density, e the electron charge, ϵ0 the

vacuum permittivity, m the electron mass, v the electron velocity, Z the atomic

number, Γ(t) the time varying random number and lnΛs [180] & lnΛl[181] de-

pend on the background. The response of the background is modeled by the return

current density thus the self-generated E-field via Ohm’s law. Using Ohm’s law,

the E-field is equal to ηJb, with η the solid target resistivity and Jb the back-

ground current density (or return current). Using Ampere’s law and neglecting

the displacement current ∂E/∂t the B-field is then ∇ × B = µ0J, with J the

net current and µ0 the vacuum permeability. The current neutralization requires

that Jb + Jf = 0, with Jf the hot electrons current density. Thus, the induced

magnetic field, using Faraday’s law, is then

∂B/∂t = −∇× E = ∇η × Jf + η∇× Jf −∇× (η/µ0∇×B) (4.10)

The gradients in the current density generate B-fields that increase these gradi-

ents and lead to beam pinching and filamentation. Gradients in target heating

lead to gradients in resistivity and thus contribute to B-field evolution. When the

resistivity increases with the temperature, the beam is pinched more strongly. By

contrast when the resistivity decreases with temperature the fast electrons are

pushed outwards. The last term on the right hand side of the equation (4.10)

represents the magnetic diffusion (the B-field variation with the background) ne-
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glected in the model. The main heating mechanisms for the background (∂Tb/∂t)

are the Ohmic heating in addition to the collisions represented by the drag term

on the fast electrons.

The self generated fields can be artificially suppressed. By suppression of the self-

generated resistive B-fields in the simulation, the fast electrons will only interact

with the background via the drag and the random rotation terms.
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Investigation of fast electron

beam injection and divergence in

solids

In this chapter, the divergence angle of the beam of fast electrons, generated in

ultra-high intensity laser solid interactions, is experimentally investigated. The

results are compared with 3D hybrid code simulations to distinguish between

the fast electron beam transport angle, controlled by the self-generated, resistive,

azimuthal B-field, and the injection angle, which is a function of the laser-solid

interaction conditions. Measurements of TNSA-generated proton beams [8, 136]

and 2D images of the Cu Kα emission [1, 2, 14, 15, 85] from a buried fluorescent

layer are used as diagnostics of the fast electron beam transport.

The first section of this chapter presents discussion on the influence of resistive

self-generated azimuthal magnetic fields on the fast electron beam transport,

highlighting the difference between the fast electron beam injection angle and the

effective total propagation angle. In the second section, the experimental set-up

is introduced. Simulations and related analytical modeling are then compared to

experiment. Finally, the proton experimental measurements for Al are compared

to previous experimental results obtained for a higher-Z material Au and to results
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obtained using Al under a defocused laser spot irradiation (∼ 5.5×1018 W/cm2).

5.1 Generality on fast electron transport in solids

The transport of suprathermal electrons and consequently the beam divergence

in an overdense background plasma is affected by collisionless processes involv-

ing self generated fields and by collisions, depending mainly on the background

density and temperature.

Collisions are important in high-Z material, such as Au, as used in this work.

Elastic collisions between the fast electrons and the ions or electrons in the back-

ground lead to the angular scattering of the fast electron beam. Inelastic collisions

imply energy loss mechanisms that slow down the fast electron beam and heat

the background, therefore changing the background resistivity and thus altering

the self-generated resistive fields.

The collisionless processes come from the strong self-generated EM fields driven

by the large fast electron current propagating in the solid. An electric field, that

inhibits the beam propagation, is rapidly set up by the large current of fast elec-

trons entering the solid due to charge separation. The fast electron beam with

current above the Alfvén current limit can propagate though the solid background

only in the presence of a cold return current provided by the target. This return

current, induced by the electric field, compensates the lack of electrons at the

target front surface caused by the laser ionization and maintains a local charge

neutrality necessary for the beam propagation. According to Ampère’s law, a

magnetic field is then produced. It acts to pinch the fast electrons injected into

the solid [23–25]. Bell et al. [24], using Fokker-Planck code simulation results cou-

pled with analytical calculations, demonstrated that a non-strongly anisotropic

fast electron source can be collimated into a beam propagating through the solid,

by the azimuthal B-field, and a condition for the collimation to occur was derived.

By numerically simulating the fast electron transport in thick plastic targets, with

parameters corresponding to experiments made on Vulcan, Davies et al. [23] de-
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picted a global picture of the effect of the self-generated fields on the fast electron

beam. It is shown that, the electric field generated at the beginning of the electron

acceleration in the solid, opposes to its propagation, leading to a strong heating

of the background plasma. Rapidly an azimuthal magnetic field, that pinches the

fast electron beam, is generated due the radial variation of the E-field. Then, the

fall in the E-field strength, due to the strong heating that can lower the back-

ground resistivity, leads to a fall in the B-field strength that limits the beam

pinching. Finally, the presence of a collisional return current, coupled with the

change in the background resistivity that affects the self-generated fields, leads to

beam-plasma instabilities, thus altering the electron beam transport/divergence.

Effect of target thickness on fast electron beam transport and on the

resulting TNSA generated proton beam

The main fast electron beam transport diagnostic in this study is the target

normal sheath acceleration (TNSA) generated proton beam. The sheath fields

formed at the target vacuum boundaries, which give raise to ion acceleration,

reflect most of the fast electrons leaving the solid and pulls them back into the

target where they recirculate [182]. It has been demonstrated that the proton

maximum energy depends on the target thickness [122, 182, 183] as it scales

with the fast electron beam density, enhanced by the electron recirculation in

foils. If we consider an electron bunch that is injected at relativistic velocity in a

solid and experiences little energy loss, considering that the solid is a metal such

as Al, the duration of the bunch will be ∼ τL. For thick targets, the electrons,

injected into the solid at the beginning of the interaction and reinjected in the

solid at the rear boundary, will spread away from the forward electrons injected

later during the interaction, thus have small effect on the beam density. The laser

pulse duration in this work is equal to ∼ 0.8± 0.2 ps, thus the effect of refluxing

(i.e. recirculating) fast electrons on the beam density is minimized for ≥ 100

µm-thick targets used in this study. Hey et al. discussed the effect of the target

thickness [183] in Au solid targets on the proton beam maximum energy and

82



Chapter 5: Investigation of fast electron beam injection and
divergence in solids

laser-to-proton conversion efficiency. That study includes 2D hybrid simulations

of proton acceleration and an experimental data set obtained on Au solid targets

of thickness 5, 10, 15, 20, 100 and 250 µm at laser pulse intensity of 9×1019 W/cm2

and duration of 0.6 ps. Hey et al. demonstrated that for sub 20µm-thick targets

the laser-to-proton conversion efficiency remains constant and the hot electron

collisional and Ohmic energy losses in the solid are comparable to the adiabatic

electron-proton energy transfer. For thicker targets, collisional and Ohmic energy

losses become predominant (i.e. energy loss to the background plasma) thus the

laser-to-proton conversion efficiency decreases with increasing target thickness.

Later in this chapter new results with Au targets will be discussed with reference

to the results of Hey et al..

5.1.1 Difference between the fast electron beam injection

and transport angles

Various complex interlinked processes alter the fast electron beam transport, and

thus the beam divergence, in solid targets. Due to the self-generated fields and

the plasma-beam instabilities that develop after the beam injection, the measured

fast electron beam transport angle will generally be different from the injected

angular distribution.

Experimental campaigns have been performed to investigate the fast electron

beam divergence angle (by measuring the effective beam transport angle) within

metallic targets. Employing diagnostics based on measurements of optical and

X-ray emission, Green et al. and Lancaster et al. found that the beam transport

half-angle increases with intensity, from ∼ 17◦ at 4 × 1019 W/cm2 to ∼ 27◦ at

5× 1020 W/cm2 (for picosecond laser pulses) [14, 15].

Recently, based on hybrid simulation results, Honrubia and Meyer-ter-Vehn [26]

concluded that in order to reproduce these measured fast electron beam transport

angles, a larger initial injection half-angle of∼ 50◦ is required. The realization that

the initial divergence of the fast electrons might be large has led to theoretical and

experimental studies of schemes to solve this problem and to produce collimated
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or focused beams [110–114].

In this chapter the fast electron transport angles are investigated via simultaneous

measurements of proton acceleration and Kα fluorescence imaging. Then, the

results from 3D hybrid simulations are used to infer the fast electron injection

angle.

5.2 Experimental set-up

The experiment described in this chapter was carried out at the Rutherford Ap-

pleton Laboratory. Planar aluminium foils were irradiated using the p-polarized

pulses from the Vulcan laser [184] with pulse energy on target, EL=(125±25) J

(corresponding to 50% of the total energy on target in the laser spot) in a pulse

duration, τL = 0.8 ± 0.2 ps, at a wavelength, λ of 1.054 µm. The laser incident

angle was 23◦ with respect to the laser axis. The beam was focused on the solid

target, by an f/3 off-axis parabola, down to a laser spot diameter (FWHM) ϕL=

8 µm. The laser intensity contrast ratio (peak to amplified spontaneous emis-

sion pedestal) was higher than 109 at 1 ns and 108 at tens of picoseconds, prior

to the peak of the pulse. Modeling of the generated preplasma showed limited

hydrodynamic expansion before the arrival of the peak of the pulse. The main

data set was obtained using planar 5 mm × 5 mm targets consisting of an Al

front propagation layer of thickness, L, varied from 100- 500 µm, a 5 µm thick

Cu fluorescent layer and a 1 µm thick Al rear surface layer i.e. Al-Cu-Al layered

targets. The Al rear surface layer prevents fluorescence of the Cu due to the lat-

eral spreading of the electron current on the target rear surface [185]. In addition,

a limited number of shots obtained using a defocused laser irradiated spot were

performed during the experimental campaign. Data scans for ϕL = 35 µm and

60 µm, were performed on planar layered targets using L =20 - 1000 µm thick

Al, 5 µm thick Cu fluorescent layer and Lrear =500 µm thick CH. The CH layer

minimizes refluxing of the fast electrons, enabling the measurement of the fast

electron beam size in the Cu resulting from a single transit of the fast electrons.
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A spherically bent Bragg crystal coupled with Fujifilm BAS imaging plates [155,

169], imaging the Kα emission from the target rear surface side, was used to make

time-integrated measurements of 2D images of the Kα radiation emitted from the

Cu layer. The magnification was 10. Stacked dosimetry film (RCF HD-810) [149],

positioned 5 cm from the rear of the target, was used to measure spectral and

spatial intensity distributions of the beam of protons from the rear surface, by

fast electron-induced sheath field. The energy range covered by this diagnostic

was 1.2 to 40 MeV.

A scan in thickness, under a laser spot diameter of 60 µm, was also performed us-

ing the same layered Al targets as the main data set, with L varied from 20- 1000

µm. An additional scan using planar gold targets, of thicknesses varying from

5 − 250 µm obtained during a previous experimental campaign, enables a com-

parison with a high-Z material. The experimental set-up used for the Au results

is introduced in Yuan et al. [186], using the same laser and a similar experimental

set-up to the one presented in this paper. The experimental results obtained on

Au and under defocused laser irradiated spot are presented later in this chapter

for comparison with the main data set.

In the remainder of the chapter, the experimental scans performed on Al and Au

at tight focus and Al under defocused irradiation will be referred as to Al-Cu-Al,

Au and Al60, respectively. The two scans using CH layer at the rear surface, will

be referred as to Al-CHϕL=35 and Al-CHϕL=60.

5.3 Al-Cu-Al experiment results

The main experimental results of this investigation are presented in figure (5.1).

Figure (5.1(a)) shows the lateral extent (half width at half maximum (HWHM),

measured in the vertical direction) of the Cu Kα signal at two values of L. The

thickest target for which a clear Kα signal was recorded was 250 µm, which limited

the thickness range over which this diagnostic approach could be applied. The

results are in good agreement with previous measurements of Kα fluorescence
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from thinner Cu foils made with the same laser and very similar laser pulse

parameters, as shown in figure (5.1(a)). An effective beam transport half-angle of

∼ 24◦ is inferred if a linear fit is applied to the data points.

Figure (5.1(b)) shows the measured maximum proton energy, Emax, as a function

of L. A decrease in Emax with increasing L is measured. A good agreement is

found with results from a previous experimental campaign made with the same

laser and very similar laser pulse parameters on Al targets (Yuan et al. [186]),

highlighting the reproducibility of the data scans.
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Figure 5.1: (a) Measured lateral extent of Cu Kα emission (HWHM) as a func-

tion of target thickness (front Al transport layer), L. Black symbols are data from

the present experiment. Red symbols are measurements made with similar laser

pulse parameters, reproduced from Lancaster et al. [14]; (b) Maximum proton

energy, Emax, as a function of target thickness. Black symbols are data from the

present experiment and black circles are measurements made with similar laser

pulse parameters, reproduced from Yuan et al. [186]. Blue circles are theoretical

estimates of Emax, calculated using a plasma expansion model with the measure-

ments of the lateral extent of Cu Kα emission shown in (a) used to estimate the

rear-surface fast electron density.
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5.3.1 Preliminary discussion

The simultaneous measurement of Kα fluorescence imaging, providing the lateral

extent of the electron beam close to the target rear surface, and the measure-

ments of proton acceleration, resulting from the electron-induced sheath field at

the rear surface, represents a significant development over our previous investi-

gation of electron transport which employed proton acceleration only (Yuan et

al. [186]), and enables the consistency of the two diagnostic approaches to be

checked. To do this, the electron beam radius inferred from the Kα measure-

ments is used to determine the fast electron density at the target rear surface for

model calculations of proton acceleration.

In a simplified model approach, the fast electron density is assumed to be con-

stant over the beam volume, and is estimated as Nf/(πr
2
rearcτL)), where rrear

is the target rear-surface electron beam radius, c is the speed of light and the

number of fast electrons, Nf , is determined as ηL−eEL(J)/(e.Tf [eV ]), where ηL−e

is the laser-to-fast electron energy conversion efficiency, e the elementary charge

and Tf [eV ] is the fast electron beam temperature. These parameters are used,

together with an estimated ion acceleration time, tacc, to calculate an expected

maximum proton energy by employing the Mora 1D isothermal plasma expan-

sion formula [136] Emax[eV ] = 2Tf [eV ]
[
ln(tp + (t2p + 1)1/2)

]2
. The normalized

acceleration time tp = ωpitacc/(2 exp(1))
1/2, with the ion plasma frequency ωpi =

[(Zie
2nf )/(miϵ0)]

1/2
, where mi and Zi are the proton mass and charge number

respectively. The ponderomotive scaling [63] is assumed, giving a fixed Tf equal

to 6 MeV, for a peak laser intensity equal to 4 × 1020 W/cm2 and wavelength,

λL, equal to 1.054 µm. The ion acceleration time is selected as the laser pulse

duration, based on the principle that to first order this is set by the duration of

the electron bunch arriving at the target rear side. The main unknown parameter

is ηL−e, which is expected to be in the range 0.1-0.5 [84] for the laser intensity

and other pulse parameters of this study - the wide range is due to it’s sensitively

to the laser intensity and the density scale length of the preformed plasma on the

target front side [78, 187]. Moreover, recent PIC simulations reported by Scott et
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al. [78] showed a significant increase of the p-polarized laser spot size, focused at

an incident angle of 45◦ with respect to the target normal, near the target front

surface due to the refraction of the laser through the preformed plasma. It was

also found that reducing the angle of incidence reduces the laser spot size near

the target front surface. The experimental results presented were obtained at a

laser pulse contrast ratio of ∼ 109 on a ns time scale, minimizing the preplasma

density scalelength at the target front surface, and an incident angle smaller than

the one used in [78]. Thus the electron source diameter is set equal to the laser

vacuum focal spot diameter in this study in the hybrid simulations.

Figure (5.1(b)) shows the resulting calculated maximum proton energy for L=100

µm and 250 µm with ηL−e=0.5. The absolute values are not important as these

depend on the selected ηL−e and the other unmeasured parameters, except to

note that within the expected ranges of these parameters a good match can be

found to the measured Emax, particularly in the case of the thinner target. How-

ever, it is found that the percentage decrease in the maximum proton energy

calculated using the electron beam radii from the Kα fluorescence measurements,

from L=100 µm to L=250 µm, is much larger than the measured decrease. This

apparent inconsistency in the two diagnostic approaches may result from the sim-

plified assumptions applied in the calculation or may arise due to the fact that

Kα fluorescence can be induced by electrons with energies as low as 50 keV, and

therefore the two diagnostics are probing the transport of electrons with different

energy ranges.

Based on this first experimental analysis, using the proton maximum energy as

a diagnostic of the fast electrons, the 3D hybrid code is used to simulate the

experimental parameters to deduce nf and tacc.

5.4 3D hybrid code ZEPHYROS

This section presents the numerical simulations performed to infer the initial di-

vergence (injection) and transport half-angles using the 3D hybrid code ZEPHY-
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ROS, introduced in the methods chapter (4). The resulting electron density and

other parameters obtained from the numerical simulations are used to calculate

the maximum proton energies for comparison with experiment.

The numerical work of Davies [107] compares the energy lost by fast electrons

for given fast electron energy distribution, in ultra high intensity laser (I ∼ 1018

W/cm2)-Al and plastic (of thickness ∼200 µm) targets interactions, inferred from

numerical results using a hybrid Monte Carlo code in which self-generated resis-

tive fields are first suppressed (i.e. the fast electrons only interact with the back-

ground via the drag and the random rotation terms) and then included. Even

though the study by Davies is made at lower laser intensity than the study pre-

sented here, the code and the rest of the simulation parameters used in this work

are similar to the hybrid and parameters described in [107], and so the conclu-

sions of [107] can serve as a guideline to this numerical study.

The main conclusions of Davies work [107], using a similar hybrid code, relevant

to this study are :

• The fast electron generation depends on many interlinked parameters, such

as the background resistivity and the simulation boundary conditions. There-

fore hybrid codes, using a given hot electron distribution function, can’t

model properly the fast electron generation mechanism.

• The fast electrons rapidly heat the background (by drawing a collisional

return current) to high temperature, changing the background resistivity

and thus affecting resistive B-fields and resistive transport instabilities.

• The E-field act to slow down the electrons as they lose their energy to the

field (Ohmic stopping). The B-field deflects the electrons changing their tra-

jectory. It affects more strongly the low energy electrons. It also reduces the

penetration depth of the low energy electrons by increasing the curvature

of their trajectory. On the contrary, it can increase the penetration depth

of high energy electron by reducing their initial angle to the axis.
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• Because the penetration depth of the low energy electrons is shortened due

to the magnetic field deflecting or turning them around, only the high energy

electrons can be sampled at large depths in the simulation box. Thus the

apparent mean energy of the fast electrons is increased and the absorption

decreased.

• By comparison of the B-field generated in Al and plastic targets, it was

found that the B-field strength is higher in Al due to the resistivity of Al

increasing with the background temperature. This leads to a separation

between the forward fast electrons and the return currents propagating

around the fast electron beam in a lower resistivity region. In plastic, the

fall of the resistivity with increasing temperature lowers the B-field strength

and thus the return current propagates close to the axis with the forward

fast electron beam circling it. This effect leads to a hollowing within the

fast electron beam, and therefore a ’ring-like’ beam pattern.

• Finally, Davies shows, in agreement with the observations of Wharton [5],

that the change in the atomic number Z of the target does not affect the

laser-to-electron energy conversion efficiency, but does affect the beam mean

energy when comparing CH and Al targets. By comparing the mean energy

obtained with Cu and Al targets, Wharton [5] further shows that the elec-

trons produced in Cu are the most penetrating, although Al and Cu spectra

are equivalent within the measurement error bars.

Batani el al. [188] summarized, with parameters relevant to fast ignition, the

collisional and collective fast electron beam propagation in different Z targets.

By comparing the electron stopping power due to collisions to the Ohmic stopping

scale length, it is found that when increasing Z from CH to Al to Au that the

stopping power due to collision increases (since the stopping power increases with

target Z and density) and the E-field inhibition decreases (as the E-field strength

decreases with increasing target conductivity).
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5.4.1 Simulation results for Al targets
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Figure 5.2: (a) Fast electron beam injection half-angle as a function of electron

energy. The dashed black curve is the distribution function derived by Moore et

al. [60], in which θ1/2 = tan−1[α×
√
2/(γ − 1)], where γ is the electron relativistic

factor and with α = 1 giving a mean half-angle < θ1/2 >∼ 30◦ in the example

shown. The red line corresponds to electrons injected uniformly within a cone

with half-angle equal to 50◦. The green curve is the initial fast electron energy

spectrum for a beam temperature of 6 MeV; (b) Example temporal evolution

profile of the maximum fast electron density at the target rear side, extracted

from a hybrid simulation of electron transport within a 200 µm-thick target,

with < θ1/2 >= 50◦; (c) Fast electron energy spectra extracted from the hybrid

simulations at the rear side of 100 µm and 200 µm-thick targets.
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The simulations were performed using a 500 µm × 500 µm × L µm box with

grid size equal to 2 µm × 2 µm × 2 µm. Few runs were made using a higher

resolution equal to 1 µm × 1 µm × 1 µm to investigate fine-scale instabilities in

the fast electron beam density profile and the self generated magnetic field. L is

the target thickness, and a lower limit of 75 µm is set by the fact that significant

fast electron refluxing effects are observed for simulations with thinner targets,

which prevents accurate determination of the electron density at the target rear

surface. The upper L limit is set by computational limitations.

In a typical set of simulations, runs were performed for L=75, 100, 150, 200 and

250 µm. The fast electron source input parameters which were fixed were chosen

to match the experiment parameters. The beam temperature was set equal to

∼ 6 MeV (given by ponderomotive scaling [63]), and the electrons were injected

into the solid over a pulse duration of 1 ps, in a focal spot (Gaussian transverse

profile & top hat temporal profile) with radius equal to 4 µm. The two variable

electron source parameters are ηL−e (and hence the number of fast electrons Nf )

and the angle of injection.

The electron energy distribution, shown in figure (5.2(a)), is given by Nf (Ee) =

Nfexp(−Ee/Tf ), where Ee is the electron energy and Tf is the initial electron

beam temperature. The electrons were injected within a cone with mean injection

half-angle θ1/2, in one of two angular-energy distribution functions shown in figure

(5.2(a)). For most of the simulation runs the angular-energy injection distribution

derived by Moore et al. [60] was used: θ1/2 = tan−1[α ×
√

2/(γ − 1)], where γ is

the electron relativistic factor and α is the factor used to vary < θ1/2 > (α=1

corresponds to the angle at which electrons are ejected from the laser focal spot

by the ponderomotive force).

The fast electrons with energy Ee were injected within the cone of half-angle

θ1/2(Ee). For a limited number of simulation scans, the electrons were injected

uniformly into a cone with a fixed injection half-angle of 50◦, for comparison. The

model of resistivity as a function of temperature for Al used in the code is the one

used previously by Davies [107], based on a fit to the data reported by Milchberg

et al.[48].
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Figure 5.3: (a) Maximum fast electron density, time-integrated over the temporal

peak, as a function of target thickness L, extracted from the hybrid simulations;

(b) Corresponding ‘ion acceleration time’, as extracted from the temporal width

of the density peak, as a function of L.
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The initial background temperature was set at 1 eV, giving an initial Al

resistivity of ∼ 1.9× 10−7 Ωm. The front and rear boundaries are reflective and

side boundaries are open.

The fast electron density, nf , and the ion acceleration time, tacc, as required

in application of the plasma expansion formula [136] to calculate Emax, were

determined from the simulation results, as follows. The maximum fast electron

density at the rear side of the target (typically on-axis) was plotted as a function

of the simulation run time, as shown for the example in figure (5.2(b)). Typically

the electron density builds up over about half a picosecond to a peak value and

then drops quite rapidly as fast electrons are reflected back into the target. In

thin targets a secondary smaller density peak is sometimes observed at a later

point in time when the refluxing electron population returns to the rear side. A

time-averaged value for nf was measured over the width of the main peak in the

density-time profile, hereafter referred to as nf−peak, and the FWHM duration

was used for tacc.

In addition to nf−peak and tacc, the beam temperature, Tf , is a third variable in the

plasma expansion calculation. For the range of simulation parameters modeled,

we find that Tf at the target rear side is independent of target thickness and

equal to the initial beam temperature.

Figure (5.2(c)) shows examples of the initial electron energy spectrum and the

spectrum at the rear side of a L=100 µm and L=200 µm target. A fit of the form

exp(−Ee/Tf ) gives no measurable change in Tf , and hence this parameter was

fixed at 6 MeV in the plasma expansion calculations that follow.

Role of injection angle and resistive magnetic fields in fast electron

transport

A series of simulation runs were performed to investigate the sensitivity of fast

electron transport to the injection angle at the source. < θ1/2 > was varied from

30◦ to 70◦ and the resulting nf−peak and tacc variations with L are determined.

Example results are presented in figure (5.3). Generally, at a given L, nf−peak de-
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creases rapidly with increasing injection angle, which is expected due to increased

lateral spreading of the electrons within the target.

For < θ1/2 >=40◦ and above, nf−peak decreases with increasing L, also due to

increased lateral spreading as the electrons propagate further in the thicker tar-

gets. However, as the injection angle is decreased the resistive azimuthal B-field

produced at the edge of the beam, and shown in the example 2D profiles in figure

(5.4(a,b,c)), acts over a longer beam propagation length within the target, and in

the case of < θ1/2 >=30◦ acts to pinch or collimate the electrons, as can be seen

in nf 2D profiles shown in figure (5.4(d,e,f)), over the full simulation box.

The effect of the self-generated B-field is further investigated by performing com-

parative simulations with the field turned off in the code.

As shown in the example results in figure (5.6), even in the case of the relatively

large < θ1/2 >∼ 50◦, the B-field strongly affects the electron density distribution

within the beam and in particular the maximum electron density at a given depth

in the target - note the logarithmic scale in electron density in figure (5.4).

nf−peak at the target rear side is approximately an order of magnitude lower

when the B-field is suppressed, irrespective of target thickness, as shown in figure

(5.3(a)).
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Figure 5.4: (a)-(b)-(c) False-colour 2D maps of the z-component of the self-

generated resistive B-field (in units of Tesla); (d)-(e)-(f) False-colour 2D profiles

of the fast electron beam density (log10 (m−3)): For a 200 µm-thick Al target

and 1 ps runtime, at given injection half-angles specified in (a)-(b)-(c). The fast

electrons are injected at position (0,0,0) and the beam propagates in the direction

of the x-axis. The grid size for this set of simulations was equal to 1 µm × 1 µm

× 1 µm.
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Figure 5.5: Fast electron beam diameter, ϕ, as a function of target thickness.

Black squares correspond to the experimental data. Colored symbols correspond

to the lateral extent of the electron beam as measured in the simulations for

given injection parameters. Unless otherwise stated the B-field evolution is ‘on’

and ηL−e=0.2. The beam size is extracted from the simulation results before

refluxing at the rear surface boundary at a runtime of 0.4 ps for L = 100 µm, 0.6

ps for L = 150 µm, 0.9 ps for L = 200 µm and 1 ps for the L = 250 µm.

Figure (5.5) compares the lateral extent of the fast electron beam distribu-

tion at the target rear side as determined from the simulation results, with the

measured lateral extent of the Cu Kα emission. In this comparison the overall

envelope of the electron beam is considered, due to the variations in density that

can result within it (figure (5.4) & (5.6)) and the fact that Cu Kα fluorescence

can be induced by relatively low energy electrons at the edges of the beam. De-

spite the large variations in nf−peak resulting from the different injection angles

and the effect of the B-field (figure 5.3(a)), at a given L the overall spatial extent

of the beam is largely independent of these parameters. Therefore, although the

results are in quite good agreement with the measurements for L=100 µm and

250 µm, no conclusion can be drawn regarding the electron beam injection from
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this diagnostic.

Instead, below, the proton diagnostic measurements is used to extract this infor-

mation. As shown in figure (5.3), the simulation results further reveal correlations

between the peak electron density and the time duration over which it evolves

(and therefore, in effect, the ion acceleration time).

Generally, and especially in the case of the thickest target, for low values of

< θ1/2 > at which a high nf−peak is achieved (due to the pinching effect of the

B-field), the peak temporal width is small (i.e. fast rise and fall in density),

whereas a lower peak density is associated with a ’wider’ peak and hence larger

tacc. These correlations suggest that the resistive B-field not only affects the fast

electron density distribution within the beam, but also the temporal evolution of

the resulting sheath field.

For most of the simulation runs tacc falls between 0.5 and 1.0 ps.

Figure 5.6: (a) False-colour 2D profiles (log scale) of the fast electron density

distribution at given depths for a 200 µm-thick Al target for < θ1/2 >∼ 50◦

and 0.8 ps simulation time; (b) Same as (a), but with the B-field artificially

suppressed.
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Resulting calculated maximum proton energies

As discussed above, the values of nf−peak and tacc extracted from the simulation

results are used as input parameters to the Mora plasma expansion model to ob-

tain a theoretical maximum proton energy (Emax) for comparison to experiment.

Application of this expansion formula requires that the fast electron density pro-

file should be uniform in the plane normal to the proton motion. Although, as

shown in our simulation results, the density distribution is non-uniform, the varia-

tion of the density in the region of the peak is small (of the order of a few percent)

over a radius of the order of the Debye length, and hence the electron density

can be considered to be locally uniform in the region where the fastest protons

are produced. The calculated Emax for a range of simulation runs are presented

in figure (5.7), together with the experimental results (from figure (5.1(b))). In

figure (5.7(a)) the laser-to-electron energy conversion efficiency, ηL−e, is fixed at

0.2 and the injection angle, < θ1/2 >, is varied. Due to the pinching effect of the

B-field, the predicted proton maximum energies for the smaller injection angles

is much larger than the measured Emax. This suggests that the electrons are in-

jected into a cone with a relatively large angle at ∼ 50◦. Figure (5.7(b)) presents

the case for which ηL−e is again fixed equal to 0.2 and the effects of suppressing

the resistive B-field are shown. In the absence of the B-field the correct order of

magnitude for Emax is obtained even for a relatively small < θ1/2 >=30◦, but the

percentage decrease in Emax with increasing L is much larger than experiment.

Due to the fact that ηL−e is an unknown variable parameter which changes the

absolute value of the theoretical Emax, it is not the absolute values that should be

compared, but rather the shape of the Emax-L profile. For the simulation results

presented in figure (5.7(c)) both < θ1/2 > and ηL−e are varied to produce calcu-

lated proton maximum energies in the range of the experimental measurements

(i.e. ηL−e is increased with < θ1/2 > to provide a better comparison to experi-

ment). It is found that the closest fit to the measured Emax-L profile is found for

the largest injection angle, < θ1/2 >=70◦ and ηL−e=0.4.
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Figure 5.7: Maximum proton energy as a function of L. Black squares are the

experiment data. Colored symbols are plasma expansion model calculations of

Emax using electron densities and acceleration times deduced from the hybrid

simulation results: (a) for fixed ηL−e=0.2 and given injection half-angles, < θ1/2 >;

(b) illustrating the effect of B-field suppression (for fixed ηL−e=0.2 and given

< θ1/2 >); (c) for given ηL−e and < θ1/2 >.
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5.4.2 Discussion

The Kα fluorescence measurements obtained using Al-Cu-Al layered targets,

which are sensitive to the overall lateral extent of the electron beam, indicate

that the effective transport half-angle is between 8◦ and 32◦ as defined by the

degree of uncertainty in the measurements (best fit ∼ 24◦), and this is supported

by the simulation results. The hybrid simulations in Al targets further reveal that

the density profile within the beam is strongly affected by self-generated magnetic

fields, which in turn are sensitive to the average injection angle of the electrons at

the front side of the target. The numerical simulations show that the initial beam

divergence is larger (half-angle between ∼ 50− 70◦) than deduced from previous

studies [14, 15].

5.5 Variation of target Z and laser spot size

Experimental results corresponding to Au and Al60 are presented in figure (5.8)

& (5.9).

The Cu Kα FWHM shows only small variations, at a given L, between Al60 and

the signal obtained for Al-CHϕL=35 and Al-CHϕL=60. A divergence half angle of

∼ 33◦± 7◦ is inferred from a linear fit to the Cu Kα lateral extent for Al60. Using

the CH at the target rear surface, it was established that although refluxing can

increase the total Cu Kα yield, it has only a very small effect on the size of

the Kα image, in agreement with previous work reported by Quinn et al. [189].

The CH layer was not used for the main set of results because it strongly affects

rear-surface proton acceleration and thus prevents the Kα and proton emission

diagnostic approaches being simultaneously applied.

The decrease in Emax with increasing L for Au, compared to Al, seems to be

steeper for the same laser irradiance. It can also be noticed that the rate of change

in Emax with increasing L for Al-Cu-Al seems to be quicker, when compared to

Al60.
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Figure 5.8: Measured lateral extent of Cu Kα emission (FWHM) as a function of

target thickness.
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Figure 5.9: Maximum proton energy, Emax, as a function of target thickness.
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5.5.1 Comparison of fast electron beam transport in Au

and Al targets

Based on published work comparing electron transport in different Z material

targets and thicknesses, discussed in subsections (5.1), and by comparing the col-

lisional and radiative stopping power of electrons [93], the fast beam transport in

Au is expected to be dominated by collisional processes, in particular for thick

targets.

The results obtained using two simulation codes (Monte Carlo & hybrid codes)

to model the beam transport in both Au and Al are presented below. The theo-

retical maximum proton energies achieved using the simulation outputs as input

to Mora’s plasma expansion model are then presented.

Numerical Simulations results

To model the scattering of the fast electron beam in Au and Al, a series of simula-

tions using the GEANT4 Monte Carlo code [190] were performed. The runs, for a

simulation box size varying from 20 to 1000 µm, were made on monoenergetic elec-

trons of energy equal to 6 MeV for Al-Cu-Al and Au, using GEANT4- low energy

electromagnetic physics: G4eMultipleScattering, G4eIonisation, G4eBremsstrahl-

ung. The energy of fast electrons is set equal to 400 keV for the Al60 runs due to

the reduced laser intensity. This set of runs is used to estimate the fast electron

spatial distribution in Al and Au at a specific electron energy set equal to the

fast electron mean beam energy of the energy distribution (6 MeV or 400 keV).

Thus the spot size extracted at the simulation box rear boundary underestimates

the beam size because the low energy electrons (experiencing more scattering in

the solid) from the energy distribution are not modeled.
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Figure 5.10: FWHM of the electrons distribution at the rear of the simulation

box for the three experimental configurations as function of the simulation box

length.

This first modeling shows a larger beam spreading in Au compared to Al-Cu-

Al, as shown in figure (5.10). This is accounted for by the angular broadening [17]

of the fast electron beam due to scattering in this higher Z target, which increases

with the target thickness. The fast electrons in the Al60 case scatter more than

for Al-Cu-Al because their mean temperature, scaling with the laser intensity, is

lower as IL is lower. Finally, the scattering does not affect the electron beam size

in the Al case at best focus (Tf=6 MeV). Note that the electron spot size in the

Al60 targets, extracted from Geant4 runs, is in general smaller at a specific L than

the experimentally measured size of the Cu Kα emission (∼100s keV electrons).
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Figure 5.11: False-color 2D profiles of the z component of the B-field (a,b); the

fast electron density distribution (log10 (m−3)) (c,d); the density distribution at

the rear of the simulation box (z-y axis) (e,f); for 100 µm-thick Al (left) and

Au targets (right). The example results shown are for a simulation time of 1 ps,

< θ1/2 >=50◦ and ηL−e=0.2 at 1 ps runtime. The Au resistivity curve published

in Key [191] is employed.
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As for Al-Cu-Al targets, hybrid-PIC simulations were performed in Au targets

to model the beam transport, including self-generated fields. The simulation box

thickness L was equal to 75, 100, 150, 200 and 250 µm. The Au resistivity curve

shown in Key [191] was employed. The input parameters used in this set of runs

were similar to the ones used for the Al-Cu-Al targets. Unless specified, the laser-

to-electron energy conversion efficiency used in the hybrid runs was equal to 0.2.

Example results obtained using the hybrid code to probe the effect of the fields

on the beam propagation in Au, compared to Al, are shown in figure (5.11). The

rear beam density and the acceleration time, deduced from the simulations, are

presented in figure (5.12). nf−peak in Au targets decreases with increasing L and

tacc fluctuates little around ∼0.75 ps. Note that nf−peak in Au targets, is lower

than in Al targets for L < 150 µm and tend to converge for thicker targets. By

comparing the beam spectrum obtained after 100 and 200 µm-long simulation

box in Au targets, no clear change in the beam mean temperature is observed.
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Figure 5.12: nf,peak and τacc deduced from ZEPHYROS (using the resistivity curve

published in Key [191]) as function of L, in Au target, with < θ1/2 >=50◦. The

results are compared to those obtained for Al target.

Numerical simulations could not be fully performed using a large electron

source radius. This needs additional computational resources than available to
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our group at the time of writing. However, scans in thickness were performed

at a source radius equal to 8 and 16 µm for comparison to tight focus. Figure

(5.13) compares the magnetic field and the corresponding fast electron density

distribution for different spot size. As predicted by Bell et al. [24], the increase

in the source size (thus, the decrease in the laser intensity) leads to a fall in

the magnetic field strength, and, consequently to a fall in the rear beam density.

The effect of the source spot size on the beam injection and propagation is also

investigated in the next chapter.

Figure 5.13: (a-c) False-color 2D profiles of the z-component of the self-generated

resistive B-field (in units of Tesla);(d-f) Corresponding false-color 2D profiles of

the fast electron beam density (log10 (m−3)). The plots are for a 200 µm-thick

Al target and 1 ps runtime, at given injection half-angles and source spot radius

specified in the legend.
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Resulting Emax from analytical model

To begin with, the Cu Kα emission spot radius (rrear) and the Mora’s isothermal

model are used to predict the proton maximum energy, shown in figure (5.14), for

comparison with Al60 experimental results, as the Kα emission diagnostics have

not been used during the experimental campaign using Au targets. The mean

temperature is kept equal to its initial value. A good match is found for Al60

using ηL−e=0.5 and τacc=5 ps.
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Figure 5.14: Emax as a function of L using the X-ray lateral extent measurements

to infer the fast electron rear density used as input parameter in the Mora’s

isothermal model.

The value for τacc suggests that even by increasing ηL−e to 0.5 the accelerating

field should last much longer than the laser pulse duration (i.e. the isothermal

plasma expansion should be maintained for a duration much longer than τL) in

order to reproduce the experimental Emax at a peak laser intensity of ∼ 5.5×1018

W/cm2.
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Resulting Emax from Numerical simulations

The fast electron peak density and the ion acceleration time, extracted from the

hybrid simulations of beam transport in solid Au targets, are used as input to the

isothermal model to enable a calculation of Emax. Figure (5.15) shows the Emax

obtained using the parameters determined from the ZEPHYROS simulations in

Au targets (using the resistivity curve of Key [191]). As for Al targets, a large

injection half angle is required to obtain an Emax trend close to the experiment.

Note that similar Emax trends are obtained for < θ1/2 >=50◦, with and with-

out including the B-field. Furthermore, as can be observed in figure (5.11(e-f)),

close beam diameters are obtained in Au and Al, at the rear of the simulation

box. Therefore, no clear conclusion can be drawn from the numerical simulations

regarding the beam scattering.

0 100 200 300

20

40

60

80

100

 

 

 Hey et al.;IL=9x1019 W.cm-2

 Au
 1/2=500-Bfield suppressed
 1/2=500- L-e=0.5
 1/2=700- L-e=0.5
 < 1/2>=500

 1/2=500

E
m

ax
 (M

eV
)

L ( m)

Figure 5.15: Emax as a function of L using the numerical simulation results from

ZEPHYROS, in Au targets, to determine electron density and acceleration time

as inputs in the Mora’s isothermal model.
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The proton maximum energy obtained in sub 20 µm-thick Au targets pre-

sented in this work at laser intensity equal to ∼ 4× 1020 W.cm−2 is comparable

to the values published in Hey et al. [183], obtained in sub 20 µm-thick Au targets

and at intensity ∼ 9× 1019 W.cm−2. Hey et al. observed a constant proton cutoff

energy around 35 MeV for sub 20 µm-thick targets, a similar plateau is observed

in Au targets up to 100 µm-thick targets.
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Figure 5.16: (a) The ion acceleration time (temporal width of the electron density

peak) ; (b) the electron density peak; and (c) the maximum proton energy, all as

a function of target thickness in Al targets.

The numerical results, obtained at larger spot size are presented in figure

(5.16). The source sizes used in those simulations are smaller than Al60 spot

size, however the numerical results enable to infer Emax trend obtained generally

with source sizes bigger than the optimum tight focus. A similar maximum proton
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energy trend with L is obtained for the three numerical scans. As the rear density

decreases and the ion acceleration time increases at large spot size, no clear

conclusion can be drawn from those numerical simulations.

5.6 Summary & future work

The injection and transport divergence properties of a high current beam of en-

ergetic electrons in Al and Au targets irradiated by ultraintense, picosecond laser

pulses is investigated using simultaneous measurements of Kα fluorescence imag-

ing (for Al-Cu-Al targets) and proton acceleration, and a programme of Geant4

and 3D hybrid-PIC simulations.

A comparison of the measured maximum proton energies with plasma expansion

calculations, performed using parameters extracted from the hybrid simulations

in Al and Au solid targets, indicates that the injected beam divergence at the

source is significantly larger (half-angle between 50 − 70◦) than inferred from

previous studies performed with similar laser and target parameters. Those re-

sults support the predictions by Honrubia and Meyer-ter-Vehn [26] and the recent

study by Solodov et al. [128] that suggest that the fast electron initial divergence

angles are actually quite large. This indicates that strategies for controlling fast

electron beam collimation are therefore likely to be important for Fast Ignition.

Moreover, Geant4 simulations used to estimate the effect of collisional processes

on the fast electron beam propagation, show that the angular broadening of the

fast electron beam in the Au target, due to scattering, is significantly larger when

compared to the Al target. Consequently, the fast electron beam density at the

rear of the simulation box is slightly lower in Au targets. The difference in the

fast electron beam density can explain the lower experimental proton maximum

energies obtained in high Z material.

Future work would include numerical simulations for larger spot sizes to enable

a better comparison with the experimental results. The choice of the resistivity

curve model can be a critical parameter to accurately model the beam resis-
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tive transport in overdense medium. A comparison between different resistivity

models would also complete this work.
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Influence of laser irradiated spot

size on fast electron generation

and transport, and proton

acceleration

The influence of irradiated spot size on laser energy coupling to electrons, and

subsequently to protons, in the interaction of intense laser pulses with foil targets

is investigated experimentally in this chapter. Proton acceleration is characterized

for laser intensities ranging from 2 × 1018 - 6 × 1020 W/cm2, by (1) variation of

the laser energy for a fixed irradiated spot size, and (2) by variation of the spot

size for a fixed energy.

6.1 Effect of the laser spot diameter on the fast

electrons

In the TNSA mechanism, a large population of hot (relativistic) electrons gen-

erated at the focus of the high power laser pulse is injected into the target and
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propagates through it, forming a sheath with a ∼TV/m field at the rear surface,

resulting in ionization and ion acceleration. The need to optimize and control the

properties of the resulting high energy ion beam has motivated numerous studies

on the influence of laser pulse parameters on ion acceleration - see for example

Ref.[138, 139, 192]. Despite the significant progress made, the functional depen-

dencies of TNSA-ion beam parameters on the laser irradiation conditions are still

far from fully understood. Recent investigations employing large laser irradiated

spots (defocused irradiation), for example, suggest that the laser irradiated spot

size may play an important and previously unexplored role in defining the prop-

erties of beams of laser-accelerated protons (beyond simply being a parameter in

defining the laser intensity) [193–195].

In this chapter, the sensitivity of the maximum proton energy, Emax, to the laser

irradiated spot size is investigated for picosecond laser pulses.

6.2 Experimental set-up

The experiment was performed using the Vulcan laser. The laser pulse energy

(on target), EL, was varied in the range 3-150 J and the laser spot radius, rL,

was varied in the range 4-40 µm. The p-polarized laser beam was focused, at an

incident angle θL, of 23
◦ (with respect to target normal), using an f/3 off-axis

parabolic mirror (OAP). A limited number of data shots were taken with θL = 7◦

and 48◦ to test the effect of incident angle on Emax. The planar targets were 2

mm × 2 mm and consisted of a layer of 100 µm Al (interaction and propagation

layer), a 5 µm Cu fluorescent layer and a 1 µm Al rear surface layer. The laser

pulse contrast ratio was 109 on a ns time scale, minimizing the ASE-generated

preplasma at the target front surface.

Kα X-ray emission from the Cu fluorescent layer was imaged using a spherically

bent Bragg crystal with a FujiFilm BAS image plate detector. This provided a

time-integrated measurement of the spatial extent of the hot electron distribution

near the target rear surface[169]. The magnification was set to 10.
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The proton beam spatial-intensity distribution and spectrum were measured using

stacked dosimetry film (RCF), positioned 5 cm from the rear of the target. The

stacks covered an energy range from 1.2-40 MeV.

The laser pulse intensity was varied in two separate scans. In the first, referred to

hereafter as the energy scan, EL was varied from 3 to 150 J at a fixed laser spot

radius rL ∼4 µm (Half Width at Half Maximum in the plane of the laser beam).

In the second scan, referred to as the focus scan, rL was varied from 4 to 40 µm,

by defocusing (moving the OAP along the propagation axis), at fixed EL = 150J.

6.3 Experimental results

Figure (6.1) shows the experimental results for both scans. Emax and ηL−p, in-

creasing with the laser intensity, are higher in the case of the focus scan compared

to the energy scan at a given laser intensity (except at the highest intensity, cor-

responding to the smallest spot size at best focus).

Measurements of the lateral extent of the Kα source, shown in figure (6.1(c)),

near the target rear surface show small variations with the laser intensity. The

hot electron beam divergence half-angle θ, deduced from the Kα lateral extent

for both scans, is shown in figure (6.1(d)). θ shows also small variation with IL,

with an average value of θ is 42◦(Standard deviation 4◦).
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Figure 6.1: (a) Measured maximum proton energy as a function of laser intensity,

by variation of laser energy for fixed irradiated spot (‘EL scan’) and by variation of

irradiated spot size for fixed energy (‘ϕL scan’), at given angles; (b) The Laser-to-

proton energy conversion efficiency as a function of laser intensity for both scans;

(c) The Cu Kα lateral extent as a function of laser intensity for both scans; (d)

The hot electron beam divergence half-angle, based on the Cu Kα emission, as a

function of laser intensity for both scans.
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6.4 Discussion & comparison with published data
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Figure 6.2: Maximum proton energy as a function of laser intensity. The results

were obtained over a wide range of laser parameters and target materials. Exper-

imental proton energies are also reported in [10].

Figure (6.2) presents a summary of published experimental data, obtained by an

energy scan or focus scan. Most of the targets are ≤ tens of µm-thick targets,

except for this experimental work made using 100µm-thick targets. Depending on

the selected points, Emax scales with I∼0.6
L in most of the results obtained at large

laser spot size. Note that a plateau (’saturation’ in the maximum proton energy)

can be seen for the focus scan and in the experimental results of Xu et al. (also

by laser spot size variation), resulting in a scaling of Emax with I∼0.13
L . As already

mentioned, the maximum proton energy and the number of protons accelerated
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(i.e. the laser-to-proton energy conversion efficiency) is higher at a given intensity

for the focus scan, compared to the energy scan. This observation is consistent

with the results of Green et al.[193] and Xu et al.[196], that the number of low

energy protons increases with laser irradiated spot size. Xu et al. experimentally

and from 2D PIC simulations, reported a change in the fast electron spectrum

when varying the laser spot size. Under defocused laser irradiations, the number

of low and moderate energy electrons is increased. They deduced that the en-

hancement of the low and moderate energy protons, in a defocused geometry, is

due to the large number of electrons that induce a sheath field over a large area

on the target rear surface. Green et al.[193] confirmed that the highest maximum

proton energy is obtained at the highest laser intensity. A significant increase in

the ’low’ energy proton flux is also achieved under defocused laser irradiations.

Green et al. deduced, from 1D PIC simulations, that the enhanced spectral flux

can be explained by a larger accelerating sheath field, due to an increased laser

spot, and the changes in the proton emission, due to the reduction of the laser

intensity. A difference in the ion flux was noticed, for a given laser spot size, by

displacing the focusing parabola toward or away from the target.

In the present work, the rear fast electron beam diameter inferred from the mea-

sured Cu Kα FWHM, varies little when comparing both scans, at a given laser

intensity. Based on this diagnostic, no clear change in the fast electron beam di-

ameter with the laser spot size can be seen. Note both [193, 196] used sub 10s of

µm-thick foils, which might explain the geometrical changes of the sheath field

at large focal spot size, in comparison to the present investigation with work on

100 µm-thick foil and rL up to ∼ 40µm.

6.5 Analytical model

To explain the measured trends in Emax, a simple model of ballistic hot electron

transport through the target is adopted and the Mora 1D isothermal plasma

expansion formulae [136] used to provide a theoretical Emax for given hot electron
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beam properties at the target rear surface.

Emax is mainly determined by three input variables: kTf , tacc and nf . kTf is given

by the ponderomotive scaling [63], and thus by IL. A finite tacc = 1.3τL [138] is

assumed. The differences in Emax between the two scans are given by differences

in nf . nf can be expressed as nf = nfront × F (θ, rL, L), where nfront is the hot

electron beam density at the source (laser focus) and F (θ, rL, L) is a transport

factor which is a function of θ, rL and L, the target thickness. F represents the

effects of the fast electron beam injection and the transport mechanism on the

on-axis beam density at the target rear surface. The transport is assumed to

be ballistic in this study. The hot electron beam density at the source is given

by: nfront = ηL−eEL/(kTfπr
2
LcτL), where ηL−e is the laser to electron energy

conversion efficiency and c is the speed of light. Varying the laser incident angle,

at a given laser intensity, did not significantly change either Emax or the Kα

source size, at either tight focus or under defocus irradiation, as shown in figure

(6.1). Thus justifying the choice of a fixed ηL−e, which is set at 0.2, consistent

with the work of Nilson et al. [85] for similar laser and target parameters.

The method used is similar to previous proton acceleration scaling studies

[138], in which the hot electron beam is considered to arise from a laminar source.

This is hereafter referred to as model A. The hot electrons are accelerated over

the laser pulse duration and propagate ballistically through the target with a

fixed divergence half-angle θ, as shown in figure (6.1(d)) (where θ = 42◦). The

rear sheath profile is a top hat function where the electrons are spread evenly

over the laser pulse duration (cτL), with radius (HWHM) rS = rL + Ltanθ. In

this model, the transport factor is F (θ, rL, L) = [rL/(rL + L tan θ)]2, giving a

flat hot electron rear density profile. Using this approach, nf is calculated as a

function of the laser pulse intensity for the two parameter scans, and the results

are presented in figure (6.3(c)). An average half-angle, θ = 42◦, is used in these

calculations, as inferred from the Kα measurements. Figure (6.4) shows that the

calculated values for Emax are lower than the measured ones for both scans.
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Another approach to calculate nf (referred to hereafter as model B) is to

consider the hot electrons as arising from a diffuse source, as illustrated schemat-

ically in figure (6.5), which can be described as a summation of elements [197],

each of which injects electrons into the target with the same divergence half-

angle θ = 42◦. The hot electrons are transported ballistically within the target,

as with model A. The on-axis transport factor in this approach is F0(θ, rL, L) =

ln(1 + r2L/L
2)/ (2(1− cosθ)), for θ > arctan(rL/L). F0 is derived by integrating

the electron flux contribution from each element of the source at the target front

side, to obtain the flux on-axis at the rear side. It is assumed that the total front

side flux is uniformly distributed over the laser focal spot area (of radius rL) and

that the flux within the cone of half angle θ is uniform, but the different geo-

metrical path lengths from each source element to the on-axis point of interest is

taken into account. Model B is detailed in the next subsection.

Figure 6.5: Cartoon representing the 1D diffuse source model.
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Diffuse model calculation:

The irradiance dI produced by a small element of area dA, from a diffuse source

at a point on axis is given by dI =
I0dA

2πh2
, where 2πh2 is the surface of the half

sphere at the detection point, and I0 is the irradiance of the element dA. If the

source is circular, the integration of the irradiance from the entire source:

I = I0

∫ 2π

0

∫ R

0

rdθdr

2π(r2 + x2)

leads to

I =
I0
2

(
ln
[
R2 + x2

]
− ln(x2)

)
I =

I0
2
ln

[
1 +

R2

x2

]
From analogy, the same arguments apply to a particle flux. A semi-isotropic point

source of particles gives

dΓ =
Γ0dA

2πh2
,

where dΓ is the particle flux contribution from the element dA, and Γ0 is the

source flux. The total flux at the detection point is expressed as

Γ =
Γ0

2
ln

[
1 +

R2

x2

]

The particle flux from the source is given by Γ0 = nfrontc, where nfront is the

front density of the fast electrons, and c is the speed of light. It results

nf =
nfront

2
ln

[
1 +

R2

x2

]

Incorporating the half divergence angle α and assuming α > arctan(R/x)(condition

for the two extreme element of the source to overlap at the detection point on

axis), the particle flux contribution from an element dA becomes

dΓ =
Γ0dA

2π(1− cosα)h2
,
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where 2π(1 − cosα)h2 is the surface defined by the emission solid angle (The

particle flux is no more semi-isotropic). This yields for the rear density expression:

nf =
nfront

2(1− cosα)
ln

[
1 +

R2

x2

]

Analytical model results

Application of model B has the effect of changing the hot electron density dis-

tribution at the target rear surface to a parabolic-like profile, in agreement with

the conclusions of Romagnani et al. [145] and Brambrink et al. [146]. Thus the

on-axis density is enhanced compared to the equivalent uniform injection distri-

bution (model A), leading to higher maximum proton energies. As shown in figure

(6.4), the diffuse source model reproduces the trend observed experimentally for

both scans. A parabolic-like density profile will produce a proton beam diver-

gence similar to that measured experimentally [144]. Although a uniform density

is implicit in the 1D Mora expansion model, the use of this model is appropriate

even in the case of model B as the variation in nf is small in the region of the peak

density. For example, nf is reduced by only 3% at 20µm from the central axis, a

distance much larger than the Debye length, resulting in a reduction in Emax by

2%. In model B, since θ and L are constant, the transport factor F varies only

with rL. In the energy scan, F is therefore constant and nfront increases with IL,

as shown in figure (6.3(b)), so that nf and therefore the maximum proton energy

vary rapidly with IL, as shown in figure (6.3(c)) and figure (6.4), respectively. By

contrast, in the focus scan, F increases with rL (figure (6.3(a))), and therefore

decreasing intensity. Even though nfront decreases at the same rate as it does in

the energy scan, nf increases with decreasing intensity, as shown in figure (6.3(c)),

due to the increase in F and constant EL. The reduction in kT with intensity

means that the maximum proton energy still decreases, but at a much slower rate

than in the energy scan.
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6.6 Numerical simulations

It is shown in chapter 5, that the fast electron beam divergence is controlled by

self-generated resistive fields and collisions with the background plasma in high

Z targets. The self-generated azimuthal magnetic field [24, 25, 108, 111, 178],

that pinches the fast electron beam while propagating through the overdense

plasma, can be approximated by ∂B/∂t = ηJf/rf . The analytical modeling and

Fokker-Planck simulations of Bell et al. [24] demonstrated that, even when the

initial beam is not strongly anisotropic, the fast electron source can be collimated

into a beam. Collimation occurs if [rf/rg > α2
1/2] (rg the Larmor radius), i.e. the

magnetic field is strong enough to bend the fast electron through the angle (α1/2)

in a distance equal to (rf/α1/2) in which the beam radius doubles. Bell et al. also

show that the collimation is less favorable at high initial divergence angle of the

fast electron source, laser power, and fast electron temperature.

In this experimental work the fast electron source size, assumed equal to the

laser spot size, is increased by a factor of ten. The B-field strength is then expected

to fall with increasing fast electron beam size.

The effect of the laser spot size on the fast electron beam collimation is in-

vestigated using ZEPHYROS code. The simulations were performed using a 500

µm × 500 µm × 100 µm box with a resolution equal to 2 µm × 2 µm × 2 µm.

The fast electron source input parameters were chosen to match the experiment

parameters. Tf [eV ] is given by the ponderomotive scaling [63] at laser intensity

matching the experiment. ηL−e (determining the number of fast electrons), unless

specified, is equal to 0.2. The fast electron energy distribution is of the form of

Nf (Ee) = Nfexp(−Ee/Tf ), and the angular-energy injection distribution is de-

rived by Moore et al. [60]. The model of resistivity as a function of temperature

for Al is the one used by Davies [107], based on a fit to the data published in

Milchberg et al. [48]. The initial background temperature was set at 1 eV. The

front and rear boundaries are reflective and side boundaries are open. The elec-

trons were injected into the solid over a pulse duration of 1 ps, in a focal spot
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(Gaussian transverse profile & top hat temporal profile) with radius varied be-

tween simulations: equal to 4, 15, 30 and 40 µm (for the energy scan, the source

radius is kept equal to 4 µm).

Figure 6.6: (a-d) False-color 2D maps of the z-component of the self-generated

resistive B-field (in units of Tesla); (e-h) Corresponding false-color 2D profiles of

the fast electron beam density (log10 (m−3)) ; extracted at a runtime equal to 1

ps for < θ1/2 >= 30◦.
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As can be observed in figure (6.6), a clear decrease in the magnetic field

strength is found by increasing the fast electron source size (and thus reducing

the laser intensity). A comparison of the B-field and the density distribution

profiles, for rL = 4 µm, ηL−e = 0.2 and < θ1/2 >= 50◦ and for different peak

laser intensity, is shown in figure (6.7). A decrease in the laser intensity (i.e. the

decrease in the fast electron number and temperature) as expected leads to a

drop of the B-field strength and thereby the beam density.

Figure 6.7: (a-b) False-color 2D maps of the z-component of the self-generated

resistive B-field (in units of Tesla); (c-d) False-color 2D profiles of the fast electron

beam density (log10 (m−3)) ; extracted at a runtime equal to 1 ps for < θ1/2 >=

50◦, rL = 4 µm and ηL−e = 0.2. The laser intensity is 6 × 1020 W.cm−2 for (a)

and (c). The laser intensity is 3× 1018 W.cm−2 for (b) and (d).
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Resulting Emax

nf , shown in figure (6.8), and tacc are extracted from the numerical simulations

and used as input to Mora’s plasma expansion formula [136], as done in the

previous chapter. Emax, determined from the simulation results, is then compared

to experimental results.
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Figure 6.8: Temporal evolution of the rear peak density for different laser inten-

sities, for parameters corresponding to the energy scan.

By choosing the parameters ηL−e = 0.2 and< θ1/2 >= 50◦ as input parameters

into to numerical simulations, as shown in figure (6.9), the Emax experimental

trend is well reproduced for the energy scan.
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Figure 6.9: Proton maximum energy deduced from plasma expansion model using

the numerical simulation outputs, for parameters corresponding to the energy

scan. Note that the peak experimental Emax shown in this graph corresponds to

the mean value of the experimental results obtained at the same intensity.

Figure (6.10) presents results deduced from numerical simulations, coupled

with Mora’s plasma expansion model, for parameters corresponding to the focus

scan. The ion acceleration time, deduced from the numerical runs, is found to be

of the order of the laser pulse duration when the laser pulse radius is increased. No

single ηL−e and < θ1/2 > combination accurately reproduces the Emax trend with

IL obtained by laser spot variation. In general, the fast electron beam injection

half-angle need to be reduced, when increasing the source spot size, in order to

obtain a close trend to the proton maximum energy.
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Figure 6.10: Proton maximum energy deduced from from plasma expansion

model using the numerical simulation outputs, for parameters corresponding to

the focus scan.

6.7 Summary & future work

This work highlights the importance of the laser spot size in changing the fast

electron beam properties and consequently the TNSA-generated ion characteris-

tics.

While the highest maximum proton energy is obtained at the highest laser inten-

sity, higher proton energies are obtained, under defocused laser spot, compared

to tight focus for a given laser pulse intensity. A slower decrease in the mea-

sured maximum proton energy as a function of decreasing intensity is observed

in the focus scan, compared to the energy scan at best focus. The laser-to-proton

energy conversion efficiency is increased in the focus scan at a given IL, com-

pared to the energy scan. This cannot be accounted for only by differences in the

laser pulse energy alone, which set the laser-generated fast electron number. An

enhancement of the low energy protons is also obtained under defocused laser
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irradiations, as observed in [193, 196]. Xu et al. [196] deduced that the increase

in the low energy protons, enhancing the proton yield, results from an increase in

the laser-generated ’moderated’ energy electrons under optimized defocused laser

irradiations. Green et al., using 50 nm to 6 µm-thick Al foils for laser intensity up

to 2×1019 W.cm−2, concluded that the change in the proton spectra results from

geometrical changes due to a large focal spot size, and from the reduction of the

laser intensity. A scaling of Emax with I∼0.6
L is found, for most of the experimental

results obtained at large laser spot size. A plateau is observed for the focus scan

and in the experimental results of Xu et al. (also by laser spot size variation),

resulting in a scaling of Emax with I∼0.13
L .

An analytical model based on a diffuse source geometry is introduced in this

chapter, which, for the parameters of the experiment reported provides a better

approximation of hot electron beam injection and propagation.

A next step would be numerical investigations, via PIC simulations, of the laser

energy absorption, the resulting fast electron distribution function and injection

angle under defocused laser irradiations. The outputs of the PIC simulations, can

then be used as input parameters to hybrid code simulations in order to inves-

tigate the fast electron beam transport in hundreds of microns solids, to deduce

the properties of accelerated ions.
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Chapter 7

Laser-to-fast electron energy

conversion efficiency: Effect of

preplasma conditions

In this chapter, the laser-to-fast electron energy conversion efficiency, ηL−e, is

investigated over a wide range of experimental conditions. 2D images of the Cu

Kα emission and the TNSA-generated proton beam are used as diagnostics for

the fast electrons. As in the previous chapters, 1D plasma expansion model and

3D numerical simulations using a hybrid code are employed to model the fast

electron beam transport in the solid.

In the first section, simultaneous measurements of the Cu Kα emission and the

proton acceleration, obtained by changing the laser pulse intensity and contrast

ratio, are reported. The main data sets were obtained using the Phelix laser at GSI

and the Vulcan laser at the RAL. Published experimental results and numerical

simulations are included in this work. The second section presents a simple 1D

model, including results from both diagnostics of the fast electron beam, enabling

the laser-to-fast electron energy conversion efficiency to be inferred. In the final

section, numerical simulation results of the fast electron beam transport using a

hybrid code coupled with a 1D plasma expansion model predict the maximum
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proton energy variation with the laser intensity, at a specific ηL−e, for comparison

to the experiments.

7.1 Experimental set-up

The experimental data presented in this chapter were obtained during two dif-

ferent experimental campaigns. The main differences in the laser system were

the laser pulse contrast ratio and energy, the angle of incidence on target θL and

polarization. The laser pulse contrast ratio varied from 104 to 106 on a nanosec-

ond timescale for the s-polarized Phelix laser. The laser pulses were focused on

the target at an angle of θL = 45◦ to the target normal. The p-polarized Vulcan

laser pulses were focused onto the target at an angle of θL = 23◦ with an ultra

high contrast ratio of 109 on a nanosecond timescale. Both laser system main

parameters are summarized in table (7.1).

Table 7.1: Phelix laser & Vulcan laser main parameters.

Vulcan laser Phelix laser

λL(µm) 1.054 1.054

τL(ps) 0.8± 0.2 0.5±0.1

Spot size (at best focus µm) ϕL ∼ 8 30× 13(ϕL = 13)

Peak EL (on target J) ∼ 125± 25 ∼ 80

Peak IL(W/cm2) 6× 1020 2× 1019

θL(
◦) 23 45

Contrast ratio ∼ 109−10 - ns scalea 104−6 - ns scaleb

ASE intensity (W/cm2) ∼ 1010−11 ∼ 1012−15

Polarization p-polarized s-polarized

a CLF annual report 2009/2010.
bV. Bagnoud, EMMI workshop, May 14-15, 2009 Moscow, Russia.

Concerning the target, circular(ϕ = 4 mm) 20 µm-thick Cu(55%)/Ni(45%) alloy

targets were used during the Phelix experimental campaign, and planar (5 mm
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x 5 mm) layered Al- Cu- Al targets were used during the Vulcan experimental

campaign. The Al propagation layer was varied in thickness from 20 to 250 µm,

the fluorescent Cu layer was 5 µm-thick and a 1 µm-thick Al layer was included

to avoid fluorescence of the Cu due to the lateral spreading of the electrons on

the target rear surface [185].

The experimental scan referred to as ’Phelix-106’ was obtained with a pulse con-

trast ratio of 106 and the scaling in intensity was achieved by varying the laser

energy from ∼ 6 to 74 J at best focus. The scan referred to as ’Phelix-104’ was

obtained with a pulse contrast ratio of 104 , the scaling in intensity was achieved

by varying the laser energy from ∼ 5 to 55 J at best focus. The scaling in in-

tensity, for the experimental scan referred to as ’Vulcan-109, was achieved by

varying the laser energy from ∼ 17 to 150 J at best focus. A limited number of

laser shots were taken under different laser spot sizes or incident angles on target.

The conditions under which each shot was obtained are specified in the text.

The diagnostics, used during the Vulcan laser experimental campaign, to

record the data presented in this chapter, were a spherically bent Bragg crys-

tal coupled with FujiFilm BAS image plate detector [155, 169] for the X-ray

emission and dosimetry film (RCF HD-810) stacks [149] to measure the proton

beam. The spherically bent Bragg crystal, viewing from the target rear surface

side, was used to make time-integrated 2D measurements of the Kα fluorescence

of the Cu layer. The magnification of the imaging system was 10. To measure the

spatial-intensity distribution of the beam of protons accelerated from the target

rear surface via the TNSA mechanism, dosimetry film stacks were used. The RCF

stack was positioned 5 cm from the rear of the target. The film layers act as filters

and the proton beam spectrum can be deconvolved in energy steps which depend

on the number and thickness of the films used. The stacks used in this experiment

enable the proton energy spectrum to be measured in the range 1.2 to 40 MeV.

In the Phelix laser experimental campaign, an RCF stack viewing the target

rear surface was used as diagnostic of the TNSA-generated proton beam. The

RCF stack, positioned at 6.5 cm from the target rear surface, surrounded the
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target, forming an arc of 230◦ in the horizontal plane. The stacks enable the

proton energy spectrum to be measured in the range 2.2 to ∼ 22 MeV. The

experimental set-up is described in Gray et al. [198].

Measurement of the K-shell emission, from a buried fluorescent layer, has

been widely used to infer the fast electron beam diameter and divergence angle,

by measuring the recorded 2D image lateral extent of the X-ray source at a given

depth in the solid [1, 2, 14, 15, 42, 85, 155]. The TNSA-generated proton beam [8]

scaling with the fast electron beam density [136] enables the fast electron beam

source size and indirectly ηL−e to be inferred [1, 2, 186, 189].

7.2 Experimental results & discussion

The experimental results obtained on both campaigns and Kα lateral extent re-

sults from previous published work, are shown in figure (7.1, 7.2, 7.3 & 7.4). The

Kα lateral extent obtained on the Vulcan laser, shown in figure (7.1), shows small

variations with the laser intensity. Figure (7.2) presents published Kα lateral ex-

tent obtained over a wide range of experimental conditions. No clear tendency

can be directly seen from these data sets, the lateral extent seems to increase

slightly with increasing target thickness, laser focal spot size and intensity. The

results obtained on 20 µm-thick targets, that can be related to one of the main

data set obtained on 20 µm-thick alloy targets, are summarized in table (7.2).

134



Chapter 7: Laser-to-fast electron energy conversion efficiency: Effect
of preplasma conditions

1019 1020 1021
100

150

200

250

300

 

 

 450

 230

 70

C
u 

K
 F

W
H

M
 (

m
)

IL (W.cm-2)

Figure 7.1: The CuKα lateral extent (FWHM) as a function of the laser intensity

obtained on the Vulcan laser. The targets were 100Al-5Cu-1Al. The laser pulse

contrast ratio was 109 therefore little preplasma was generated at the target front

surface before interaction with the peak intensity of the laser pulse.

Table 7.2: Published Kα emission FWHM obtained on 20 µm-thick targets;

[78] (1) correspond to a small preplasma density scale length (e−/cm3): 1.530 ×

1025(10− x)−3.0, (2) intermediate scale length (e−/cm3): 7.095× 1024(14− x)−2.7

and (3) long scale length (e−/cm3): 5.805× 1024(20− x)−2.4.

Reference ϕL (µm) τL(ps) Peak IL (W/cm2) Target composition Kα FWHM (µm)

[15] 7 5 4× 1019 Ti ,Cu, Al-Cu-Al 61

[15] 50 5 1.5× 1019 Ti ,Cu,Al-Cu-Al 103

[14] 7 0.5 5× 1020 Cu 85

[78] (1) 12 0.8 2× 1019 CH-Al-Cu-Al 134

[78] (2) 12 0.8 2× 1019 CH-Al-Cu-Al 122

[78] (3) 12 0.8 2× 1019 CH-Al-Cu-Al 111
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Figure 7.2: Kα lateral extent (FWHM), from the previous published work, as

function of the laser intensity. The experimental results of Green et al. [15], rep-

resented by triangles, were obtained on the Vulcan laser, at a pulse duration of 5

ps, a laser spot diameter of 7 µm and an intensity of 4 × 1019 W.cm−2. The ex-

perimental results of Green, represented by circles, were obtained at a laser spot

diameter of 50 µm and an intensity of 1.5× 1019 W.cm−2. The targets used were

25-100 µm-thick Ti and Cu or layered targets (Al-25Cu-Al). The experimental

results of Lancaster et al. [14] were obtained on the Vulcan laser, at a pulse dura-

tion of ∼0.5 ps, a laser spot diameter of 7 µm and intensity of 5× 1020 W.cm−2.

The targets used were 5-75 µm-thick Cu. The experimental results (mean values)

of Scott et al. [78] were obtained on the Pico 2000 laser, at a pulse duration of

∼0.8 ps, a laser spot diameter of 12 µm and intensity of 2 × 1019 W.cm−2. The

targets were layered CH-Al-Cu-Al targets.Three distinct preplasma scale lengths

were generated at the target front surface.
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By contrast, the proton maximum energy Emax, shown in figure (7.3 & 7.4),

presents a strong dependency on IL and the preplasmas conditions.
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Figure 7.3: Proton maximum energy as a function of the laser intensity obtained

using the Vulcan laser.
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Figure 7.4: Proton maximum energy as a function of the laser intensity obtained

using the Phelix laser.
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A power fit to the laser intensity scans made by laser energy variation shows

two distinct scalings for the proton maximum energy with the laser intensity.

In both scans made on the Phelix laser, where the intensity on target and the

pulse contrast ratio are lower than on the Vulcan laser, Emax scales with I∼0.9
L

similar to the scaling presented in Passoni et al. [195]. For the scan performed

on the Vulcan laser, Emax scales with I∼0.6−0.7
L consistent with the experimental

scaling with I∼0.6
L previously published in Robson et al. [192] using the same laser

but using 10 & 25 µm-thick Al targets and laser pulse durations from 1 to 8 ps.

The effect of the preplasma scale length on the fast electrons, generated during

the interaction of the main laser pulse with the preplasma/solid front surface, is

discussed in the next subsection.

7.2.1 Effect of the preplasma on the fast electrons and

consequently on the TNSA-generated proton beam

Previous theoretical and experimental studies [18, 20, 78–83, 199], using the laser

main pulse ASE or a controlled second laser pulse to change the properties of the

preformed plasma at the target front surface, show the importance of the pre-

plasma on the characteristics of the accelerated electron beam and consequently

on the TNSA-generated proton beam. As an example, for a laser system such

as the Phelix laser, which until a recent upgrade, provided a laser intensity of

1 × 1019 W/cm2 with an intensity contrast ratio of 104 on a nanosecond time

scale, the prepulse intensity is of the order of ∼ 1015 W/cm2 which produces a

significant preplasma expansion on the target front surface. The energy contained

in the ASE/prepulse and its duration with respect to the peak of the laser pulse

set the density scale length of the preformed plasma. Depending on the preplasma

scale length, the interaction of the main laser pulse with a preplasma causes the

laser pulse to self focus [200], to break into filaments [201] and to lose parts of

its energy through stimulated Raman scattering [44]. Those processes alter the

generation and transport of the fast electron beam and therefore the ion beam
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characteristics.

The work of Cai et al. [18], using 1D radiation hydrodynamic and 2D PIC

simulations, investigates fast electron generation in high intensity laser-matter

interactions. The 2D PIC simulations of a linearly polarized laser pulse (IL =

1.37 × 1020 W/cm2 and τL = 2 ps), interacting at normal incidence with gold

targets, were performed for a 1 nanosecond ASE at IASE = 1011 − 1012 W/cm2.

It was shown that the absorbed laser energy increases with increasing preplasma

density scale length. A change in the fast electron energy distribution, as shown

in figure (7.5), was also observed with increasing preplasma scale length.

Figure 7.5: The time integrated spectrum of electrons with different preplasma

density scale length, reproduced from [18]. Solid black line represents a ’small’,

dashed red line represents a ’medium’ and dashed blue line represents a ’long’

density scale length.

For small density scale length, a single temperature energy distribution seems

to fit the integrated spectrum for electrons of energies < 10 MeV. At larger

preplasma scale length, the spectra tend to a two temperature distribution func-

tions. The fast electron beam temperature for a small preplasma density scale

length was found to be consistent with the scaling derived in Haines et al. [77]:
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Tf (keV ) = 511 × [
√
(1 +

√
2a0 − 1], where a0 is the laser amplitude. Thus the

main acceleration mechanism is the ponderomotive acceleration J × B. For a

middle plasma density scale length, the PIC simulations showed that several ac-

celeration mechanisms such as vacuum heating [71], resonant absorption [202]

and J ×B, contribute to the acceleration of the electrons. Thus, the fast electron

beam temperature inferred from the energy distribution was higher than for the

small preplasma scale length. For long plasma density scale length the laser beam

can lose most of its energy in the underdense preplasma thus the fast electrons

can be accelerated through acceleration mechanisms specific to laser underdense

plasma interactions [203, 204], increasing the fast electron beam temperature

when compared to a small or middle density scale length. However, laser plasma

instabilities start to appear, as demonstrated in [83], altering the fast electron

beam properties. Finally, Cai et al. argued that the drop in the Ag Kα emission

observed in [205], when a large preplasma is present, can be due to the decrease

in the fast electron number as the Kα emission is proportional to the electron

number rather than a change in the laser-to-electron energy conversion efficiency.

The work of Mishra et al. [206], using 1D PIC simulation, investigates the fast

electron generation in high intensity laser-matter interactions. Part of the 1D PIC

simulations were performed for a linearly polarized laser pulse interacting at nor-

mal incidence with a steep density gradient. It was shown that the electrostatic

potential, created by the laser pulse pressure at the target front surface, traps

the blow-off electrons, forming a sheath ∼ 3× thicker than the skin depth c/ωp,

with ωp the plasma frequency. The fast electrons accelerated in the skin depth by

the evanescent wave are classified in two ’categories’: the ’non oscillating’ elec-

trons accelerated by to the non ’oscillating’ part (due to the laser pulse intensity

gradient) of the longitudinal ponderomotive force pushing the electrons in the

solid and the electrons oscillating at twice the laser frequency ωL. The ’non oscil-

lating’ electrons have lower energies than the ’oscillating’ electrons. By changing

the laser polarization from linear to circular, the laser total energy absorption is

found unchanged, at a specific target density (> 100nc). Therefore, the genera-
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tion of ’ non oscillating electrons’ is dominant for high density targets (> 100nc),

as no ’oscillating’ electrons are generated with circularly polarized laser pulses. It

was observed that the absorption increases with increasing laser pulse amplitude

or when the laser pulse is focused obliquely onto the target (as other absorption

mechanisms may contribute). The absorption also decreases with increasing tar-

get density. Finally, the set of simulations made including an initial preplasma

with a scale length of 2 µm, show that the laser energy absorption is more efficient

during the early time of the laser preplasma interaction near the critical density

and then drops when the laser interacts with the solid density. It was also found

that the fast electron beam temperature, extracted from the energy spectrum,

scales with the ponderomotive scaling.

The recent work of Scott et al. [78] presents an experimental and numerical

study of the fast electrons energy transport in laser-solid interactions [CH(5 µm)-

Al(10,20,50 µm)-Cu(10 µm)-Al(1 µm)] with a controlled preplasma generated

by the laser’s ASE. The laser pulse energy and intensity were equal to 40 J and

2×1019 W/cm2. The ASE energy contrast ratio was in the range of 3×10−3−1×

10−2, giving a total energy in the ASE varying from 120− 400 mJ, in a duration

ranging from 1.1− 4.3 ns. The different density scale lengths are defined in table

(7.2). From PIC simulations, it is inferred that for a large preplasma density

scale length the accelerated fast electrons are divided in two populations. Fast

electrons accelerated via the J×B mechanism within the preplasma generated by

the prepulse, show a lower beam divergence and a higher temperature compared

to these accelerated at the critical density nc. It was also found that increasing the

density scale length, by changing the energy and the duration of the laser ASE,

increases the number, energy and temperature of the fast electron accelerated

within the coronal plasma. Vlasov-Fokker-Planck modeling of the experimental

data shows that the fast electron beam, accelerated in the preplasma, induces a

magnetic field within the solid that pinches the fast electron beam accelerated

at the critical density surface. PIC simulation results show that, for all three

density scalelengths, the total laser-to-fast electron energy conversion efficiency is

invariant. The HWHM of the Cu Kα emission is slightly reduced with increasing
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density scale length and the divergence half angle is 25 ± 7◦ (linear fit to the

mean values) for all three density scalelengths. Small increase of the emission

HWHM is observed with increasing target thickness. However the HWHM of

the pyrometric experimental data shows a net reduction of the thermal emission

size with increasing plasma density scale length. Finally, the fast electrons source

size, observed in the PIC modeling (and extrapolation of the Cu Kα emission

& pyrometry data), is much greater then the vacuum laser spot size due to the

refraction, at a large incident angle of 45◦, of the p-polarized laser spot in the

preplasma. By reducing the laser incident angle, the fast electron source size can

be reduced as the laser refraction can be prevented (at normal incidence).

The work of McKenna et al. [83], performed using the Vulcan laser at an

intensity of 3 × 1020 W/cm2, shows an enhanced proton maximum energy by

increasing the preplasma density scale length, using a secondary low energy long

duration laser pulse (0.5− 5× 1012 W/cm2 in a pulse duration of 6 ns, giving an

ASE energy 5− 50 J). It was demonstrated that for a density scale length of 30

to 60 µm, the laser pulse self focus in the preplasma, increasing its intensity at

the critical density surface hence enhancing the proton maximum energy when

compared to a sharp density gradient. By increasing the preplasma density scale

length (>100 µm), it was found that the laser pulse breaks into filaments during

the propagation in the underdense preplasma region. Thus the laser intensity at

the critical density surface is reduced, reducing the maximum proton energy.

PIC simulations of Ovchinnikov et al. [20], for IL ∼ 1018-1021 W/cm2, show

that the fast-electron divergence angle increases almost linearly with the pre-

plasma scale length for a fixed laser intensity. The laser intensity affects little the

beam divergence for a fixed preplasma scale length.

In summary, Scott et al. [78] observed that the total energy absorbed into

fast electrons was unchanged by the density scale length. Based on time-resolved

Kα spectroscopy experimental measurements, shown in figure (7.6), Nilson et al.

[42, 43, 85] infer a conversion efficiency, ηL−e=0.2, over the intensity range IL =
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1018−1021 W/cm2. The experimental results were obtained, using copper targets,

on the Vulcan laser and the Multi-Terawatt laser system at the Laboratory for

Laser Energetics.

Figure 7.6: Kα energy, normalized to the laser energy, as a function of laser

intensity. The figure is reproduced from [42].

However, the work of Ma et al. [80] using cone targets, show that ηL−e is depen-

dent on the preplasma condition. Furthermore, a significant change in the laser

plasma absorption and the fast electron energy distribution with the preplasma

scale length is observed in the work of Cai et al. [18]. Finally, the simulation re-

sults of Mishra et al. demonstrate that the laser energy absorption increases with

the laser amplitude and is mainly absorbed within the preplasma near the critical

density and then drops at the solid target front surface. Thus the preplasma scale

length (especially for a middle/long scale length) should affect the laser energy

absorption, the hot electrons spectra, and the TNSA generated proton beam.

Concerning the fast electron beam temperature, the J × B acceleration mecha-

nism is the main mechanism observed for all preplasma scale lengths in the PIC

modeling of Scott et al. and Mishra et al.. However, in the work of Cai et al. the

J×B acceleration mechanism is the main mechanism for a small preplasma scale

length and several acceleration mechanisms are responsible for the fast electron

acceleration in presence of medium/long preplasma scale length.

The difference in the proton maximum energy, as observed in McKenna et al.,
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can be explained by the effect of a long density scale length preplasma on the

laser pulse propagation (self focusing, filamentation) and consequently on the fast

electron beam (source size, temperature).

Evaluation of the preplasma density scale length from the laser inten-

sity contrast ratio

The preplasma density scale length, for both experimental campaign described in

this chapter, is deduced from the intensity contrast ratio CI as due to a number

of experimental factors a direct measurement was not performed during the ex-

perimental campaigns. The ASE intensity on a nanosecond scale (τASE), shown

in table (7.1), is calculated as follows: IASE = IL/CI W/cm2. Then, the ASE

characteristics allow the preplasma density scale length, and consequently its ef-

fect on the laser pulse propagation, and fast electron and the ion generation to

be inferred:

→ ’Vulcan-109’: The intensity and energy contained in the ASE on a nanosecond

scale is too low to create a significant preplasma and a small preplasma density

scale length is generated at the target front surface. A preplasma density scale

length of the order of a few microns is found in the region of the critical density,

for IASE ∼ 5 × 1011 W/cm2 (on a nanosecond timescale) interacting at normal

incidence with Al targets, by fitting the density gradient by the function of the

form of ne ∝ exp−x/Ln, where Ln is the density scale length. The preplasma

density profile at the front surface was calculated by the 2D hydrodynamic code

POLLUX [207]. The CPA beam rapidly ionizes the solid without significant abla-

tion and interacts with an almost steep electron density. For a linearly polarized

laser beam, the longitudinal ponderomotive force can be divided into two parts: a

non oscillating part due to the laser envelope that pushes the plasma density pro-

file inward and a 2ωL oscillating part that heats and accelerates the fast electrons

at the critical density, where ωL is the laser frequency [73]. When the laser inter-

acts with an overdense plasma with steep density gradient, as observed in the 1D
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PIC simulation results of Mishra et al., the oscillating part of the ponderomotive

force is minimized. The non-oscillating part of the longitudinal ponderomotive

force leads to an acceleration mechanism similar to the vacuum heating. The fast

electron beam temperature is expected to be lower when compared, at the same

laser intensity, to the case where the oscillating term is enhanced, modifying the

fast electron beam energy spectra when compared to an intermediate preplasma

scale length. In this study, Emax scales with ∼ I0.6−0.7
L . As Emax scales with the

fast electron temperature Tf , the scaling of Tf with ∼ I0.6−0.7
L is close to the pon-

deromotive scaling [63] with ∼ (ILλ
2
L)

0.5.

→ ’Phelix-106’: The CPA beam interacts with an intermediate preplasma den-

sity scale length. A preplasma density scale length of the order of a tens microns

is found in the region of the critical density, for IASE ∼ 2 × 1013 W/cm2 (on a

nanosecond timescale) interacting at normal incidence with Cu targets. The fast

electrons in this case are accelerated through multiple acceleration mechanisms,

resulting in a scaling of Emax ∼ I0.9L .

→ ’Phelix-104’: The ASE intensity, reaching ∼ 1015 W/cm2 (therefore the pre-

plasma expansion could not be modeled by the hydrodynamic code), is high

enough to generates a significant preplasma density scale length affecting ηL−e

and altering the main laser beam propagation. Therefore, based on the conclusion

of McKenna et al. and Cai et al., the decrease in the proton maximum energy,

compared to the proton maximum energy obtained during ’Phelix-106’, can be

explained by the development of laser plasma instabilities, such as filamenta-

tion in the dense preplasma. The same scaling than for ’Phelix-106’ data set, of

Emax ∼ I0.9L with IL is found for this data set.

The experimental data were obtained on different laser facilities and experimen-

tal conditions. The diagnostics used in the work probe the fast electron beam

size and density at the target rear surface after being altered by the interaction

and self-generated fields in the propagation layer. Thus, simulations of the fast

beam transport in a solid are performed, for a given fast electron source (i.e. at

a given ηL−e), using a Hybrid-PIC code. Then, the proton maximum energy is

inferred from the Mora’s 1D plasma expansion model [136] using the fast electron
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beam peak density and acceleration time extracted from the Hybrid-PIC results

as input parameters. The comparison between the proton maximum energy trend

obtained from the simulations and the experimental results enables ηL−e to be

inferred. Furthermore, the two main scans were obtained using 20 µm-thick Al

or Cu/Ni alloy targets and 100 µm-thick Al targets. The work of [122, 182, 183],

also discussed in chapter (5), highlighted the importance of electron recircula-

tion on the TNSA-generated protons. The use of 100 µm-thick targets with a

laser pulse energy of 0.8 ps minimizes the recirculation within the solid. On the

contrary, fast electron recirculation can be important inside 20 µm-thick targets.

Therefore, the two scans are presented separately and the effect of the fast elec-

tron beam transport and thus recirculation in sub 100 µm targets is investigated

using a Hybrid-PIC simulations by changing the boundary condition at the rear

simulation box (open or reflective boundary).

In the next section the effect of the laser ASE on ηL−e is inferred from the ex-

perimental measurements obtained with both fast electrons diagnostics using a

simple 1D analytical model.

7.3 Determination of the laser-to-fast electron

energy conversion efficiency

As a first step, a simple analytical model is developed to link the experimental

results obtained with both Cu Kα and proton diagnostics in order to deduce ηL−e.

The Mora’s [136] 1D analytical model predicts the proton maximum energy as

function of the laser intensity. The fast electron beam temperature in this model is

given by the ponderomotive scaling [63]. The effective ion acceleration time tacc is

of the order of the laser pulse duration [138]. Finally, the fast electron beam den-

sity nf is equal to Nf/(πr
2
rearcτL)), where rrear is the target rear-surface electron

beam radius and Nf the number of fast electrons equal to ηL−eEL[J ]/(e ·Tf [eV ]).

rrear is set equal to the Kα emission HWHM. The only free parameter left as

input to model is ηL−e.
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As already mentioned, Nilson et al. [42, 43, 85] infer an ηL−e=0.2, over the inten-

sity range IL = 1018 − 1021 W/cm2.

10
18

10
19

10
20

10
2

10
4

10
3

T
f (

ke
V

)

10
18

10
19

10
20

0.2

0.4

0.6

Laser intensity (W/cm2)

η L−
e 

Figure 7.7: Laser-to-electron energy conversion energy published in [84] as func-

tion of the laser intensity; Tf as function of the laser intensity deduced from the

ponderomotive scaling.

By contrast, the review paper made by Davies [84] on the laser absorption by

overdense plasmas highlights a scaling of the fast electron absorption with the

laser intensity, shown in figure (7.7), given by:

fabs =
[
ILλ

2
L/4.3× 1021(Wcm−2µm2)

]0.2661
This scaling comes from a fit made over wide a range of experimental data under

different interaction conditions, including data obtained at pulse contrast ratio

between 103 and 108.
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7.3.1 100 µm-thick targets

Figure (7.8) shows model results obtained using a fixed ηL−e and the Kα lateral

extent shown in figure (7.1), to estimate the fast electron beam density. Diamond

symbols represent the calculated maximum proton energy at given ηL−e and ion

acceleration time specified in the figure.

As can be seen in figure (7.8), by allowing both ηL−e and τacc to vary (as free pa-

rameters not experimentally measured) there are various different combinations

which provide a good fit to the measured data.

Model results using the ηL−e(IL) scaling with intensity presented in [84] are also

shown in the same figure. The fast electron beam density is calculated using the

Kα lateral extent. The values of ηL−e(IL) obtained using the scaling published in

[84] are within the range ∼ 0.2− 0.4. ηL−e(IL) coupled with τacc = 1.6 ps provide

a theoretical Emax trend in good agreement with the experiments.
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Figure 7.8: Proton maximum energy as a function of the laser intensity us-

ing the Vulcan laser. The diamond symbols represent model results obtained

for a fixed ηL−e and τacc using the Kα lateral extent, shown in figure (7.1),

to estimate the fast electron beam density. Triangles are model results using

ηL−e = [ILλ
2
L/4.3× 1021(Wcm−2µm2)]

0.2661
, presented in Davies [84].
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7.3.2 20 µm-thick targets

As images of the Kα emission were not measured during the Phelix laser exper-

imental campaign, the analytical model is only applied on the published work of

Robson et al. [192] using measurements of the Kα emission, summarized in table

(7.2), performed on the same laser and close experimental conditions.

During the interaction of picosecond laser pulses with thin targets, previous pub-

lications [122, 182, 183] have shown that fast electron recirculation leads to an

enhancement of the proton maximum energy. Mora’s isothermal model does not

take into account the finite size of the target (and the electron recirculation)

however the work of Perego et al. [139], comparing different TNSA acceleration

analytical models, shows that Mora’s isothermal model provides a trend with the

laser intensity close to experiments over a wide range of experimental conditions.

1018 1019 1020
0

20

40

60

IL (W/cm2)

 

 

 Robson et al.
 Gsi-CI~104

 Gsi-CI~106

 L-e 0.2- tacc=1.5ps
 L-e Davies - tacc=1.1ps

E
m

ax
 (M

eV
)

Figure 7.9: Proton maximum energy as a function of the laser intensity. The

diamond and triangles symbols represent model results obtained for a fixed ηL−e

and τacc using the Kα lateral extent summarized in table (7.2), to estimate the

fast electron beam density.
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The proton maximum energy measured on the Phelix laser scales with ∼ I0.9L

indicating that a combination of different mechanisms is responsible for the hot

electron acceleration. The work of Cai et al. [18] and Mishra et al. [206] also

observed a change in the fast electron energy distribution, from a single to a two

temperature energy distribution function, for middle density scale length. How-

ever, the scaling in ∼ I0.6L found in Robson et al., shows a domination of the

ponderomotive acceleration. Therefore, the fast electron beam mean temperature

used as input in the isothermal expansion model is deduced from the pondero-

motive scaling.

Figure (7.9) presents the predicted Emax. As for 100 µm-thick targets, several

combinations of ηL−e and τacc are found in order to obtain an Emax trend close

to the experimental Emax. For example, an ion acceleration time of the order of

the laser pulse duration and an ηL−e ∼ 0.2 reproduce the experimental trend

published in Robson et al. [192].

As a first conclusion from this simple model predicting the maximum proton

energy for experimental results obtained with high laser pulse contrast ratio, a

conversion efficiency between ∼ 0.2 and 0.5, coupled with an ion acceleration time

ranging from ∼ 1 to 2.5 ps, reproduce the experimental results. Using the ηL−e

scaling with IL (ranging from∼ 0.2−0.4) of Davies [84] as input to Mora’s isother-

mal model provides an Emax trend with IL close to experiments, when coupled

with an ion acceleration time ranging from ∼ 1 to 1.6 ps. Further investigations

are performed in the next section with hybrid-PIC simulations.

7.4 Hybrid simulation results

The 3D hybrid code ZEPHYROS is used to simulate fast electron beam transport

in solids. The fast electron beam density and an acceleration time deduced from

simulations at a given ηL−e, as discussed in chapter (5), are used as inputs to

the Mora’s 1D model in order to obtain an Emax trend close to that observed

in the experiments. This enables, as for the analytical model presented above, to
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approximate ηL−e indirectly and to compare with the analytical model.

In both sets of simulations the parameters used are as follows: A 500 µm

× 500 µm × L µm box with grid size equal to 2 µm × 2 µm × 2 µm. The

beam temperature is given by the ponderomotive scaling [63] (thus the laser

intensity), and the electrons are injected into the solid over a pulse duration

of 1 ps, in a focal spot (Gaussian transverse profile & top hat temporal pro-

file) with radius equal to 4 µm. The laser intensity, setting Tf , is chosen to

match the experimental conditions. The electron energy distribution is given by

Nf (Ee) = Nfexp(−Ee/Tf [eV ]). The angular-energy injection distribution, de-

rived by Moore et al. [60], is: θ1/2 = tan−1[α×
√
2/(γ − 1)]. Then, the fast elec-

trons with energy (Ee) are injected within the cone of half-angle θ1/2(Ee). The

electron source diameter is set equal to the laser vacuum focal spot diameter. The

initial background temperature is set at 1 eV.

7.4.1 Simulations of fast electron transport in 100 µm-

thick Al targets

For the runs made at L =100 µm, the front and rear boundaries are reflective

and side boundaries are open. The Al resistivity curve used is the one employed

by Davies [107].

By setting ηL−e=0.2 and injecting the fast electrons within a large cone of mean

half angle equal to 500, an Emax trend, presented in figure (7.10), close to that

measured experimentally is obtained.
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Figure 7.10: Emax deduced from the simulation outputs as function of the laser

intensity.

7.4.2 Simulations of fast electron transport in 20 µm-thick

targets

The runs are made at L =20 and 25 µm. The front boundary is reflective, the rear

boundary is open or reflective and the side boundaries are open. Unless specified,

the results shown in this section are obtained using ηL−e=0.2 and < θ1/2 >= 500.

The Hybrid-PIC code models the collisional and resistive beam transport in a

Al and Cu targets. As a Cu/Ni alloy material is not implemented in the code,

the experimental results obtained on Cu/Ni alloy targets are compared with the

numerical results obtained in Cu targets using Lee More resistivity model [49].
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Figure 7.11: Comparison of the peak fast electron rear-side density obtained in Al

targets for an open (labeled ’open’) or reflective x-axis rear boundary, as function

of the simulation runtime. The temporal evolution is compared at different laser

intensity.

The effect of the fast electron beam recirculation, in Al targets, on the den-

sity at the simulation rear boundary is investigated by changing the x-axis rear

boundary from a reflective to an open boundary. The temporal evolution of the

peak density for both boundary conditions is shown in figure (7.11). For 100

µm-thick targets the beam recirculation does not affect the density at the target

rear boundary as the fast electrons recirculate once in the background plasma

and spread out from the propagation axis. In 20 µm-thick targets, the effect of

recirculation is clearly seen especially for the run made at a laser intensity of

5× 1020 W.cm−2 and at a runtime later than 1 ps when the ’laser’ is off. The

recirculation enhances by 2 order of magnitude the beam peak density at the

target rear surface. At laser intensity of 3× 1018 W.cm−2, the fast electron beam

is less collimated as the B-field strength is lower (due to the lower energy and

hence fast electron current density) than for the run made at higher laser inten-

sities, thus the fast electrons spread out from the propagation axis and the beam

recirculation has little effect upon the density at the rear boundary.
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Figure 7.12: Emax deduced from the simulation outputs as a function of the laser

intensity.

The numerical results shown in figure (7.12(a)) are obtained using input pa-

rameters relevant to the Phelix laser. As can be seen, ηL−e need to be increased

for a intermediate preplasma density scale length when compared to a larger scale

length, at a given injection half-angle, in order to reproduce the maximum pro-

ton energy trend measured experimentally. Figure (7.12(b)) shows the numerical

results obtained, at a given fast electron distribution function, for input parame-

ters relevant to the Vulcan laser. A close Emax trend to the experimental results

of Robson et al. is found for an injection half-angle of < θ1/2 >∼ 70◦ and an

ηL−e ∼ 0.1, similar to the laser-to-electron energy conversion efficiency inferred

by [41, 121]. However, as mentioned previously, there might be several combina-

tions of < θ1/2 > and ηL−e which could provide a close trend to experiments.

Furthermore, the preplasma density scale length can also change the injection

angle [20]. Therefore, a future work would be to measure experimentally one or

both of those parameters.
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Note that the presence of a middle/large preplasma density scale length (of the

order of a tens of microns) expanding at the target front surface, can lead to an

enlargement of the fast electron source size. The fast electron absorption mech-

anisms and thus the fast electron energy distribution can also vary under dif-

ferent laser-preplasma interaction conditions. Furthermore, the recirculation of

fast electrons also affects the proton maximum energy. As those effects have not

been investigated for the 20 µm-thick targets, the relative changes in ηL−e val-

ues, between the 3 experimental sets deduced from both analytical and numerical

models, are only compared.

7.5 Summary & future work

The work presents an experimental investigation, using two diagnostics of the

fast electron beam size and density simultaneously coupled with 1D analytical

models and numerical results from a hybrid-PIC code, of the laser-to-fast elec-

tron energy conversion efficiency. It is found that the laser-to-fast electron energy

conversion efficiency is strongly sensitive to the laser-solid interaction conditions

(by variation of the laser pulse contrast ratio).

Mishra et al. [206] observed an increase in the absorption with an increase in the

laser amplitude, therefore a higher ηL−e can be expected for the results obtained

on the Vulcan laser as compared to the Phelix laser. Based on the work of Cai et

al. [18] and Mishra et al. [206], in the presence of preformed plasma the laser ab-

sorption is enhanced. Thus, for example, the contrast ratio on Phelix laser, being

high enough to generate a preplasma at the target front surface and depending

on the preplasma density scale length as shown in McKenna et al. [83], the laser

energy absorption should be improved relative to that can be achieved when the

laser pulse interacts with a steep density gradient. However, at long preplasma

expansion, laser plasma instabilities dominate, altering the laser energy coupling

to hot electrons, explaining the fall in ηL−e at a given laser intensity. The increase

in the proton maximum energy, when the contrast was enhanced from 104 to 106,
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suggests that ηL−e is also improved for a contrast ratio of 106.

It can be noticed that the scaling of the proton maximum energy with the laser

intensity varies with the laser pulse intensity and contrast ratio. For a laser con-

trast ratio ranging from 104 to 106, Emax scales with I∼0.9
L . For a higher contrast

ratio of 109 ( and higher laser intensities) Emax scales with I∼0.6
L . The difference

in Emax scaling may indicate a change in the fast electron acceleration mecha-

nism with the preplasma scale length, as Emax is proportional to the fast electron

temperature (the scaling of the temperature with the laser intensity is set by the

acceleration mechanism). Additional PIC simulations of the interaction of the

laser with different preplasma scale lengths would complete this analysis by ex-

tracting the characteristics (energy distribution, angular distribution etc...) of the

fast electrons injected in the overdense background plasma at the critical density.

The required detailed PIC simulations are beyond the scope of this project and

the computational resources available, but will form the basis of future work.

This work highlights the importance of the laser contrast ratio and the laser gen-

erated preplasma expanding at the target front surface, on certain aspects of hot

electron beam production. A future work could include measuring, the laser-to-

hot electron energy conversion efficiency, the fast electron beam divergence and

the scaling of the fast electron temperature with a controlled preformed plasma

scale length. As observed in the numerical simulations published in [18, 78, 206],

the fast electron energy distribution, varies from an apparent single temperature

to two temperature distribution function and is highly sensitive to the preformed

plasma as the absorption and acceleration mechanisms are strongly dependent on

the laser- preformed plasma/solid interaction. Control of the preformed plasma

may enable the fast electron beam properties to be tailored to application.

In laser short preplasma scale length interaction, the fast electron spectrum

presents an average temperature of few MeVs, favorable for the fast ignition con-

cept. By increasing the preformed plasma scale length, the number of electrons

generated within the coronal plasma increases (However, the beam divergence

also increases [20]). In addition, the fast electron beam temperature is enhanced

by the contribution of several absorption/acceleration mechanisms to the elec-
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trons acceleration (especially when the laser impinges obliquely on the target).

Consequently, the secondary X-ray emission and the characteristics of the TNSA-

generated proton beam can be optimized by a controlled laser-preplasma inter-

action.
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Conclusion & outlook

This work, motivated by the fast ignition approach to ICF and laser-driven ion

acceleration, reports on the investigation of the properties and the control of

fast electron beams generated in UHI laser-solid interactions. The generation and

control of fast electrons, which has been an active area of research in plasma

physics for more than a decade, is far from being entirely understood. A major

experimental difficulty is that there is no direct measurement of the fast elec-

tron beam traveling through a solid. Therefore indirect diagnostics are employed

which increases the uncertainty associated with the observations. However, the

intensive experimental and theoretical research activities carried out on laser-

plasma interactions provides much useful information on the laser-generated fast

electron beam. For example, the main acceleration mechanisms of fast electron

have been identified, enabling the fast electron beam temperature to be inferred.

The beam spatial distribution, spectrum, injection efficiency and transport are

all still topics of active investigation. In addition to the experimental challenge

of controlling the fast electron beam, new diagnostics and improvements to the

drive laser have enabled some positive developments. For example, better control

of laser prepulse has enabled some optimisation of coupling to the solid target

to be achieved. On the diagnostics front, in addition to more conventional x-

ray diagnostics, TNSA ion beam based diagnostics have enabled new types of

measurements to be made that increase our understanding of the structure and
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propagation of the electron beam in the target. Furthermore, a major advance in

computing power enables the use of computationally demanding numerical mod-

els, such as multidimensional kinetic models. Kinetic, fluid and hybrid codes, can

provide information on, for example, the effect of self-generated field on the fast

electron beam and also on beam-plasma instabilities. However, even if numerical

simulations are a key tool for the understanding of many phenomena in overdense

plasma, the use of only 1 or 2 spatial dimensions (due to limitations on compu-

tational resources), the assumptions used, the reduced spatial and/or temporal

scales employed relative to the real targets, and the presence of numerical noise

can make interpretation of the results of such simulations difficult. Therefore, it is

essential to benchmark numerical results with experiments. This thesis presents

experimental investigations of laser-generated fast electrons in solids, based on

X-ray and ions diagnostics, combined with numerical simulations:

→ In chapter 5, a new approach is employed to investigate the fast electron

beam injection and divergence angles in 100-500 µm-thick Al targets. Simulta-

neous measurements of the TNSA-generated proton beam and X-ray emission

from a Cu buried layer are used as diagnostics for the fast electron beam size

at the target rear surface. The laser pulse contrast ratio was higher than 109

on a nanosecond time scale. The fast electron beam injection angle is inferred

from hybrid-PIC simulations via series of runs made at a given beam injection

half-angle and target thickness. Hybrid simulations showed that the half-angle

of ∼ 27◦ corresponding to the effective beam transport angle inferred from the

X-ray diagnostic, corresponds to an effective electron beam divergence angle,

which is determined by the magnitude of self-generated fields. The measured pro-

ton cutoff energy trend, i.e. the fact that Emax decreases with increasing target

thickness, is reproduced when injection half-angles of ∼ 50◦ (ηL−e ∼ 0.2) and

∼ 70◦ (ηL−e ∼ 0.4) are used.

Finally, the main data set is compared with results obtained with Au targets at

tight focus, and, with Al targets at a laser defocused spot size equal to 60 µm.

The transport half-angle for a large laser spot, inferred from the Cu Kα lateral

extent, is equal to ∼ 33◦, which is of the same order as that inferred with the
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beam in tight focus. The proton maximum energy, with the peak energy achieved

at tight focus in thin Al targets, decreases more rapidly in Au as compared to

Al. Geant4 simulations show important scattering in Au target, increasing with

the simulation box thickness. This leads to a quick drop in the fast electron beam

density and, consequently, the proton maximum energy also decreases with the

beam density when the propagation layer thickness is increased. As for Al targets,

hybrid simulations coupled with plasma expansion calculations show that large

injection half-angles, between ∼ 50◦ and ∼ 70◦ ( ηL−e ∼ 0.2− 0.5), are required

in order to match the experimental maximum proton energy. No clear changes

in the proton maximum energy trend are observed from the runs made at larger

source radius. Further work on this topic includes simulations with much larger

laser spot sizes, of the order of the sizes achieved experimentally. This requires

more computation resources than available for the present study.

→ In chapter 6, the effect of the laser spot size on the fast electron beam,

and consequently on the TNSA-generated protons, is reported. Two scans were

performed, at a given laser intensity, by varying the laser energy (3-150 J) for a

fixed irradiated spot size (8 µm) and by varying the spot size (8-80 µm) for a

fixed energy (150 J). The TNSA-generated proton beam and X-ray emission from

a Cu buried layer are used as diagnostics for the fast electron beam size at the

target rear surface. Measurements of the lateral extent of the Cu Kα show small

variations, at a given laser intensity, for both scans. This indicates that, after

propagating in 100 µm-thick Al targets, the overall envelope of the fast electron

beam (including keV energy electrons) is not strongly affected by the source size.

Therefore, no conclusion can be made concerning a possible enlargement of the

rear sheath field diameter for defocused laser irradiation.

The peak maximum proton energy is achieved at the highest laser intensity. How-

ever, at a given intensity, the maximum proton energy and the laser-to-proton

energy conversion efficiency are measured to be generally higher under defocused

laser irradiation and laser energy equal to 150 J, when compared to tight focus

and lower laser energies. It was also observed that the number of ’low’ energy pro-

tons is enhanced under defocused laser irradiation. The proton maximum energy
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is proportional to I∼0.6
L , for the experimental results presented in this thesis and

for the published results, obtained by variation of the laser pulse spot size. An

Emax plateau is observed for the focus scan, with Emax scaling with I∼0.13
L . The

enhanced proton maximum energy, under defocused laser irradiation, is explained

in terms of geometrical changes of the accelerating sheath field in addition to the

increased laser energy. The formation of a parabolic-like sheath distribution, is in

turn explained by the use of a new fast electron source model, in which the fast

electrons are injected from a diffuse source model.

→ In chapter 7, the effect of the ASE-generated preplasma on the laser energy

coupling to fast electrons is investigated over a wide range of parameters. The

measurement are made over a wide range of laser pulse contrast ratios, from 104

to 109 (ASE level on a nanosecond timescales). Therefore, a short, intermediate

and long preplasma density scale length is generated at the target front surface.

It is found that the proton maximum energy is enhanced, at a given laser intensity,

for a pulse contrast ratio of CI=106 when compared to a pulse contrast ratio of

104. This can be explained by the generation of a longer preplasma density scale

length. Therefore laser pulse propagation instabilities appear in the underdense

plasma region and the laser beam breaks into filaments before reaching the critical

surface. The highest Emax is obtained at the highest laser intensity. However, the

Emax trend seems to be enhanced for the data set obtained in presence of a

intermediate preplasma density scale length (CI=106). Furthermore, the Emax

results obtained for 100 µm-thick Al targets are compared to those obtained for

20 µm-thick Al targets at similar experimental conditions. It was also found that

a higher maximum energy is achieved when thinner targets are employed.

Numerical simulations in Al, using a hybrid code, enable the laser-to-electron

energy conversion efficiency to be inferred, for a fixed fast electron injection angle,

for the experimental results obtained for Al targets. The experimental results

obtained on Cu/Ni alloy targets are compared with the numerical runs using

Al (lower Z) and Au (higher Z) targets. The use of an injection half-angle of

∼ 50◦ and an ηL−e=0.2 reproduces the experimental Emax for 100 µm-thick Al

targets. As for the 20 µm-thick Al targets, the fast electron beam recirculation
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enhances the proton maximum energy, when compared to the 100 µm-thick Al

targets at a given laser intensity. It was found that employing a wider injection

half-angle of ∼ 70◦ and an ηL−e=0.1 provided a closer match to the trend seen in

the experimental data. As expected, a much lower ηL−e, at a given injection half-

angle, is required to obtain the Emax trend in presence of a long preplasma density

scale length when compared to the results obtained in presence of a intermediate

density scale length. However, it is noted that there is more than one solution

to the unmeasured free parameters, energy conversion to fast electrons and the

fast electron injection angle, to fit the experimental results. Therefore, further

investigation should focus on employing additional diagnostics to help determine

this parameters.

The role of the different parameters defining the laser-solid interaction, for

example the influence of the preplasma on the fast electron beam spectra or di-

vergence, is an area of active investigation. The self-generated fields, altering the

beam propagation in the overdense plasma, can also potentially be controlled.

For example, by an appropriate choice of the target structure or via two collinear

laser pulses, the first pulse generating and acceleration in the solid a ’first popu-

lation of electrons’ that in turn generates fields in the overdense plasma capable

of guiding the main fast electron beam generated by the second pulse [208].

The investigations presented in this thesis confirm some of the latest results re-

ported by other authors in this field and address some open questions related

to the generation and control of fast electrons. The work reported demonstrates

that:

(1) an optimized preplasma density scale length leads to an enhancement of the

laser energy coupling into fast electrons (and therefore also to protons),

(2) the laser spot size influences the fast electron beam injection angle and trans-

port, by altering the self-generated field strength at the source. A change in the

fast electrons and TNSA-generated ions energy spectrum (with an enhancement

of the proton flux) is also observed,

(3) self-generated resistive magnetic fields are a key factor in fast electron beam

transport that can be used to control the fast electron beam whilst it is traveling
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in the overdense plasma,

Further investigations are needed to be able to systematically control the fast elec-

tron beam characteristics both at its source and during its propagation through

the overdense plasma. It is shown in chapter 7, that an optimized preplasma

density scale length enhances the laser energy absorption. However, the ’scaling’

of the preplasma density scale length with the laser parameters remains approx-

imate. Knowing more precisely the ’scaling’ of the density scale length, with

respect to the laser parameters, will enable the laser energy coupling to fast elec-

trons to be optimized, and will also enable the shape of the fast electron energy

spectrum and beam divergence around the critical density to be controlled. The

effect of self-generated fields on the fast electron beam propagation, reported in

chapter 5, is extensively investigated. However, for example, the self-generated

field, responsible for the fast beam collimation at the fast electron source (i.e.

the critical density region), depends on the source size as observed in chapter

6. This needs further investigation to experimentally demonstrate the scaling of

the magnetic field strength with the source radius. Note that those self-generated

fields have been only observed in numerical simulations. One of the major diffi-

culties in measuring the fast-electron beam-size in an overdense medium, is that

the X-ray 2D imager is mainly sensitive to 10s of keV electrons. Therefore, the

measurements obtained from this diagnostic do not enable a proper character-

ization of the multi-MeV electron-beam-diameter, nor do they enable magnetic

pinching to be observed. A new imaging technique, sensitive to higher energy

electrons, will enable the beam divergence or pinching to be more accurately in-

ferred, as well as allowing for beam-plasma instabilities to be recorded. The need

for high-energy imaging diagnostics will become more pronounced as laser powers

approach 10PW and new tight-focusing off-axis parabolas enable these beams to

be focused down to unprecedented intensities.
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