
i 

 

 

 

Development of New Approaches for Understanding 

and Optimizing Antisolvent Crystallization Processes 

 

Corin Mack 

 

Supervisor: Prof. Joop H. ter Horst 

Prof. Jan Sefcik 

 

EPSRC Future Manufacturing Research Hub in Continuous 

Manufacture and Crystallisation  

 

Thesis submitted in satisfaction with the requirements of the Strathclyde 

Institute of Pharmacy and Biomedical Sciences at the University of 

Strathclyde for the Degree of Doctor of Philosophy. 

 

April 2022  



ii 

 

Declaration 

I declare that the work in this thesis is entirely my own work and has not been 

submitted previously to this or any other university. There the work of others is 

utilized, this is acknowledged and cited in the proper manner. 

 

   

Corin Mack  Date 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



iii 

 

Dedication 

 

 

 

 

 

 

 

 

 

 

 

 

To everyone that helped me get to this to the finish line. 

 

 

 

 

 

 

 

 

 

 



iv 

 

Acknowledgements 

Firstly, I would like to thank Prof. Joop H. ter Horst for being an amazing 

supervisor. He helped and encouraged me to broaden my field of knowledge by 

trying out different aspects of the crystallisation field within the lab, while also 

helping me to focus in and get the most out of my work; I know it was not easy 

but we got there! It was a pleasure to socialise with yourself and share the field 

at weekly 5-a-side’s (no matter which side we are on). I would also like to thank 

you for helping me with starting my career in the pharmaceutical industry, 

spending the time to look over my presentation and giving me some hints and 

tips. 

 

I would also like to thank Prof. Jan Sefcik for his in-depth discussions and input 

from the regular meetings. It was always enlightening to discuss different aspects 

that had not been thought of and to get your valuable input from the beginning.  

 

I would also like to extend a special thank you to Johannes Hoffmann and Dr. 

Lennart Ramakers PhD. During my masters they were a massive help to 

understand and learn what was going on and how best to proceed. In doing so 

helping to me to produce a good piece of work and obtain the requirements for 

my PhD with Joop. This help continued during my PhD and was an incredible 

during my first year. As well as this you were always up for post-work drinks 

which sometimes was a god send.  

 

There are far too many people to name but I would like to say a massive thank 

you to everyone within CMAC over the last four years. All the laughs and 

discussions we had in the lab and the offices helped me both with my work and 

on a social aspect. Especially those late night Exploding Kitten games….excellent 

find by Russell Miller. 

 

 



v 

 

I would also like to thank my flatmate and friend Michael Miller. Honestly, I can’t 

say enough! Between helping with my job interview, to reviewing work for me, 

to the pub nights celebrating whatever was the flavour that week. There really 

are far too many instances to name. Thank You!! 

 

Finally I’d like to thank my family, and especially mum. You helped me to keep 

going, supplying nice food along the way. I really cannot repay you enough for 

everything you guys have done for me throughout the years to get to this point 

both professionally and personally. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



vi 

 

List of Publications 

1. Febra SA, Bernet T, Mack C, et al. Extending the SAFT-γ Mie approach to 

model benzoic acid, diphenylamine, and mefenamic acid: Solubility 

prediction and experimental measurement. Fluid Phase Equilib. 

2021;540:113002. doi:10.1016/j.fluid.2021.113002. 

2. Mack C, Hoffmann J, Sefcik J, ter Horst J.H. Accurate Phase Diagrams for 

the Basic Design of Antisolvent Crystallization Processes. Crystal Growth 

and Design (In preparation) 

3. Mack C, Sefcik J, ter Horst J.H. Activity Coefficients in Phase Diagrams for 

Antisolvent Crystallization. (In preparation) 

 

 

  



vii 

 

Abstract 

As more and more complex molecules find their way to the market, alongside the 

increasing demand for pharmaceuticals, the need for development and 

improvement of key process steps is crucial. By reducing the time and amount of 

drug substance used up during each phase in the crystallisation development 

process, pharmaceuticals can be delivered to patients faster. To achieve our aim, 

three contributions have been made, looking at both single and multicomponent 

systems for solvent selection protocols alongside the development and 

application of a model equation to accurately describe antisolvent phase 

diagrams. Initially solubility and activity coefficient models were applied to 

different solute-solvent systems. In doing so, both the Margules and Wilson 

models showed accurate modelling capability with the experimental activity 

coefficients. Due to the parameters of the Wilson model, interactions between the 

solute-solvent molecules can be quantified. This information about molecular 

interaction from specific functional groups, allow solvent selection protocols to 

be engineered towards specific solvent systems. From the investigation of single 

solvent systems, antisolvent systems were investigated. By using compounds like 

those observed in industry such as salts and highly hydrophobic compounds, 

coupled with a temperature variation method, a generic model equation was 

developed encompassing the general trend observed by antisolvent phase 

diagrams systems for both synergistic and non-synergistic systems. This model 

allowed the prediction and optimization of key process characteristics such as 

yield and productivity at different temperature and antisolvent fractions, so 

identifying specific antisolvent fractions and temperatures where processes 

provide the most optimal results. The final contribution integrates the previous 

observations and techniques, revealing how well the Wilson model can describe 

antisolvent phase diagrams, while providing insight into the molecular 

interactions that dictate synergistic antisolvent phase diagrams. Although the 

multicomponent Wilson model was not able to describe synergistic relationships, 

the binary model was able to describe the systems at individual antisolvent 

fractions. From the binary equation, the interaction parameters at individual 
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antisolvent fractions showed variation in non-ideality as the antisolvent fraction 

increases, identifying that the interaction parameters between the solute-

solvent-antisolvent required are not static and change as the component content 

changes. From these variations, interpretations of how antisolvent phase 

diagrams behave is established with regards to molecular interactions occurring 

with the systems. From each of these contributions, an aspect of crystallization 

processes was encompassed, identifying either different strategies or developing 

methodologies which can help reduce the need for time-consuming studies. In 

doing so allowing a greater pace for getting drugs to patients  
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Chapter 1: Introduction 

The development of new pharmaceutical products is a very time consuming and 

costly venture to undertake, accompanied by a low probability of success. In 

recent years, the average cost of bringing a drug to the market is close to $1 

billion1. More than 40% of all new chemical entities are practically insoluble2. The 

solubility of a drug is one of the major factors dictating its possible bioavailability,  

as it is one the important parameters for delivering the API (active 

pharmaceutical ingredient) to the patient at the required blood concentration 

level2.  

 

In the later stages of process development, the solubility of the drug candidate is 

required to determine the optimal processes for purification, washing and 

formulation. The drug candidate is screened in several solvent types (polar, non-

polar, apolar protic) to determine the best solvent or solvent mixture. In many 

cases, the solvent choice is not just based on solubility but also on other critical 

attributes and guidelines. Toxicity is a major factor influencing the use of specific 

solvents, with the ICH guidelines3 outlining the amount of residual solvent that is 

allowed to remain in a API post isolation. As solvents have no therapeutic benefit 

to patients, it is advised residual solvents are minimised. Within industry, Class 2 

or 3 solvents are ideal as they exhibit the highest tolerance levels with class 1 

solvents to be avoided at all costs unless proper justification is provided3.   

A schematic of different crystallization process types is provided in Figure 1-1. 

Different process types are based on the solubility of the drug candidate. Systems 

with good solubility and a high temperature dependence are ideal candidates for 

cooling or antisolvent crystallisation. If no temperature dependence is observed 

evaporative crystallisation, is the preferred route. Crystallisation of a poorly 

soluble drug candidate is preferably done by utilising precipitation 

crystallization. Melt crystallization is used for the ultra purification of a 

compound to achieve purities of up to 99.999%. In providing highly pure 

material, compounds are melted and crystallized. This differs from the other 

methods of crystallization which is commonly a one-cycle process. Due to the 
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energy requirements if this process it is only utilised when ultra purification is 

required4. 

The emergence of computational methods for solubility modelling such as SAFT6 

and COSMO-RS7,8 have enabled solvent screenings to be performed at a much 

smaller scale. By utilising group contribution methods, they can obtain 

solubilities in large number of solvents without having to measure them 

individually. Although they require some experimental data to obtain interaction 

parameters between functional groups. 

1.1 Solubility 

Within the pharmaceutical industry, virtually all crystallization processes involve 

solutions, with the properties  of these solution dictating the development, design 

and control of these processes. A solution is a mixture of two or more components 

in a homogeneous form: solid, liquid or gas. Typically, solutions consist of 

different combinations of solids and liquids, with crystallization being the 

optimal technique utilised in order to separate both constituents, in doing so 

 

Figure 1-1: Diagram for the selection of crystallization methods based off 

solubility5. 
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obtaining a pure form of either component. Solubility is the term given to the 

maximum amount of a solute able to be dissolved in a specific solvent or solvent 

mixture in order to make a saturated solution, at a specific temperature and 

pressure.  

1.1.1. Fugacity, ideal Solubility and Activity Coefficient  

For a solution to be saturated, its solid and liquid phases must be in equilibrium 

with one another, therefore the chemical potential µ of the solute in the solid 

phase is the same as that of the liquid phase: 

 𝜇𝑖,𝑠𝑜𝑙𝑖𝑑 = 𝜇𝑖,𝑙𝑖𝑞𝑢𝑖𝑑 1  

The chemical potential of a substance is related to its activity by: 

 𝜇𝑖(𝑇) = 𝜇𝑖
0 + 𝑅𝑇ln (

𝑓𝑖

𝑓𝑖
0) 2  

With 𝜇𝑖
0  and 𝑓𝑖

0 representing the chemical potential and fugacity of an ideal 

system. 

So: 

 𝜇𝑖 − 𝜇𝑖
0 = 𝑅𝑇𝑙𝑛 (

𝑓𝑖

𝑓𝑖
0) 3  

The activity of a substance can also be referred from the thermodynamic function 

fugacity 𝑓 where: 

 𝑎𝑖 =
𝑓𝑖

𝑓0
 4  

Using equation 3 provides a more convenient method to describe the solubility 

of an organic solute in various solvents. Fugacity is the “corrected pressure” and 

reduces to this pressure when the solution is ideal, with this pressure coming 

from the relationship with temperature to the triple point between solid, liquid 

and gas phases. An ideal system exists when there are no interactions between 

the components and so the system behaves as would be expected from the 

equations of state.  

For phases in equilibrium: 



4 

 

 𝑓𝑖,𝑠𝑜𝑙𝑖𝑑 = 𝑓𝑖,𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 5  

Equation 5 can then be written to the form for the solid 𝑓2,𝑠𝑜𝑙𝑖𝑑: 

 𝑓2,𝑠𝑜𝑙𝑖𝑑 = 𝛾2𝑥2𝑓2
0 6  

Or 

 𝑥2 =
𝑓2,𝑠𝑜𝑙𝑖𝑑

𝛾2𝑓2
0  7  

Where 𝛾2 is the activity coefficient of the solid at a specific mole fraction 𝑥2 at 

standard state fugacity 𝑓2
0. Equation 7 is the general equation for the solubility of 

a solute in a solvent, with its magnitude dependent on the activity coefficient and 

the fugacity ratio. The standard state fugacity is the fugacity of a pure solid in a 

sub-cooled liquid state. So by assuming that both the solid and sub cooled liquid 

have vapour pressures and that each component is chemically similar so having 

a 𝛾2 = 1, Equation 7 can be written into the form: 

 𝑥2 =
𝑃2,𝑆𝑜𝑙𝑖𝑑 𝑆𝑜𝑙𝑢𝑡𝑒

𝑠

𝑃2,𝑠𝑢𝑏𝑐𝑜𝑜𝑙𝑒𝑑 𝑙𝑖𝑞𝑢𝑖𝑑 𝑠𝑜𝑙𝑢𝑡𝑒
𝑠  8  

From Equation 8, as the only components influencing the ideal solubility is the 

tendency of the solute to go from one phase to another with no other influences 

such as the choice of solvent. It also shows that structural differences in the pure 

components will alter the ideal solubility.  

The general equation for the fugacity ratio is9: 

ln (
𝑓2

𝑓2,𝑠𝑢𝑏𝑐𝑜𝑜𝑙𝑒𝑑 𝑙𝑖𝑞𝑢𝑖𝑑 𝑠𝑜𝑙𝑢𝑡𝑒
) =

𝛥𝐻𝑡𝑝

𝑅
(

1

𝑇𝑡𝑝
−

1

𝑇
) −

𝛥𝐶𝑝

𝑅
(ln

𝑇𝑡𝑝

𝑇
−

𝑇𝑡𝑝

𝑇
+ 1) −

∆𝑉

𝑅𝑇
(𝑃 − 𝑃𝑡𝑝) 9  

Where 𝛥𝐻𝑡𝑝 represents the enthalpy change from the state change at the triple 

point temperature 𝑇𝑡𝑝, with the change in heat capacity and volume between 

these two phases represented by 𝛥𝐶𝑝 and ∆𝑉 respectively. R, T and P represent 

the universal gas constant, temperature and pressure. As the triple point 

temperature and so enthalpy change at this temperature are unknown in most 

cases, these terms are replaced with the heat of fusion ΔHf and melting point Tm 

of the substance. By substituting Equation 9 into Equation 7, the most general 
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form of the solubility equation is produced, often referred to as the Hildebrand 

equation:  

𝑥2 =
1

𝛾2
exp (

𝛥𝐻𝑓

𝑅
(

1

𝑇𝑚
−

1

𝑇
) −

𝛥𝐶𝑝

𝑅
(ln

𝑇𝑚

𝑇
−

𝑇𝑚

𝑇
+ 1) −

∆𝑉

𝑅𝑇
(𝑃 − 𝑃𝑚)) 10  

In most situation, the heat capacity and pressure terms are dropped due to being 

negligible in magnitude to the enthalpy of fusion leaving: 

 𝑥2 =
1

𝛾2
exp (

𝛥𝐻𝑓

𝑅
(

1

𝑇𝑚
−

1

𝑇
)) 11  

1.2 Solubility Correlation Modelling 

1.2.1 Van ’t Hoff 

The equilibrium constant K is a value at which after a certain time elapsed, no 

further change of a systems state is expected at a given tempetrure or pressure. 

It is related to the rate of the forward and backward reactions towards reaching 

equilibria. It is described by the equation10: 

 𝐾 =  
[𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑠] 

[𝑅𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠]
 12  

Where the [Products] and [Reactants] relate to the concentration of the product 

and reactants at equilibrium at a specific temperature. There is an infinite amount 

of equilibrium constants possible but only one at a given temperature10.  The 

van’t Hoff equation relates the change in equilibrium constant of a system when 

undergoing a change in state (solid to liquid) due to temperature T. In many cases, 

the van ’t Hoff equation is written as Equation 13, as it assumes that 𝛾2 = 1: 

 ln 𝑥 =
𝛥𝐻𝑓

𝑅
(

1

𝑇𝑚
−

1

𝑇
) 13  

Where 𝑥 is the mole fraction of the solute, with a heat of fusion 𝛥𝐻𝑓 in J/mol and 

melting temperature Tm, dissolved in the solvent at a specific temperature T.  

A fit of ln 𝑥 vs 
1

𝑇
 would give a linear fit in the form: 
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 ln 𝑥 = 𝑚
1

𝑇
+ 𝑐 14  

 With its slope m describing the change in enthalpy of the system across all 

temperatures 
𝛥𝐻𝑓

𝑅
 and the intercept c describing the change in molar entropy 

across that same temperature range  
𝛥𝑆𝑓

𝑅
. In most cases, systems do not exhibit an 

ideal behavior and so 𝛾2 ≠1 and the enthalpy 𝛥𝐻𝑑  and entropy 𝛥𝑆𝑑 of dissolution 

must be taken into account using: 

 ln 𝑥 = −
𝛥𝐻𝑑

𝑅𝑇
+

𝛥𝑆𝑑

𝑅
 15  

1.2.2 Apelblat Equation 

The Apelblat equation is an effective thermodynamic model for correlating and 

extrapolating experimental solubility: 

 ln 𝑥 = 𝑎 +
𝑏

𝑇
+ 𝑐ln(𝑇) 16  

With the empirical constants a and b accounting for the effect of the enthalpy of 

dissolution on the mole fraction, and c accounting for differences in heat capacity 

of the solid and liquefied solute at the solution temperature T.   

1.2.3 Buchowski-Ksaizaczak Equation 

Buchowski proposed another two-parameter model as an extension to the Van’t 

Hoff equation to extrapolate experimental solubility data at specific 

temperatures: 

 ln (1 +
𝜆(1 − 𝑥)

𝑥
) = 𝜆ℎ (

1

𝑇
−

1

𝑇𝑚
) 17  

From equation 17, the parameters λ and h are obtained from the regression of 

experimental data, with λ referring to the self-association of solute molecules 

within a specific system and h detailing the enthalpy of dissolution for the system. 

Buchowski stated that deviations from λ = 1 signify the non-ideal behaviour of a 

system, the model accounts for the different molecular interactions and their 

resulting energies associated with mixing process during the dissolution process 

at specific temperature T. 
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The application of these models is widely carried out within the literature11–14, 

for both single solvent and mixed solvent systems, with the equations providing 

good agreement with the experimental data. 

1.3 Activity Coefficient Modelling 

1.3.1 Raoult’s Law and its expression with Activity Coefficients 

Raoult’s law relates the partial pressure of a component with the mole fraction of 

that component assuming an ideal system. This assumption in Raoult’s law means 

that the intermolecular forces acting between dissimilar molecules is the same as 

those acting on like molecules. For systems that have identical physical 

properties this holds true, with even similar components behaving similarly as 

described by Raoult’s Law. Although for gas systems Raoult’s law holds true due 

to the low interaction between gas molecules, in liquid systems interactions 

between molecules are strong. These strong interactions give rise to either 

positive or negative deviations from ideality and so Raoult’s law. Negative 

deviations are consistent with strong interactions between dissimilar molecules 

whereas positive deviations are consistent with weak interactions between 

dissimilar molecules and the more interactions between like molecules dominate. 

Due to these interactions between molecules causing non-ideal behaviours, a 

modified Raoult’s law was introduced utilising activity coefficients γ15: 

 𝑦𝑖𝑃 = 𝑥𝑖𝛾𝑖𝑃𝑖
𝑠𝑎𝑡 18  

Where 𝑃𝑖
𝑠𝑎𝑡  is the pressure at the saturation temperaure and 𝑦𝑖 and 𝑥𝑖  represent 

the mole fraction of the component in the vapour and liquid phase respectively.   

Activity coefficients provide a way of relating the non-ideal behaviours of a 

system observed experimentally back to the ideal nature as outlined by Raoult’s 

Law, so providing a way to identify what interactions are occurring within a 

system. When 𝛾 = 1 there are no deviations from ideality and so observe Raoult’s 

Law. When negative deviations from Raoult’s law are observed, 𝛾 < 1 and the 

reciprocal is observed for positive deviations15. 
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1.3.2 Regular Solution Theory 

Unlike in electrolyte systems, solute-solvent interactions are due to dispersion, 

electrostatic (polarity) and chemical forces (hydrogen bonding) acting on the 

molecules. Organic solutes and solvents are classed as either polar or non-polar, 

although within these there are ranges of polarity. It is these interaction between 

solute-solvent molecules which produce non-ideality in a system where 𝛾 ≠ 1. 

For a system a when 𝛾 < 1, polar interactions are dominating between dissimilar 

molecules according to Raoult’s Law which results in higher solubilities than 

ideal. The opposite can be said for non-polar or polar-non-polar systems where 

𝛾 ≥ 1 as they do not tend to have as strong interactions compared to the 

hydrogen bonding of polar systems, so exhibiting solubilities close to or lower 

than ideal. 

A common way of predicting activity coefficients is from regular solution theory: 

 ln 𝛾𝑖 =
𝑉𝑖

𝐿(𝛿𝑗 − 𝛿𝑖)2𝜙𝑗
2

𝑅𝑇
 19  

Where 𝑉𝑖
𝐿 and 𝛿𝑖 represent the molar volume and solubility parameter for a 

subcooled liquid solute. 𝛿𝑗  and 𝜙𝑗  represent the solvents solubility parameter and 

volume fraction respectively, with defined as: 

 𝜙𝑗 =
𝑥𝑗𝑉𝑗

𝐿

𝑥𝑗𝑉𝑗
𝐿 + 𝑥𝑖𝑉𝑖

𝐿 20  

The solubility parameters for each component are defined from the relationship: 

 𝛿𝑖 = (
Δ𝑢𝑖

𝑣𝑖
)

1
2 21  

 𝛿𝑗 = (
Δ𝑢𝑗

𝑣𝑗
)

1
2 22  

Where Δ𝑢 represents the enthalpy of vaporization for component i or j, with a 

molar volume v. 

Although common, regular solution theory does not work well when predicting 

systems, which are experiencing polar interactions. As the method was 
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developed to describe systems with no excess entropy, change in volume on 

mixing or a non-zero enthalpy, it always predicts systems to have a 𝛾 > 1.  

1.3.3 Excess Gibbs Free Energy  

The deviation of a property from its ideal solution value is regarded as the excess 

property. Generically the excess property is written using the symbol 𝑀𝐸  where 

M corresponds to the property in question, written in the form: 

 𝑀𝐸 = 𝑀 − 𝑀𝑖𝑠 = 𝑀 − ∑ 𝑥𝑖𝑀𝑖

𝑖

 23  

Where M and 𝑀𝑖𝑠 represent the measured and ideal value of the property 

respectively, and the combination 𝑥𝑖𝑀𝑖 relates to the partial molar value. 

Properties looked at in terms of deviation from ideality are volume 𝑉𝐸 , enthalpy 

𝐻𝐸  and entropy 𝑆𝐸 , with Gibbs free energy 𝐺𝐸  being accessible through: 

 𝐺𝐸 = 𝐻𝐸 − 𝑇𝑆𝐸  24  

Where T corresponds to the temperature in Kelvin. It can also be calculated 

similarly from Equation 24 although in this case, the partial molar Gibbs energies 

are considered to be the chemical potential of the system: 

𝐺𝐸 = 𝐺 − 𝐺𝑖𝑠 = (𝐺 − ∑ 𝑥𝑖𝐺𝑖

𝑖

) − (𝐺𝑖𝑠 − ∑ 𝑥𝑖𝐺𝑖

𝑖

)

= 𝛥𝐺𝑚𝑖𝑥 − 𝑅𝑇 ∑ 𝑥𝑖 ln 𝑥𝑖

𝑖

 

25  

 Where 𝛥𝐺𝑚𝑖𝑥 is the free energy of mixing. By incorporating Equation 6 and 7 the 

free energy of mixing is related to the activity coefficient in the form: 

  𝛥𝐺𝑚𝑖𝑥 = 𝑅𝑇 ∑ 𝑥𝑖 ln(𝑥𝑖 𝛾𝑖)

𝑖

 26  

Incorporating this into Equation 25 yields excess free energy equation relating it 

directly to activity coefficients: 

 𝐺𝐸 = 𝑅𝑇 ∑ 𝑥𝑖 ln(𝛾𝑖)

𝑖

 27  
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From Equation 27, it is noted that when the activity of a system is ideal, there is 

no excess free energy. 

1.3.3.1 Margules 

Many Gibbs free energy models can be rewritten into the form: 

 
𝐺𝐸

𝑅𝑇
= 𝑥1𝑥2(𝐵12 + 𝐶12(𝑥1 − 𝑥2) + 𝐷12(𝑥1 − 𝑥2)2 + ⋯ ) 28  

Where 𝐺𝐸  is the excess free energy observed between the mixing of two 

components of mole fraction x1 and x2 respectively. The Margules equation has a 

one-parameter and two-parameter model although the one-parameter model 

insufficiently estimates activity coefficients across the whole composition range. 

The two-parameter was designed to adjust the magnitude and skewness of the 

predictions towards the experimental data. 

The two-parameter Margules model16 is a simplified version of Equation 28: 

  
𝐺𝐸

𝑅𝑇
= 𝑥1𝑥2(𝐴21𝑥1 + 𝐴12𝑥2) 29  

Where 𝐴21 = 𝐵12 + 𝐶12 and 𝐴12 = 𝐵12 + 𝐶12 and 𝐷12 = 0. When activity 

coefficients are inserted into Equation 17 with mathematical regression the two-

parameter Margules equation is obtained to describe activity coefficients of the 

components in a system: 

 ln 𝑦1 = 𝑥2
2(𝐴12 + 2(𝐴21 − 𝐴12)𝑥1) 30  

 ln 𝑦2 = 𝑥1
2(𝐴21 + 2(𝐴12 − 𝐴21)𝑥2) 31  

Where 𝐴12 and 𝐴21 are the adjustable parameters obtained from fitting Equation 

30 and 31 to experimental data. 

1.3.3.2 Van Laar 

From the work of Van der Waals equation of state, Van Laar found that the 

parameters were not accurate enough in predicting excess energy in mixing, and 

so requiring empirical data to properly predict the activity of a system17. He 

simplified the equation by defining an arbitrary parameter to represent the final 

term in the equation, as well as rearranging to obtain only two adjustable 

parameters: 
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𝐺𝐸

𝑅𝑇
=

𝐴12𝐴21𝑥1𝑥2

(𝑥1𝐴12 + 𝑥2𝐴21)
 32  

A12 and A21 represent the adjustable parameters to describe interaction between 

the dissimilar molecules present. By differentiating Equation 16 and using the 

product rule, the following equations give expressions for the van Laar equation 

describing activity coefficients: 

  
ln 𝛾1 =

𝐴12

(1 +
𝐴12𝑥1

𝐴21𝑥2
)

2 
33  

 
ln 𝛾2 =

𝐴21

(1 +
𝐴21𝑥2

𝐴12𝑥1
)

2 
34  

Where 𝛾𝑖 represents the activity coefficient for each component. The adjustable 

parameters can be obtained by fitting the equation to a range of values at 

different temperatures. 

1.3.4 Local Composition Theory  

A major assumption of regular solution theory is that there are no interactions 

between the molecules in the solution. Although in some cases, the interaction of 

molecules in a mixture is strongly correlated to the mixture composition.  In these 

instances, the idea of local compositions of molecules grouped together can vary 

significantly from that of the bulk composition. Specific interactions, like that of 

hydrogen bonding between two molecules and polarity similarities, can lead to 

the occurrence of local compositions forming within a bulk  and so breaking down 

the quadratic mixing rules  due to energetic interactions leading to non-

randomness between the molecules in the bulk .  Because of the lack of ability to 

measure the local composition of molecules within systems, as opposed to that of 

the bulk compositions, the theory is purely a mental concept, which somewhat 

arbitrary assumes similarities between local compositions to that of bulk 

compositions18.  The local compositions within systems cannot be accurately 

measured and defined, therefore disagreements within the literature remain. 
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Considering a binary mixture with molecules A and B, we can define the local 

composition of the molecules immediately surrounding A: 

 𝑥𝐵𝐴 =
𝑛𝐵

𝑁𝐴
 35  

 𝑥𝐴𝐴 =
𝑛𝐴

𝑁𝐴
 36  

With 𝑛𝐴 and 𝑛𝐵 being the number of A and B molecules around A respectively, 

and 𝑁𝐴 the total number of molecules around A.  

With the local mole balance being that: 

 𝑥𝐴𝐴 + 𝑥𝐵𝐴 = 1 37  

It can be assumed that there is some weighting factor Ω relative to the overall 

compositions within the system: 

 
𝑥𝐵𝐴

𝑥𝐴𝐴
=

𝑥𝐵

𝑥𝐴
Ω 𝐵𝐴 38  

With Ω 𝐵𝐴 = 1 meaning that’s the solution is random. 

By rearranging equation 36 and substituting it into 35: 

 𝑥𝐴𝐴 (1 +
𝑥𝐵

𝑥𝐴
𝛺𝐵𝐴) = 1 39  

This equation is rearranged to give an expression for 𝑥𝐴𝐴 and subbed into a 

previously arranged form to obtain an expression for the local composition of 

molecules around A:  

 

Figure 1-2: Visual representation of the local composition of molecules around 

a central molecule (red). 
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 𝑥𝐵𝐴 =
𝑥𝐵𝛺𝐵𝐴

𝑥𝐴 + 𝑥𝐵𝛺𝐵𝐴
 40  

A similar method can be used to obtain an expression for the surrounding A 

molecules around the central molecule B 𝑥𝐴𝐵: 

 𝑥𝐴𝐵 =
𝑥𝐴𝛺𝐴𝐵

𝑥𝐵 + 𝑥𝐴𝛺𝐴𝐵
 41  

1.3.5 Wilson Equation 

1.3.5.1 Binary Equation 

Following on from the work of Flory-Higgins, Wilson proposed the following 

binary equation to describe activity coefficients, accounting for the differences in 

both molecular size and intermolecular forces between molecules16: 

 𝑙𝑛 𝛾𝑗 = − 𝑙𝑛(𝑥𝑗 + 𝛬𝑗𝑖𝑥𝑖) − 𝑥𝑖 (
𝛬𝑖𝑗

𝑥𝑖 +  𝛬𝑖𝑗𝑥𝑗
−

𝛬𝑗𝑖

𝑥𝑗 +  𝛬𝑗𝑖𝑥𝑖
) 42  

Where the subscripts i and j represent two different types of molecules with the 

system. 𝛬𝑖𝑗 and 𝛬𝑗𝑖  represent the interaction parameter between unlike 

molecules and can be further defined through: 

 𝛬𝑖𝑗 =
𝑣𝑗

𝑣𝑖
𝑒𝑥𝑝 (−

𝜆𝑖𝑗 − 𝜆𝑖𝑖

𝑅𝑇
) 43  

 𝛬𝑗𝑖 =
𝑣𝑖

𝑣𝑗
𝑒𝑥𝑝 (−

𝜆𝑗𝑖 − 𝜆𝑗𝑗

𝑅𝑇
) 44  

With 𝜆𝑖𝑗 and its reciprocal 𝜆𝑗𝑖  representing the constant interaction energies 

between two unlike molecules within a system, along with R and T representing 

the molar gas constant and temperature (K) respectively. There are studies that 

show slight deviation in 𝜆𝑖𝑗 and 𝜆𝑗𝑖  due to temperature variations although 

general practice has shown these variations are neglected due to the variations 

being small in comparison to the effect of temperature of the exponential terms 

in equation 43 and 44. 

 

In terms of separation process design, whether in the petrochemical or 

pharmaceutical industry, the binary Wilson equation has been widely 
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applied15,19,20. The interaction energy constants are used for process separation 

design stages, with these interaction parameters stored in the databases like the 

Dortmund Database. Within the crystallization space, Wilsons equation is 

regularly applied for solubility study on a specific API within certain solvents, 

with the interaction parameters between the API and solvent determined along 

with the predicted mole fraction x from the Wilson equation. This is correlated 

against the experimental mole fractions to interpret the accuracy of the 

interaction parameters and the accuracy of the data to thermodynamic 

principles. Although what is not commonly interpreted further is the quantitative 

value of the interaction parameters, with other means such as solvation theory 

applied instead. Utilising Raoult’s law, 𝛬𝑖𝑗 < 1 signified a positive (+ve) deviation 

from Raoult’s law and so inferring that there was strong interaction between like 

molecules within a system. Whereas 𝛬𝑖𝑗 > 1 identified that interaction between 

unlike molecules from such forces as hydrogen bonding through a negative (–ve) 

deviation from Raoult’s Law16. VLE data with the Wilson equation has been used to 

predict the water activity in foodstuffs as a function of moisture content. In doing so, 

it showed good ability to predict the phase equilibria, while also noting the 

interaction parameters obtained from them can be used to give insight into the 

molecular interactions of sugars and water14. 

1.3.5.2 Multicomponent Equation    

Wilson also presented a multicomponent equation, containing obtainable 

interaction parameters up to the number of components in the system N. 

 ln 𝛾𝑘 = 1 − ln (∑ 𝑥𝑗Λ𝑘𝑗

𝑁

𝑗=1

) − ∑ (
𝑥𝑖Λ𝑖𝑘

∑ 𝑥𝑗Λ𝑖𝑗
𝑁
𝑗=1

)

𝑁

𝑖=1

 45  

Wilson neglected ternary interaction parameters instead assuming a pseudo-

binary mixture. The application of the multicomponent equation in predicting 

isothermal VLE data for both three- and four-component systems showed good 

results for systems containing aliphatic, aromatic and cyclic hydrocarbons and a 

polar solvent20. Although the model has not been applied to solute-solvent-

solvent a modified version has been applied to polymer-polymer aqueous two-
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phase liquid systems finding it to be reliable for the correlation of LLE phase 

diagrams with different polymer molecular weights21.  

1.4 Crystallization 

Crystallization is a separation and purification technique, used to obtain highly 

pure crystalline material from a homogeneous mixture of two or more species. 

Crystallization is the most common technique utilized within the fine chemical 

industry for post synthesis product removal and purification. Due to the 

importance of particle properties on both downstream processing and 

performance criteria, it is also used for particle engineering purposes. The most 

common method of crystallization is by temperature modulation, where the 

temperature of a crystallizing system is slowly altered to obtain crystals of 

desirable qualities. This method is widely applied to both academic and industrial 

scenarios due to the strong control that can be maintained on the crystallizing 

system.   

1.4.1 Driving force of Crystallization 

For any system, a state of equilibrium is met when the Gibbs free energy is at its 

lowest. For crystallization, the driving force is described as the difference in 

chemical potentials between a solution and that of the corresponding solution in 

a saturated state. In a state of equilibrium, a crystallizing solution is in a saturated 

state and is described by the following: 

 𝜇𝑙𝑖𝑞𝑢𝑖𝑑,𝑒𝑞 = 𝜇𝑠𝑜𝑙𝑖𝑑 46  

Where 𝜇𝑙𝑖𝑞𝑢𝑖𝑑,𝑒𝑞 and 𝜇𝑠𝑜𝑙𝑖𝑑 denote the chemical potentials of the crystallizing 

compound in the solution and the solid respectively. From a state of equilibrium, 

when a system experiences an external force that changes  its conditions, whether 

it be from temperature, pressure or the addition of another chemical species such 

as another solvent, a change in chemical potential also occurs. This change in 

chemical potential is described by the following equation 

 𝛥µ = 𝜇𝑙𝑖𝑞𝑢𝑖𝑑 − 𝜇𝑙𝑖𝑞𝑢𝑖𝑑,𝑒𝑞 = 𝜇𝑙𝑖𝑞𝑢𝑖𝑑 − 𝜇𝑠𝑜𝑙𝑖𝑑 47  

Where the chemical potential of the crystallizing solution is now larger than that 

of the equilibrium state. This difference in chemical potential between the two 
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states is regarded as supersaturation, which represents the thermodynamic 

driving force for crystallization. 

When there is a positive difference between these two states crystallization is 

thermodynamically feasible. When a solution has a negative chemical potential, 

the system is regarded as undersaturated where dissolution from a solid to a 

liquid phase is likely to occur. 

The chemical potential of a system µ and that of its saturated state µeq can be 

described by Equation 2 where: 

 µ = µ0 + 𝑅𝑇𝑙𝑛(𝑎) 48  

 µ𝑒𝑞 = µ0 + 𝑅𝑇𝑙𝑛(𝑎𝑒𝑞) 49  

Where µ0 is the standard potential, 𝑎 and 𝑎𝑒𝑞 is the activity of the crystallising 

solution and the activity of the corresponding solution at its saturated state 

respectively. R and T refer to the universal gas constant and temperature 

respectively.  

Both equations can be combined to express the dimensionless driving force for a 

neutral solute: 

 𝛥µ = 𝑅𝑇ln (
𝑎

𝑎𝑒𝑞
) = 𝑅𝑇𝑙𝑛𝑆 50  

Where C and 𝑐𝑒𝑞 represent the concentration and equilibrium concentration of 

the solute in the system. S represents the supersaturation of the system, with the 

supersaturation being the driving force of crystallization. 

1.5 Polymorphism 

Polymorphism is defined to as the ability of a compound to crystallize in more 

than one distinct crystal species. Polymorphism can exist in a number of states22: 

Amorphous23, true polymorphs, solvates and hydrates (pseudo-polymorphs) and 

salts24. Pure polymorphs make up nearly half of all known polymorphs, with the 

next being solvates22.  

True polymorphs are compounds which exhibit long range order (LRO) although 

differ in their packing arrangements within the crystal lattice, with no other 
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chemical entities present25. Polymorphs exhibit different physiochemical 

properties between one another such as solubility and bioavailability. This 

difference in solubility plays an important role in pharmaceutical products, as it 

is directly related to the bioavailability of the API. A prime example of this is 

Ritonavir, which a more stable and less soluble polymorphic form appeared, and 

it was no longer possible to manufacture the original product. Therefore, it had 

to be recalled and reformulated for this new stable form at elevated  cost and 

time26. 

 

Figure 1-3: Energy/temperature diagrams of a monotropic system27.  

The Gibbs free energy of formation G for a polymorph is a measure of their 

stability, with the polymorph with the lowest energy considered the most stable 

with the lowest solubility at specific temperature as shown from GA from Figure 

1-3. Polymorphs with higher free energies GB and enthalpy of formation HB are 

metastable and exhibit higher solubilities. Transformation of the metastable to 

the stable form is thermodynamically possible as nature tends towards the 

lowest free energy of a system, although kinetic factors affect how quickly this 

transformation will take place.  Solvents are well known to aid the transformation  

to the stable polymorph through solution-mediated transformation28,29. 

Controlling the nucleation of polymorphs has been widely researched due to 

industrial significance. Single and mixed solvent systems30 as well as additives31 

have been utilised to promote the nucleation of a specific polymorph. 

Concomitant nucleation of polymorphs is a common problem with the solubilities 
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of either polymorph so close to one another they simultaneously nucleate32. Much 

research has been undertaken on these types of systems due to their  complexity 

and possible  burden within an industrial enviroment13,33,34.  Computational 

methods have been utilised in order to investigate and predict the nucleation of 

systems where concomitant nucleation is observed. Such work found that the 

interfacial energy is a major factor when studying  concomitant nucleation and 

devised an approach to predict the overall interfacial energy between clusters 

and the solution35.  

1.6 Cooling Crystallization 

Due to the high temperature dependence of many compounds, the application of 

cooling crystallization as a separation procedure of a solute is the most common. 

As tight temperature control is easily achievable, controlling the supersaturation 

generated by the cooling is also easy. Due to the extremely common occurrence 

of systems which  high temperature-dependence, a standard ‘rule of thumb’ was 

established by Black36 who concluded that for every 10 °C increase in 

temperature, the solubility of a substance doubles.  The nucleation of metastable 

polymorphs is more likely to occur in systems where poor control is been 

implemented, especially when both stable and metastable polymorphs known to 

crystallise concomitantly within very small temperature ranges32,33.  As well as 

polymorph control, the control of particle attributes is possible through seeding 

procedures with good  cooling crystallization control37.  As primary nucleation 

occurs at higher supersaturations and is stochastic in nature, small particles will 

nucleate while larger crystals continue to grow. Therefore, the size distributions 

of a crystallization process reliant on primary nucleation is not reproducible 

between batches, resulting in large particle size distributions in the final product. 

Therefore, using seeding procedures with strong control avoids unwanted 

primary nucleation, with desupersaturation coming from secondary nucleation 

and subsequent growth of particles. Unlike primary nucleation, secondary 

nucleation occurs from the attrition of seed crystals generating other crystals 

which subsequently grow. Therefore the appearance of unwanted polymorphs is 

significantly reduced as well as  stronger size control of crystals is possible. 
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Figure 1-4: Typical representation of a cooling crystallization phase diagram. 

The solid black line represents the solubility of a compound as a function of 

temperature, with the metastable zone (MSZ) represented by the dashed line. 

At a constant C, the solution goes from undersaturated to a supersaturated 

state with respect to the solute when the temperature of the system is altered. 

The blue line represents the typical desupersaturation path observed on the 

addition of seeds when added to a slightly supersaturated state.  

Figure 1-4 represents the typical binary phase diagram used for the application 

of cooling crystallization. As the temperature is reduced, the solubility of the 

dissolved solute reduces in accordance with Equation 12.  This causes the system 

to become supersaturated and so crystallization becomes thermodynamically 

feasible according to Equation 47. The closer the system is pushed towards the 

metastable zone limit (MSZ) with no change in concentration, the more likely 

unwanted primary nucleation is to occur. The addition of seeds removes this 

uncertainty when moving closer to the MSZ limit. For seeded cooling systems, the 

undersaturated solution is cooled slightly in order to create a small 

supersaturation. At this point, seed crystals of the desired crystal form are added. 

As soon as they are added, desupersaturation occurs. Zhang et al. proposed a 

method utilising a modified Mullin-Nyvlt equation to optimise the cooling 

strategy and subsequent seed loading with FBRM monitoring. From these results, 

they were  able to propose a strategy for seeding that could be used to guide batch 
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crystallization processes38. The use of simulation has also been applied to seeded 

crystallizations employing cooling crystallization, it  was able to design a seed 

recipe in order to obtain the desired yield and product size distributions of β- L-

Glutamic acid39. 

Construction of cooling crystallization phase diagrams are typically done using 

isothermal slurring experiments at different temperatures and utilising Equation 

1. This is followed by either HPLC or gravimetric analysis to determine the 

concentration of the solute in the liquid phase40,41. Although this method is highly 

accurate due to the qualitative method applied to them, experiments can take 

considerable time and product to obtain accurate results at multiple 

temperatures in replicates. The use of polythermal transmissivity methods are 

also commonly employed with systems like the Crystal16 reactor, were known 

concentrations of solid is slurried while being subjected to increasing 

temperatures. At a certain temperature, the solids present are completely 

dissolved  following Equation 142–44.  

1.7 Antisolvent Addition Crystallization 

The use of antisolvent crystallization as a separation method is of great 

importance to the pharmaceutical industry. High yields of sparingly soluble solids 

with high added value can be obtained, although this  method is poorly 

understood in comparison to cooling crystallizations45. Antisolvent 

crystallization involves the addition of a solvent in which the solute has very little 

solubility into a homogenous solution. 

Going from an undersaturated solution, the addition of an antisolvent reduces the 

solubility of the solute significantly towards zero so creating a supersaturated 

solution as presented in Figure 1-5.  Due to the addition of another solvent, the 

system is diluted and so the overall concentration is reduced. This dilution 

follows a linear path towards the solubility of the solute in the antisolvent, as 

represented by the dashed line. At a specific antisolvent fraction and 

supersaturation (red arrow), the solute moves from the liquid to the solid phase 

with the concentration being reduced by nucleation and subsequent growth 

(green arrow) towards equilibrium. Unlike cooling crystallization, the amount of 
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solids that can be obtained is highly dependent on the extent of dilution the 

system has experienced before crystallization.  

 

Figure 1-5: Typical representation of an antisolvent phase diagram. The solid 

black line represents the solubility as a function of antisolvent fraction xAS. The 

dashed line represents the dilution line, going toward the solubility of the 

solvent added.  

Antisolvent crystallization is highly effective in obtaining high yields due to the 

low solubility of the solute in the final antisolvent amount and is commonly used 

after a cooling crystallisation to remove remaining solids from the solvent. It has 

been widely applied to the crystallization of sugars due to their high solubility  

even at low temperatures46,47. For temperature sensitive materials, antisolvent 

crystallization is used as it can be performed at lower temperatures. Chang et al. 

used antisolvent crystallisation combined with FBRM analysis for the isolation  of 

RDX, a highly explosive material, in acetone-water systems48. High 

supersaturations can  be obtained from antisolvent crystallisations due to the 

sharp decrease in solubility, allowing metastable polymorphs to be identified49. 

For this reason, antisolvent crystallisation is routinely used as a method to 

explore the polymorphic landscape during polymorph screening50. For o-

aminobenzoic acid, at S > 1.8 the metastable polymorph Form II nucleates 

singularly , with the stable form nucleating on its own at S ≤ 1.234. Between these 

regions, both Form I and Form II nucleated concomitantly.  
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Due to the high supersaturations generated, primary nucleation occurring is 

highly likely especially at the addition point. Particle size distributions are a key 

process variable that must be controlled for downstream processing so both this 

and the polymorphic form must be controlled for batch-to-batch 

reproducibility45. Utilising mathematical modelling, optimisation of antisolvent 

crystallisation has been enabled for different systems as well as different reactor 

types51,52. Population Balance Modelling is widely used for the optimization of 

crystallising systems, being employed for both cooling and antisolvent systems. 

Mostafa et al. applied the same method alongside experimental validation to 

determine optimal antisolvent crystallization strategies to arrive at both 

solubility and kinetic sub-models. By doing this, they were able to conclude that 

models which utilise growth rate parameter as function of antisolvent fraction 

are  optimal for the modelling of antisolvent crystallisations based on population 

balance modelling53.  

As with cooling crystallisation, the development of antisolvent phase diagrams is 

commonly done through slurring experiments, instead varying the antisolvent to 

solvent ratio. Similarly, this provides highly precise solubility values due to the 

sensitivity of the analytical method although is highly product intensive and time-

consuming. Ter Horst proposed a method utilising the polythermal method by 

determining the solubility curve of Lorazepam at different ethanol-water 

volume/weight fractions54. From these, he was able to model the change in mole 

fraction as a function of antisolvent fraction and  predict the antisolvent phase 

diagram at temperatures covered within the model in accordance with the Van’t 

Hoff equation. Methods utilising PAT such as UV has also been used. 

1.8  Hybrid Cooling-Antisolvent 

In recent years, the applications of combined cooling and antisolvent have been 

investigated due the higher yields that can be obtained.  The system can be 

monitored  through PAT allowing advanced feedback control51. Maintaining a 

tight PSD is regularly used as the optimizing parameter for these systems. Nagy 

presented both a model-based control strategy and model-free approach to 

optimise a hybrid cooling-antisolvent crystallisation of lovastatin in acetone-
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water. Using population balance modelling, superior control over the crystal size 

distribution is possible while also achieving  higher yields when applying both 

systems concurrently55. Barik et al. utilised population balance modelling and 

applied it using the ACADO toolkit function within MATLAB, to design and 

optimise the crystallisation of acetyl salicylic acid (ASA) in ethanol-water systems 

for both single and multi-objectives.  They applied it to cooling, antisolvent and a 

combination of the two, optimizing for both number average crystal size and 

weight mean size57. The utilization of models allows fewer experiments to be 

carried out for these systems but are subject to the validation from the 

experimental results. As well as tight PSD, polymorphic control must also be 

maintained. A combined cooling-antisolvent crystallisation of acetylsalicylic acid 

(ASA) showed that polymorphic form can be controlled and productivity 

enhanced while also reducing fines commonly generated from antisolvent 

crystallisations. Using FT-IR, the system was optimized for time and temperature 

while minimising nucleated crystals. In doing so the optimal trajectory for the 

process to follow was plotted and agreed with the experimental results. The 

supersaturation was able to be maintained at a low enough value to keep 

desupersaturation due to growth only58. Similar studies have also been carried 

out on sugars47, and identifying optimal regions for obtaining specific 

polymorphs59. 

1.9 Benefits of Continuous Crystallization  

The push from regulatory authorities to adopt a quality-by-design approach 

(QbD) for enhanced quality and reduced variability between batches, a common 

problem for batch crystallization. Continuous crystallization has been 

demonstrated to provide enhanced reliability of critical product attributes due to 

the steady-state conditions, as well as being able to recycle output streams to 

maximize the overall yield. The use of steady-state conditions in a continuous 

crystallization setup also showed applicability to produce co-crystals60 as well as 

obtain the desired enantiomer61. It was determined that the supersaturation 

found to be the most important variable to control. Continuous crystallization has 

been demonstrated using both single, multi-stage and plug flow reactors62–64. In 
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recent years, the FDA has shown support for the application of continuous 

crystallization to the development of pharmaceuticals although some aspects 

such as variation control and the quantity of product manufactured must be 

ensured to be consistent65. 

1.10 Thesis Aim & Chapter Objectives  

With the demand for pharmaceuticals continually increasing along with the 

increasing value of many drug substances, there is a need for development and 

improvement of key process steps. By reducing the time and amount of drug 

substance used up during each phase in the crystallisation development process, 

pharmaceuticals can be delivered to patients faster. Therefore, the aim of this 

thesis is to outline new methods and improve existing methodologies relating to 

the crystallisation design and optimization in complex multicomponent systems.  

Each chapter sets out to tackle a key question, with these research topics being 

directly linked back to the overarching aim of the thesis. 

 

Figure 1-6: Schematic of the methodology and experimental chapters enclosed 

within this thesis, along with a brief description of the aim and objective for 

each of those sections.  
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Chapter 3: Solubility and Thermodynamic Correlation of Benzoic Acid, 

Diphenylamine, Mefenamic Acid and Lovastatin in several solvents 

Solvent selection for the design of crystallisation processes is a time-consuming 

task, utilising a large number of solvents and a large amount of API material to 

optimise the selection process. Different solvent types will interact differently 

with a given API, changing the temperature dependence and optimal process 

operation conditions. Thermodynamic models provide quantitative as well as 

qualitative information on how a system behaves, providing details on the 

thermodynamic length scale which can often be translated into molecular 

interactions behaviour in process solutions. Therefore, in chapter 3, the objective 

is to determine the role that different solubility and activity coefficient models 

can play in solvent screening and selection of process criteria. To do this, the 

solubility of several APIs is measured at varying temperatures in a number of 

solvents. The experimental solubility data is used to compare various solubility 

models, including activity coefficient models. The latter allow a description of 

non-ideal behaviour which, through their fitted parameters, provide information 

on the specific interactions between solution components. The interaction 

parameters help identify which solvent types produce the required solute-

solvent interactions for favourable solvent screening results.  

Chapter 4: Method for Accurately Establishing Antisolvent Phase Diagrams  

The determination of a phase diagram to use in crystallization design, 

optimization and control is still too time consuming and product heavy, especially 

in complex multicomponent mixtures. A structured approach towards valuable 

phase diagram data would allow to save time and compound. Therefore, in 

chapter 4 we investigate if antisolvent crystallization phase diagrams, can be 

determined more efficiently than standard practices. The objective of this chapter 

is to develop and establish a method to accurately determine antisolvent phase 

diagrams, validated by applying it to multiple system types. For this, we use clear 

point temperature measurements in commercially available equipment that 

allows measuring multiple samples simultaneously. The experimentally 

measured set of clear point temperatures for compositions in the complex 
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multicomponent system are used in their entirety to construct an empirical 

thermodynamic model to describe the variation of solubility as a function of 

antisolvent fraction and temperature, which subsequently allows antisolvent 

crystallization process design, operation and control. 

Chapter 5: Activity Coefficients in Phase Diagrams of Antisolvent Crystallization 

The antisolvent crystallization processes heavily rely on the thermodynamic non-

ideal nature of the antisolvent dependent solubility, dictating its applicability as 

a process option. Non-empirical activity coefficient models such as the Wilson 

model assume that the local concentration around a molecule is different from 

the bulk concentration due to the difference in interaction of the component 

molecules in the solution. The use of this model thus gives suggestions about the 

molecular interactions between solute-solvent-antisolvent. Therefore, in chapter 

5 the objective is to determine to what extent the Wilson model can be used to 

describe ternary phase diagrams for antisolvent crystallization and to obtain 

molecular information of the interacting components in solutions. This is done 

for the system of the API Lovastatin in various solvents with water as the 

antisolvent. First, the ideal solubility of Lovastatin is described and discussed. 

Then, activity coefficients of the systems are determined as a function of 

temperature and composition by measuring Lovastatin solubility. Finally, the 

Wilson model for activity coefficients is fitted to the acquired experimental data 

to obtain interaction parameters for each solvent-water system of Lovastatin. 

The interaction parameters are investigated on their ability to provide 

information on the molecular level in ternary systems for antisolvent 

crystallization. 
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Chapter 2: Methodology 

In this work, a number of experimental and analytical tools are implemented in 

order to reach the desired objective in each chapter. As the accuracy of the 

experimental findings are highly dependent on the analytical tools implemented 

as well as the techniques, understanding how these tools and techniques can be 

effectively utilised is important in determining its applicability. 

Therefore, this chapter looks at providing some theoretical background to the 

experimental techniques alongside the off-line and in-line analytical tools 

implemented used throughout the thesis. For all analytical tools detailed in this 

section and used throughout the thesis, the standard SOP provided by the facility 

was followed. For the techniques utilised were no SOP is provided, the systematic 

steps taken and considerations taken when conducting such techniques is laid 

out. 

2.1 Differential Scanning Calorimetry Analysis (DSC) 

For any new compound, determination of specific thermodynamic properties is a 

first step in the characterization process. By measuring the thermal properties of 

a substance, a connection between temperature and its physical properties 

enable the determination of the enthalpy of fusion for that specific substance. DSC 

enables this, using only a small amount of material (<5mg)  to provide large 

amounts of experimental data.  

The ‘Heat-Flux’ method is the most used type of DSC analysis. The method relies 

on measuring the difference in heat flow observed between two crucibles: one 

containing a known sample and the other a blank reference. By placing both 

samples within a furnace, both experience the same heat flow from the furnace 

as it linearly increases in temperature. At a specific temperature, the sample will 

undergo either an exothermic or an endothermic reaction, displaying either a 

positive or a negative shift away from the baseline respectively as has been 

represented in Figure 2-1. This is due to the heat flow having to be increased or 

reduced in order to keep the energy input E the same as the reference sample. 

After a certain time, the shift moves back to the baseline as the heat flow readjusts 

back to the reference sample. Using the differences in heat flows measured 
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between the sample and reference, information about the thermal and so physical 

properties of the substance is determined.  

 

Figure 2-1: Visual representation of a DSC thermogram for booth heating and 

cooling cycles. (1) and (2) represent the melting onset and the point at which 

the sample has been fully melted respectively. 

These exothermic or endothermic reactions correspond directly to the 

recrystallization or melting of the measured sample respectively. Therefore, 

these reactions provide a unique fingerprint to the thermal and physical 

properties of the compound. In Figure 2-1, (1) represents the point at which the 

measured sample begins to melt within the crucible and provides the exact 

melting point Tm of the compound, with the change in heat flow quickly falling 

down to (2) where the sample has fully melted. From there the heat flow re-

adjusts back to the base with no further reduction in heat flow required with the 

sample already fully melted. The extent at which this heat flow varied provides 

the energy of its intermolecular bonding between the molecules, with larger 

variances showing larger bond strength. Therefore, by looking at the area under 

the observed peak, the enthalpy of fusion ΔHf of the compound is determined. 

Both the Tm and ΔHf  provide unique knowledge specific to the binding energy of 

the molecules, with these specific qualities used exclusively in thermodynamic 

principles such as the Van’t Hoff equation, to describe the behaviour of the 

molecule under certain conditions such as solubility calculations.  

Exo

Endo

E

[mW/mg]

T

[K]

0
(1)
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2.2 X-ray Powder Diffraction 

XRPD is regarded as the main fingerprint technique for identifying the presence 

and purity of an API. As most APIs have a unique crystal lattice and so unique 

powder diffraction pattern, the presence of impurities and other crystal 

structures such as polymorphs are accurately identified within powder samples, 

and so the overall purity of the sample with the desired product is determined.  

 

 

Figure 2-2: Visual representation of x-rays (red line) passing through and 

being diffracted by atoms (green dots) within a crystal lattice.   

When x-ray radiation strikes the atoms on surface of a crystal surface, partial 

scattering of the rays is observed with other rays passing through the crystal as 

observed in Figure 2-2. As crystals have their atoms arranged periodically within 

each crystal layer, diffraction will provide unique knowledge of the atomic 

arrangement within the crystal structure. As long as the material measured 

sample is crystalline in nature with periodic atomic structures, diffraction will 

occur unlike in amorphous materials. If diffracted rays of two different layers 

within the crystal are constructive in nature, a peak at a specific angle is observed 

in the sample diffraction pattern, whereas if they are destructive no peak in the 

pattern will be observed. According to Braggs Law, peaks will only be observed 

if:  

 𝑠𝑖𝑛𝜃 =
𝑛𝜆

2𝑑
 51  

θθ
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Where 𝜃 is the angle of diffraction observed by the x-rays of a specific wavelength 

𝜆 with the layers between the crystal layers 𝑑. The observed intensity of a peak 

in the diffraction pattern is also important in determining the atomic 

configuration of the molecules on each plane. This peak amplitude is determined 

by two main factors: 

1. Where the atoms are on each atomic plane within the crystal structure. 

2. The type of atoms present on those atomic planes. 

The larger the intensity of each peak, the more rays have been diffracted in a 

particular direction and so provides exact coordinates of the atomic 

configuration in the crystal structure. These exact coordinates then determine 

the atomic configuration. 

2.3 Solubility Measurement Procedure 

A known amount of the compound was weighed into a 1.5 ml HPLC vial. A solvent 

mixture of a specific antisolvent fraction was weighed into a glass beaker and 

stirred. Once adequately mixed, 1ml of the prepared solvent mixture was 

pipetted into the pre-weighed vial containing the compound. The vial was then 

reweighed in order to accurately determine the exact composition of the sample.  

The Crystal16 Multiple Reactor (Technobis, Netherlands) was used to determine 

the saturation temperature for each prepared sample: 16 vials of differing 

concentrations, all under stirred suspensions conditions, resulting in 16 clear 

point temperature determinations in 1 day. Saturation temperatures are 

obtained using a light transmission method, utilising the passage of light through 

a small vessel. When solids are present in the vial, the transmission of light 

through the vial is hindered by the particles, in the absence of particles the light 

passes unhindered.  
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Figure 2-3: Graphical Representation of the technique used to obtain the 

saturation temperatures of differing concentrations of solute. The solid blue 

line represents the temperature variation experienced by the solution in the 

vials, with the solid vertical lines indicating a change in transmissivity as solute 

particles dissolve. The vertical lines designate the dissolution of different 

solutions of increasing concentration, with higher concentrations dissolving at 

higher temperatures. The numbers represent the different stages of the heating 

and cooling cycles: (1) the dissolution of solutions of increasing concentration 

at a slow heating rate for clear point determination; (2) hold step to ensure 

complete dissolution with subsequent tune step ensuring accurate cloud and 

clear point determinations in following steps; (3) the slow cooling of the 

solutions to induce recrystallization, with solid lines indicating the presence of 

solid particles due to reduced transmissivity; (4) the subsequent heating step 

in order to obtain different measurements of the same concentration for 

accuracy. 

Due to the production methods generally applied to solutes before distributing, 

the solute must first be fully dissolved in the solvent before any appropriate 

readings can be made. To do this, a fast-heating rate is applied (1 or 2 °C/min) up 

to a set point temperature whereby indicating whether or not the concentration 
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of solids present in the solution can be adequately dissolved at the set maximum 

temperature. Once known, the maximum set point temperature is adjusted 

accordingly. Following on from this, a hold step of 30 minutes is applied, 

represented by (2) in Figure 2-3, in order to ensure complete dissolution of the 

solids. After the allocated time at which the temperature is held, a tune step is 

carried out. By carrying out this step, the transmission of light at which a clear 

solution is present in the vial is registered for subsequent heating and cooling 

cycles to ensure accuracy. Following this a cooling step (3) is applied at a rate of 

0.3 °C/min to a set temperature and held here for a predetermined period (4), 

depending on the size of the metastable zone width (MSZW). The rate used is 

dependent on the size of the metastable zone, with slower rates allowing smaller 

MSZ and so more likelihood of recrystallization during the cooling ramp. By 

cooling the vial, the solubility of the solute in the solution decreases. At some 

temperature, the solute crystallizes out of solution. This increase in solid particles 

in the vial reduces the amount of light passing through the vessel, reducing the 

transmissivity from 100% indicating the presence of crystallized particles. Once 

all vials have recrystallized, a slow heating rate (0.2 or 0.3 °C/min) is applied as 

represented in (1) of Figure 2-3. This allows accurate measurements to be 

obtained within a sufficiently small timescale. The clear point temperature for a 

specific concentration is denoted at which temperature upon heating the 

transmissivity of light through the vial reaches 100%, indicating all particles 

dissolved. Once a solution is dissolved initially it is visually checked to ensure 

solids are dissolved. In doing so, also checking for issues which could cause 

discrepancies between results, such as crowning. Crowning is when solids gather 

around vial walls above the solvent level during stirring, this removing them from 

the dissolving slurry. This will reduce the clear point temperature so reducing 

accuracy of results. If this is observed, the headspace between the solvent level 

and top of the vial is reduced on subsequent runs. For accuracy, subsequent 

heating and cooling cycles were performed until 3/4 different measurements 

have been recorded. The average of the clear point temperatures is taken as the 

saturation temperature for the composition in the vial. In doing so, the 

experimental error of the method is identified as well as any other instances 



45 

 

(polymorphism) is identified due to significant changes in clear point. Clear point 

values with a variation greater than 1 °C per run between other values were 

discounted and runs repeated. The temperatures at which the solutions are held 

is dependent on the boiling and freezing point of the solvents used.  
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Benzoic Acid, Diphenylamine, Mefenamic Acid and Lovastatin in 

Several Solvents 
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3.1 Abstract 

Solubilities in a large number of solvents are required for solvent selections 

targeting the optimization of the crystallization processes. This requires the 

consumption of large amounts of the active pharmaceutical ingredient in the 

early stages of process and product development. In this study, the solubilities of 

4 model compounds (Benzoic Acid, Diphenylamine, Mefenamic Acid and 

Lovastatin) in a number of solvents were obtained using the temperature 

variation method. Solubility correlations (Van’t Hoff, Apelblat and Buchowski-

Ksaizaczak) and thermodynamic activity coefficient models (Margules, Van Laar 

and Wilson) were applied to the measured solubilities. All systems showed good 

correlation between the measured and predicted values, with the Wilson 

equation being the most accurate. The application of these models enables a 

better understanding of the interactions between solute-solvent molecules, with 

the Wilson interaction parameters providing information on the strength of 

interactions between molecules. The results show that negative Wilson 

parameters are distinctive of strong solute-solvent molecules and so have a 

negative deviation from ideality. This negative deviation is indicative of higher 

solubility. The applicability of models to solvent selection protocols is possible 

using the regressed coefficients with interactions dictated by specific functional 

groups.  
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3.2 Introduction 

Within the pharmaceutical and fine chemical industry, crystallization is used as 

key separation and purification operation to produce a crystalline product of 

nearly 100% purity5,66. For the successful optimization of a crystallization 

process, a key step required is that of the solvent selection67. This requires an 

extensive number of experimental solubilities to be obtained for the chosen API, 

which can lead to large amount of valuable product lost as well as significantly 

influencing the time to market. For this process to be undertaken properly, the 

solubility of the API must be determined in a large variety of solvent types, 

ensuring the most effective API-solvent interactions for the obtaining of 

maximum process yield.  

Activity coefficient analysis provides an effective method to further understand 

the interactions within a system, providing knowledge about how the system 

behaves in the presence of a specific solvent type68. By utilizing the thermal 

properties of a solute, the activity coefficient of an API in a solvent at a specific 

temperature is enabled, indicating the degree of non-ideality observed by the 

system. Thermodynamic modelling of the extent of non-ideality has been widely 

utilized in the chemical industry, using the obtained model parameters to design 

processes for the separation of two solvents within distillation columns18,69. 

Similar methods have also been applied for the design of crystallization systems 

with De Souza et al. using a similar method to provide valuable thermodynamic 

information for the advancement of an optimized synthetic process70. Although 

the method of applying thermodynamic equations to provide parameters for 

crystallisation modelling is well investigated, thermodynamic models also 

provide information on the molecular interactions between components. These 

interactions are directly related to the difference in solubility of a compound 

when comparing different solvent systems. The meaning of the extrapolated 

parameters with regards to molecular interactions is not dissected. 

In this chapter, the objective is to investigate how different solubility and activity 

models can effectively be utilised to describe the solubility data in such a way that 

they provide information about the molecular interactions in a system. The 
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information gained from this type of analysis can be used to dictate and enhance 

solvent screening and selection procedures. The solubility behaviour of 

Mefenamic Acid (MFA), Benzoic acid (BA), Diphenylamine (DPA) and Lovastatin 

(LOV) in a variety of different solvent types (aprotic polar, protic apolar and 

protic polar) are determined and analysed. The activity coefficients of each 

solute-solvent pair are determined using the ideal solubility obtained from 

thermal analysis techniques. Using six thermodynamic models to describe and 

correlate the solubility and activity coefficients for each API-solvent pair enables 

an improved understanding of the interactions taking place between the solute 

and solvent molecules.   

The experimental results obtained from this study was applied to SAFT-gamma 

Mie solubility modelling. In doing so, the solubility of Mefenamic Acid Form I was 

predicted, with this being previously unavailable due to the polymorphic 

transformation to the metastable Form II at higher temperatures. 

3.3 Materials and Methodology 

3.3.1 Materials 

The compounds used for this study represent functional group interactions 

which are required for solubility modelling by SAFT-gamma Mie as well as 

compounds which are commonly observed in industry. Benzoic Acid (BA, 99%), 

Mefenamic acid (MFA, 98%) and Diphenylamine (DPA, 98%) were supplied by 

Sigma Aldrich (MerkKGaA, Germany), with the polymorphic forms supplied all 

being of their stable form. Lovastatin (LOV, 99%) was provided by Molekula The 

solvents used are listed in Table 3-1.  
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Table 3-1 - The solvents used within this study with their molecular weights 

(MW). The solvent acronym is used throughout the paper. 

 

 

 

Figure 3-1: From left to right the model compounds Benzoic Acid (BA, 

MW=112.1g/mol), Diphenylamine (DPA, MW=169.2 g/mol) and Mefenamic 

Acid (MFA, MW=241.3 g/mol).  

3.3.2 Solubility  

Sample Preparation. A known amount of one of the crystalline materials was 

weighed into a 1.5 ml HPLC vial. 1 ml of a specific solvent was then pipetted into 

this pre-weighed vial containing the solid material and stirrer bar. This created a 

slurry of a specific concentration to be dissolved. The vial was then reweighed in 
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order to determine the exact mass of solvent added and therefore the exact molar 

composition of the solution being measured, with a  balance error of 0.01 mg. Due 

to extremely high solubility of model compound in specific solvents, the amount 

of solvent added was reduced in some cases where the solubility is extremely 

high in the solvent system. For instance, with DPA in the acetate solvents. 

The model compounds were not purified further. The solids were milled in order 

to create a fine powder for easy initial dissolution in the solubility measurement. 

This had no impact on polymorphic form. 

The mol fraction x for each compound in the solvent can be calculated using the 

following expression: 

 𝑥 =

𝑚2
𝑀2

⁄

𝑚1
𝑀1

⁄ +
𝑚2

𝑀2
⁄
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Where m1 and m2 represent the mass of solvent and solid compound, 

respectively, and M1 and M2 are the specific molecular weights for the solvent and 

solid compound, respectively. 

Solubility Measurement. The Crystal16 Multiple Reactor (Technobis 

Crystallization Systems, The Netherlands) was used to determine the saturation 

temperature for each prepared sample, similarly to the method utilized by Reus 

et al71. When solids are present in the vial, the transmission of light through the 

vial is hindered by the stirring suspension, whereas in the absence of particles 

the light passes unhindered. To dissolve the particles in the stirred (700-1000 

rpm) suspension, a heating rate of 0.2 °C/min was applied up to a pre-set high 

temperature. Higher stirring speeds were used for systems where a high solid 

amount was present to promote dissolution. By cooling the solution (0.4 °C/min) 

to a pre-set low temperature, the solubility of the solute in the solution decreases 

and at some point, the sample recrystallized. Temperature was kept constant for 

30 minutes at both the pre-set high and low temperatures to ensure adequate 

dissolution and recrystallization. For accuracy, three temperature cycles were 

performed, with an initial dissolution and recrystallization step for all samples 
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obtaining representative clear points. In all three temperature cycles the clear 

point temperature was determined as the temperature at which the transmission 

of light reached 100% compared to the calibrated transmission of the clear 

solution at the pre-set high temperature in the initial dissolution cycle. The 

average of the clear point temperatures was taken as the saturation temperature 

for the composition in the vial. To save measurement time the pre-set high and 

low temperatures were automatically adjusted using the clear and cloud point 

from the preceding cycle.   

  

3.3.3 Solid Product Analysis 

DSC. Differential Scanning Calorimetry (Polyma DSC 214, Netzsch) was carried 

out to determine the melting temperature Tm and heat of fusion ΔHf for BA, DPA, 

MFA and LOV. A small amount (<5mg) of a specific compound is weighed into a 

metal DSC pan and sealed. A heating rate of 10 K/min from 298K up to 498K was 

used. The onset of the endotherm was taken as the melting temperature and the 

integrated endotherm was taken as the heat of fusion of the measured compound. 

In order to assess variation in melting temperature and heat of fusion 

measurements, 30 samples were measured resulting in an average and standard 

deviation value for each compound.  

XRPD. X-ray powder diffraction (Bruker D8 Advance II, USA) was used to 

determine the polymorphic form of the supplied BA, DPA and MFA alongside the 

impact on purity of BA after grinding. The XRPD spectra was analysed over a 2θ 

range of 4 to 35° with a rate of 0.017°/sec. 
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3.4 Results  

3.4.1 Solid Product and Thermal Sensitivity Analysis 

 

Figure 3-2: Typical DSC thermograms for all model compound used.  

 

Table 3-2: The average heat of fusion ΔHf and melting temperature Tm for LOV, 

DPA and BA from DSC measurements at 10 K/min, accompanied by the 

standard deviation of these measurements (N = 30).  

 

Typical results from the thermal analysis by Differential Scanning Calorimetry of 

DPA, MFA, BA and LOV are presented in Figure 3-2. All systems except MFA show 

a single endotherm with the average onset melting temperature Tm and heat of 

fusion ΔHf presented in Table 3-2. From these systems, LOV observed the highest 

ΔHf  of 38.8 kJ/mol and Tm of 444 K, with it followed by BA at 18.6 kJ/mol and 396 
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K respectively. DPA has lowest ΔHf and Tm at 15.8 kJ/mol and 326 K respectively 

The obtained values are similar to those from literature67,72,73. For MFA, a small 

solid phase transition is present at around T1→2 = 438 K as shown in Figure 3-2. 

This is the transition of the stable form 1 to the metastable form 2, as MFA is 

known to be polymorphic, undergoing a transition at higher temperatures in both 

dry air and in DMF74,75. Due to the polymorphic transition of MFA, heats of fusion 

and melting temperatures for the stable form 1 could not be obtained. 

 

Figure 3-3: Variation in the characteristic values of heat of fusion ΔHf and 

melting temperature Tm from DSC analysis for LOV (♦), DPA (●) and BA (■). For 

each compound 30 DSC measurements were performed. Left: The 

measurement values relative to the average heat of fusion and average melting 

temperature. Right: the probability distribution P(ΔHf) for each compound. The 

solid black lines represent the average for each variable.  

The 30 DSC measurements of DPA, BA and LOV show the variation in melting 

temperature Tm and heat of fusion ΔHf. Figure 3-3 (left) shows the measured 

values relative to the average values of heat of fusion and melting temperature, 

where a value of 1 thus would indicate that the measurement value is equal to the 

average one. The variation in the melting temperature Tm of all these compounds 

is substantially less than 1°C, which is less than 0.5% of the average melting 

temperature in absolute temperature. The heat of fusion ΔHf of DPA, BA and LOV, 

however, shows a larger variation having a standard deviation of 2.2% for BA and 
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2.5% for DPA to 5.2% for LOV. It is noted that the larger deviations mainly occur 

in the lower values as can be seen by the tail at small probabilities P(ΔHf). These 

deviations generally come from a combination of inaccuracies such as small 

sample weight and peak integration. The obtained values of melting temperature 

and heat of fusion will be used to determine the ideal solubilities of these 

compounds 

3.4.2 Experimental Solubility  

Figure 3-4 shows the experimental solubility for each compound in the different 

solvents. The solubility of BA in each solvent from high to low at 30 °C is: DMF > 

EtOH > AcO > 2-BuO > PrOH > 2-BuOH > BuOH > 2M1P > 3M1B > 2-HepO > 1,2-

DMCH. BA is significantly more soluble in DMF than in the other solvents at 1.56 

g/g at 30 °C (0.003 K-1). On the other hand, in 1,2-DMCH the solubility is 

significantly lower than the other solvents at only 0.019 g/g at the same 

temperature. All other solvents are similar in solvation effectiveness, showing 

solubilities of 0.29 to 0.6 g/g. A typical solubility in these solvents is that in 2-

HepO, which is 0.29 g/g at 30 °C. At the same temperature, BA in the other 

ketones AcO and 2-BuO shows a larger solubility to that of the other solvents 

except EtOH with 0.57 g/g and 0.46 g/g respectively. EtOH shows the highest 

solubility of all alcohols and ketones at 0.64 g/g at 30 °C.  

When comparing the results observed for DPA with those of BA, DPA is much 

more soluble in all solvents used, with it being significantly more soluble in the 

ketones than any other solvent groups. The order of DPA solubility at 30 °C is: 

AcO > 2-ButO > 2-HepO > EtOH > PrOH > 2-BuOH > 1-BuOH > 3M1B > 2M1P > 

1,2-DMCH. Similar to BA, DPA in 1,2-DMCH has the lowest measured solubility of 

0.31 g/g at 30 °C followed by 2M1P and 3M1P at 0.39 g/g and 0.41 g/g, 

respectively. The solvent AcO shows the highest solubility of 5.3 g/g at 30 °C, 

followed by its fellow ketones of 2-BuO and 2-HepO at 3.9 g/g and 2.4 g/g, 

respectively, at 30 °C. DPA in EtOH again shows the highest solubility of all 

alcohols at 1.2 g/g at 30 °C (0.0033 K-1) followed by PrOH and 1-BuOH at 0.75 g/g 

and 0.58 g/g, respectively, at the same saturation temperature. When comparing 

to BA, the solubility of DPA in all alcohol solvents almost doubles. 
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Figure 3-4: The solubility in mol fraction (left) and the van’t Hoff plots (right) 

of Benzoic acid (■), Diphenylamine (●), Mefenamic acid (▲) and Lovastatin (♦) 

in the following solvents: MeOH (—), EtOH (—), PrOH (—), IPA (—), IPAc(—), 

BuOH (—), 2-BuOH (—), PeOH (—), AcO (—), EtAc (—), PrAC (—), BuAc (—), 

IBA (—), 2-BuO (—), 2-HepO (—), 2-PeO (—), 2M1P (—), 3M1B (—), 1,2-DMCH 

(—), DMF (—), MIBK (—). The solid line is the predicted solubility from the fit 

of the Van’t Hoff correlation. The error bars for each system are marked by red 

caps ─. In some cases, these error bars are within the marker and so are not 

observed visually.  

 

MFA presents the lowest solubility in the measured solvents with no MFA-solvent 

combination obtaining a solubility above 0.01 g/g in the measured temperature 

range presented in Figure 3-4. The solvent order of solubility is: 2-PeO > AcO > 

MIBK > EtAc > PrAc > 2-BuOH > IPA > BuAc > 2-PenOH > EtOH > BuOH > PrOH > 

IBA > 2M1P. Like with the other systems, MFA has the largest measured solubility 

in solvents containing a ketone group, with MFA in 2-PeO giving the largest 

solubility of 29 mg/g at 30 °C (0.0033 K-1) followed by AcO and MIBK at 23 and 

16 mg/g at the same temperature. Although some ketones do experience a much 

lower solubility than its counter parts with IBA producing the lowest and 2nd 

lowest solubility out of the ketones and measured solvents respectively. For the 
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alcohols, the highest measured saturation concentration came from 2-BuOH at 

only 11 mg/g at 30 °C  with 2-PenOH and EtOH following closely behind at 10.7 

and 10.5 mg/g respectively.  

LOV in its respective solvents show similar behaviour to that of the previous 

compounds, with the solubility order at 30 °C as follows: AcO > MeOH > EtOH > 

PrOH > IPA. The ketone AcO shows the highest solubility for LOV of 97 mg/g at 

30°C . Of the alcohols, MeOH presents the highest solubility at 43 mg/g at 30 °C, 

followed by EtOH and PrOH at 36 mg/g and 35 mg/g respectively at the same 

temperature. The secondary alcohol IPA shows the lowest solubility of 30 mg/g 

at 30 °C. As the temperature increases, LOV in IPA shows a stronger temperature 

dependence than the other systems, with this dependence causing the system to 

have much higher solubilities than that of both EtOH and PrOH at T ≥ 48 °C. 

The raw data for each system is provided in the following publication76. 

 

3.4.3 Solubility Thermodynamic Models 

Thermodynamic modelling of the experimental solubility allows for the 

interpolation and extrapolation of solubility data within any temperature range.  

For these extrapolations, Hildebrand proposed the following expression to 

describe the solubility of systems based on their solid-state thermal properties77: 

ln 𝑥 = ln 𝑥𝑖𝑑𝛾 =
∆𝐻𝑓
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With 𝑥, 𝑥𝑖𝑑and 𝛾 representing the experimental solubility, the ideal solubility and 

the activity coefficient of the compound respectively. ∆𝐻𝑓 (J/mol) and Tm (K) 

refer to the heat of fusion and melting temperature of the solute with R (J/molK) 

representing the gas constant. The term ΔCp represents the difference in heat 

capacity between the solid and liquid phases of the compound. As the last two 

terms are generally significantly smaller than that of the term, the van ’t Hoff 

equation provides solubility prediction with a minor loss of accuracy: 

 ln 𝑥 = ln 𝑥𝑖𝑑𝛾 =
∆𝐻𝑓

𝑅
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𝑇
) 54  
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The ideal molar fraction solubility xid is obtained when heat of fusion and melting 

temperature are known and the activity coefficient is set to =1: 

 ln 𝑥𝑖𝑑 =
∆𝐻𝑓

𝑅
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Often, the parameters ∆𝐻𝑓 = ∆𝐻𝑑  and 𝑇𝑚 = 𝑇𝑜 are used as fitting parameters for 

the mole fraction solubility x: 

 ln 𝑥 =
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The van’t Hoff proposes a linear relationship between the natural logarithm of 

the mol fraction and the inverse of the saturation temperature: 

 ln 𝑥 =
𝐴

𝑇
+ 𝐵 57  

With 𝐴 =  
∆𝐻𝑑

𝑅
  and 𝐵 =

∆𝐻𝑑

𝑅𝑇0
 being fitting parameters. This equation often 

describes solubilities of organic compounds in organic solvents quite well.  

To obtain the regressed constants for the Van’t Hoff correlation, the experimental 

solubility data was plotted utilising Equation 54 in Figure 3-4 for BA (■), DPA (●), 

LOV (♦) and MFA (▲). The van’t Hoff plot for each system is provided alongside 

the temperature-dependent solubility in Figure 3-4 with the obtained fitting 

parameters provided in Table 3-3. 

Each system presents a highly negative gradient (parameter A) highlighting the 

strong temperature dependence of the solubility for all compounds. For BA, the 

1,2-DMCH and DMF show the highest and lowest temperature dependence, 

respectively, with the remaining BA-solvent systems showing intermediate 

dependence. Switching from units of mg/ml to mole fraction for the solubility 

changes the solubility order as can be seen in Figure 3-4. The ketones show the 

highest solubility for BA between the alcohol and ketones, with the solvent AcO 

showing the highest solubility for BA followed by 2HepO. For alcohols, EtOH 

shows the highest mol fraction solubility of the alcohols with the lowest mol 

fraction solubility for BA being in 2M1P. 
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Table 3-3:  Solubility Correlation Models (Van ’t Hoff, Apelblat and Buchowski-

Ksaizaczak) for BA, DPA, MFA and LOV in each solvent listed.  

 

 

 

 

The solubility of DPA is much larger than that of BA for the same solvents. In the 

ketones, the solubility is significantly larger than that of the alcohols with the 

van’t Hoffs presenting much higher mol fractions, although the alcohols present 

a much larger temperature dependence. Ketones are known to have a lower 
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temperature dependence in comparison to alcohols, with their solubilities and 

mol fraction solubilities much larger78,77. The ketones present similar mol 

fractions to one another, with the differences in molecular weight influencing 

their absolute solubility order in Figure 3-4(left). The alcohols present similar 

mol fractions to one another, with DPA-EtOH showing the highest mol fraction of 

xDPA = 0.19 (T = 303K) and 2M1P showing the lowest at xDPA = 0.16 at the same 

temperature. 

MFA presents the lowest mol fraction solubilities in all solvents compared to the 

other compounds, with the ketones showing the highest mol fraction solubilities. 

The system of MFA and 2PeO shows the highest mol fraction solubility at xMFA = 

0.0103 followed by MIBK and AcO at xMFA = 0.0068 and 0.0056 at 0.0033K-1 (T = 

30 °C), respectively. Unlike previously the lower molecular weight solvents 

present the lowest mol fraction solubilities at 0.0033K-1 (T = 30 °C). The acetates 

and alcohols have similar temperature dependences with the acetates showing a 

slightly lower dependence as expected from previous examples and literature79. 

LOV shows a similar pattern to the previous molecules, with the ketone 

presenting a higher mol fraction at xLOV = 0.014 at 303K (0.0033K-1), with the 

temperature dependence lower than in the other alcohols according to its 

respective parameter A. LOV-PrOH presents the highest mol fraction of the 

alcohols with LOV-MeOH presenting the lowest at xLOV = 0.0034 at 0.0033K-1 (T = 

30 °C). The system of LOV and IPA shows high temperature dependence in 

comparison to its counterparts, changing the solvent order of the solubility with 

temperature. 

 

The Apelblat and Buchowski-Ksaizaczak are effective thermodynamic models for 

extrapolating and correlating solubility data for solid–liquid equilibrium systems.  

The semi-empirical Apelblat equation is represented through the equation: 

 ln 𝑥 =
𝑎

𝑇
+ 𝑏 + 𝑐 ln (𝑇) 58  
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With the empirical constants a and b accounting for the effect of the enthalpy of 

dissolution on the mole fraction, and c accounting for differences in heat capacity 

of the solid and liquefied solute at the solution temperature T80.  

Buchowski proposed another two-parameter model as a correction to the Van’t 

Hoff equation to extrapolate experimental solubility data at specific 

temperatures: 

 𝑙𝑛 (1 +
𝜆(1 − 𝑥2)

𝑥2
) = 𝜆ℎ (

1

𝑇
−

1

𝑇𝑚
) 59  

For all three thermodynamic models, the parameters obtained from each fitting 

are provided in Table 3-3. 

The relative standard deviation σ for each system can be determined from the 

following81:  

 𝜎 = 100 ∗ √
1

(𝑁 − 1)
∑ (

𝑥2 − 𝑥2
𝑝𝑟𝑒𝑑

𝑥2
)

2𝑁

𝑖=1

 60  

With it determining the relative average deviation in percentage %, of the 

experimentally measured mole fraction solubilities 𝑥2 from the mol fraction 

solubilities 𝑥2
𝑝𝑟𝑒𝑑 described with the model, with N being the number of 

measurements.  

For BA, the Apelblat equation produces the lowest σ when compared to the other 

models, with the van’t Hoff equation providing very similar values for all systems. 

For the majority of BA-solvent systems measured, the Buchowski equation 

produces similar values to the other models although for 1,2-DMCH it shows 

extremely large variation. This could be due to the small solubility of BA in 1,2-

DMCH and so slight deviation impacts the comparison to a larger amount. Like 

for BA, the Apelblat equation provides the best σ compared to the other models 

used. Unlike previously, the van’t Hoff shows much larger variation between the 

measured and predicted values, with the acetates showing the lowest σ. Like 

previously the lower solubility of this compound in the different solvents would 

impact the σ to a greater degree than it would for the acetates where better σ are 
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observed.   The lower number of points used for the MFA-solvent systems show 

significant impact on the σ when compared to the previous model compounds. 

The Apelblat shows the lowest σ like previously with the Van’t Hoff being the next 

best, although to a much lesser degree.  The Buchowski model shows its reduced 

capability to model LOV compared to the other models, with it showing the 

highest σ. This again could be due to the lower solubility of MFA so the difference 

in measured and predicted values provides a larger error. The Apelblat once 

again shows the best predictive capability. The van’t Hoff showing good 

agreement with the measured values for all except EtOH. 

The extent of non-ideality of the systems can be shown by comparing the 

experimentally determined heat of fusion ΔHf and melting temperature Tm from 

Table 3-2 to the heat of dissolution ΔHd and temperature T0 obtained from the 

fitting procedure with equation 56. This is shown in Figure 3-5.  

 

Figure 3-5: Deviations from ideality for each compound-solvent system, based 

on the ratio ΔHd/ΔHf of the heat of dissolution and heat of fusion and the ratio 

of temperature T0 and melting temperatures Tm. The markers represent the 

specific model compound Benzoic acid -  BA (■), Diphenylamine – DPA (●), 

Mefenamic acid – MFA (▲) or Lovastatin - LOV (♦), while the colours represent 

the specific solvent: MeOH (—), EtOH (—), PrOH (—), IPA (—), IPAc(—), BuOH 
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(—), 2-BuOH (—), PeOH (—), AcO (—), EtAc (—), PrAC (—), BuAc (—), IBA (—

), 2-BuO (—), 2-HepO (—), 2-PeO (—), 2M1P (—), 3M1B (—), 1,2-DMCH (—), 

DMF (—), MIBK (—). The solid lines denote the ideal behavior values for each 

ratio and a system in the point (1,1) would behave ideal. 

For BA, the majority of systems are situated around 1, showing the compound-

solvent systems often behave close to ideal. The system BA-DMF shows the 

highest non-ideality from every other BA-solvent system. The deviation from 

ideality is due to both disparity in the heat of dissolution (
∆𝐻𝑑

∆𝐻𝑓
= 0.24), as well as 

a more prevalent difference in 𝑇𝑚 and 𝑇𝑜 (
𝑇0

𝑇𝑚
= 1.46). For DPA, the value of  

𝑇0

𝑇𝑚
 for 

a number of systems like 1,2DMCH (
𝑇0

𝑇𝑚
= 0.98) and 2-BuO (

𝑇0

𝑇𝑚
= 1.06) only 

slightly deviates from 1 so closely agreeing with ideality, while a much larger 

variation is seen in the ratio 
∆𝐻𝑑

∆𝐻𝑓
. DPA in 1,2-DMCH shows the highest ratio of 

∆𝐻𝑑

∆𝐻𝑓
 

followed by 2-BuOH while these systems show the lowest solubility of DPA. Both 

LOV and MFA show a similar degree of non-ideality with most of each solute-

solvent system structured around (1,1) so close resemblance to ideality. MFA in 

the ketones shows slightly greater non-ideality than the other MFA-solvent 

systems with this decreasing towards ideality at decreasing solubility. The error 

identified from the determination of the Tm and ΔHf is much lower than the 

variation observed from ideality for the systems so identifying the deviations are 

significant.  

3.4.4 Activity Coefficient Modelling 

Through a determination of the activity coefficient for each system in its 

respective solvent, a perspective of the interactions influencing the solubilities is 

provided. The activity coefficient is a quantitative method to analyse the 

deviation from ideality due to molecular interactions present in the system, so 

providing a method to deduce specific solvent types for further solvent selection.  

Equation 53 gives a relation between the activity coefficient γ and the ideal and 

the measured solubilities: 

 ln 𝛾 = ln 𝑥 − ln 𝑥𝑖𝑑  61  
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Equation 61 can be rearranged to obtain the activity coefficient 𝛾: 

 𝛾 =  
𝑥

𝑥𝑖𝑑
 62  

Thus, the activity coefficient γ can be determined from a solubility measurement 

point at a particular temperature. 

The calculated activity coefficients ln γ for all measured samples are provided in 

Figure 3-6. For BA, the order of activity coefficients at 303K from smallest to 

largest is as follows: DMF > AcO > 2-BuO > 2-HepO > 2-BuOH > EtOH > BuOH > 

3M1B > PrOH > 2M1P > 1,2-DMCH. For BA in 1,2-DMCH, its low solubility is 

represented through a highly positive activity coefficient at 30 °C, whereas for 

DMF a highly negative activity coefficient is observed. For the other solvents at 

303 K, the measured γBA distribute themselves around a γBA =1 (ln γBA = 0) 

showing close-to-ideal behaviour.  

For DPA in the same solvents, the alcohols had γDPA > γBA whereas the ketone’s go 

from non-ideal towards ideal at increasing T. The order of activity coefficient in 

decreasing order of magnitude is similar to that previously although now 1,2-

DMCH has a slightly lower γDPA than that of 3M1B, with a γDPA = 3.54 (ln γDPA 

=1.27)  and γDPA = 3.55 (ln γDPA =1.26) respectively at 303K. For DPA the ketones 

position themselves close to ideality, with AcO slightly negative at 303K. EtOH 

and PrOH both have positive deviations from ideality with γDPA = 2.4 (ln γDPA = 

0.89) and 2.9 (ln γDPA =1.1) respectively at 30 °C. At increasing temperatures, the 

activity coefficient for all systems go towards ideality as described by equation 

55. 

MFA experiences the most significant negative non-ideality with the solvents 

used in this study, with the majority of experimental values observing a ln γ < 0. 

2M1P was the only solvent in which all the γMFA was above 1 at all measured 

temperature ranges with a γMFA = 1.4 (ln γMFA =0.33) at 30 °C. Like for DPA and BA 

excluding DMF, the ketones produced the lowest of the measured γMFA with 2-

PeO.  Although from Figure 3-6, MFA in 2-BuO produces an experimental γMFA = 

0.41 (ln γMFA =-1.1) at 54 °C, proper conclusions at 30 °C are not possible due to 

the lack of experimental points. BuOH and PrOH obtain a γMFA = 0.72 (ln γMFA =- 
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Figure 3-6: Experimental activity coefficients for Benzoic acid (■), 

Diphenylamine (●), Mefenamic acid (▲) and Lovastatin (♦) in the following 

solvents: MeOH (—), EtOH (—), PrOH (—), IPA (—), IPAc(—), BuOH (—), 2-

BuOH (—), PeOH (—), AcO (—), EtAc (—), PrAC (—), BuAc (—), IBA (—), 2-

BuO (—), 2-HepO (—), 2-PeO (—), 2M1P (—), 3M1B (—), 1,2-DMCH (—), DMF 

(—), MIBK (—). 

0.33) and γMFA = 0.85 (ln γMFA =-0.16) at 303 K respectively, with the γMFA of both 

these solvents increasing towards ideality at increasing temperatures. 

For LOV, all systems show a highly non-ideal behaviour, with the alcohols 

showing a positive deviation with the magnitude decreasing at increasing chain 

length. Whereas LOV in AcO shows a highly negative non-ideal behaviour, 
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reducing as the temperature increases towards Tm. Although IPA has a similar 

functional groups to that of PrOH, IPA observes a different γLOV greater 

temperature dependence to that of PrOH, causing it to observe an ideal nature at 

a lower temperature than would be expected from Equation 55.   

Activity coefficient modelling offers a more thermodynamically rigorous 

approach to investigating molecular interactions between the solute and solvent 

than the empirical approach applied from the solubility models. Provided in 

Table 3-4 is the regressed adjustable parameters of three activity coefficient 

models: Margules, Van Laar and Wilson, to the experimentally determined 

activity coefficients for each solute-solvent system presented in this work. The 

Margules equation provides a simple yet comprehensive  two-constant relation 

between the mole fraction solubility of a given solute-solvent system and the 

measured activity coefficient from Equation 62 for molecules which differ 

significantly in molecular volume16: 

 ln 𝛾2 = 𝑥1
2(𝐴12 + 2𝑥2(𝐴21 − 𝐴12)) 63  

With 𝑥2 and 𝛾2 representing the mole fraction and subsequent activity coefficient 

of the solute in a specific solvent system, and 𝑥1 the reciprocal mole fraction of 

solvent within this same system. 𝐴12 and 𝐴21 are the two regressed constants 

obtained from the fitting to all experimental data for each solvent system. This 

detail the interaction of solute (2) and solvent (1) molecules and their respective 

influence on the activity coefficient. 

 For BA in all systems where a γ < 1, 𝐴21 < 0. This observation suggests 

these systems present a higher favourability of hydrogen bonding interactions 

between molecules to occur, reducing  to γ < 182. For the BA-solvent systems 

which present 𝐴21 < 0, 𝐴12 presents a highly positive value with this increasing 

while 𝐴21 decreases. This constant is consistent with the degree of non-ideality 

presented by a system, with a more positive value resembling a larger degree of 

non-ideality. This degree of variation is also shown significantly for BA-1,2DMCH 

with it being the only BA system showing a 𝐴21 > 0 and respective γBA > 1 across 

all measured temperatures, so showing a 𝐴21 << 0.  
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Table 3-4: Regressed coefficients from the Margules, Van Laar and Wilson 

activity coefficient models for BA, DPA, LOV and MFA in each of its respective 

solvent systems, alongside their σ determined from Equation 60.  
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When applying similar regression to DPA, the same phenomena is shown with 

only the ketones obtaining a 𝐴21 < 0 corresponding to the γ < 1 that is obtained 

from Equation 62.  The propensity for hydrogen bonding decreases at increasing 

chain length from 𝐴21, with 𝐴12 moving towards zero showing an increasing 

degree away from ideality. The magnitude of 𝐴12 for the ketones shows they are 

significantly close to ideality much like was observed for BA-3M1B. For LOV, LOV-

AcO observes a highly negative non-ideal behaviour from both  𝐴12 ≫ 0 and 

𝐴21 < 0. The other alcohol systems present 𝐴21 > 0 with all these systems 

presenting a γ > 1 and so showing a reduced propensity of hydrogen bonding. For 

MFA, all systems except EtOH, PrAc and 2M1P present 𝐴21 > 0 with these 

systems presenting a lower propensity for hydrogen bonding between the solute-

solvent systems and so γLOV >1. The ketones present the lowest 𝐴21 with PeO 

showing the highest propensity for hydrogen bonding with MFA, followed by 

AcO.  

To counteract the limitations of the Margules equation to describe systems that 

have highly dissimilar molecules and so dissimilar interaction energies, Van Laar 

proposed an alternative equation16: 

 
ln 𝛾 =

𝐷

𝑅𝑇 (1 +
𝐷

𝐶𝑥1
)

2 
64  

With 𝑥1 and 𝑥2 representing the mole fraction of the solute and solvent 

respectively. C and D are the two constants obtained from regression of the 

experimental activity coefficients with the Van Laar equation. For BA, the Van 

Laar predicts systems with a lower accuracy in most cases, although some 

systems like 3M1B observe a similar σ. For 1,2-DMCH it predicts better than the 

Margules. Simialrly to BA, the Van Laar observes poorer fitting when compared 
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to the Margules in most cases. Its largest σ is observed for systems close to ideal 

like 2-BuO although similar to BA, 1,2-DMCH has a lower error then the Margules. 

This same phenomenon for larger errors than the Margules is again seen in the 

MFA and LOV systems, with some being slightly lower. Van Laar predicts systems 

that have activity coefficients less than 1, with the Margules doing better in 

systems closer to ideal. 

Despite the flexibility and simplicity of both the Margules and Van Laar to fit and 

correlate experimental data, their inability to predict highly non-ideal systems 

reduces its effectiveness to distinguish interactions within a system16. As well as 

this, the parameters from these two models do not have a simple relation to 

molecular interactions. Wilson proposed the following two-parameter equation 

considering the temperature dependence of the excess free energy alongside the 

assumed non-random interaction between the individual components83,84:  

 ln 𝛾2 = − ln(𝑥2 + 𝑥1𝛬21) + 𝑥1 (
𝛬12

𝑥1 + 𝑥2𝛬12
−

𝛬21

𝑥2 + 𝑥1𝛬21
) 65  

where: 

 𝛬12 =
𝑣2

𝑣1
exp (−

𝜆12

𝑅𝑇
) 66  

 𝛬21 =
𝑣1

𝑣2
exp (−

𝜆21

𝑅𝑇
) 67  

The basis of the Wilson equation is that there is a local contraction of molecules 

centred together due to intermolecular interactions, so 𝛬12 and 𝛬21 represent the 

binary interaction parameters between the two different components in the 

system. The interaction energy between the two constituent components is 

represented through λ12 and λ21 in J/molK, with these parameters obtained from 

regression analysis against experimental activity coefficient γ data at different 

temperatures T. 

The Wilson equation is able to describe the activity coefficient for BA with 

significant agreement as shown in Figure 3-7. Also the σ for each system can be 

found in Table 3-4. From Figure 3-7, BA in DMF shows the least well described 

system with an σ = 9.9%. 1,2-DMCH observes the best fit from all measured 
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systems of BA with a σ = 1.4%. For Wilson predictions of systems with a γ < 1 and 

to a lesser extent γ ≈ 0, a relatively poor regression fits than that of γ > 1. This is 

due to the smaller relative magnitude of the interaction values compared to the 

relative error in experimental data. 

  

 
 

Figure 3-7: The predicted Wilson activity coefficients for BA (■), DPA (●), LOV 

(♦) and MFA (▲) in the solvent systems: MeOH (—), EtOH (—), PrOH (—), IPA 

(—), IPAc(—), BuOH (—), 2-BuOH (—), PeOH (—), AcO (—), EtAc (—), PrAC 

(—), BuAc (—), IBA (—), 2-BuO (—), 2-HepO (—), 2-PeO (—), 2M1P (—), 3M1B 

(—), 1,2-DMCH (—), DMF (—), MIBK (—).. The solid lines represent the best fit 

of the Wilson model. The markers represent the individual experimental 

activity coefficients obtained using Equation 62. For MFA, specific systems 

were removed due to observing a σ > 15% relative to the Wilson fitting 

procedure.  
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 This analysis holds true for BA shown here. For all systems except PrOH, as the 

temperature increases the predicted activity coefficient tends towards 1 as is 

predicted from Equation 524 This increase at increasing temperatures is likely to 

due being so close to ideal. At the higher temperatures closer to the melting point 

of BA, these systems experience a non-linear path. This observation similarly  

agrees with Equation 54, with the activity coefficient going towards γ ≈ 1 (ln γBA 

≈ 0) and so having to compensate for its activities being higher at temperatures 

further away from the melting point. At these lower temperatures measured for 

all systems, a linear relationship between ln γ and T is observed. For the systems 

which are observed and predicted to have γ ≈ 1 (ln γBA ≈ 0), temperature 

dependence stays relatively constant when compared to the DMF and 1,2-DMCH 

systems as these systems are already observing close to ideal behaviour and so 

an increase in temperature will have little impact on the change in activity of the 

system. 

DPA shows the same trend observed for BA when applying the Wilson equation 

to experimental results. With systems that observe a γ > 1, the Wilson predicts a 

good fit according to its σs and resultant fitting, while systems like the ketones 

where γ ≤ 1 present slightly worse fits and σs compared to the other systems. 

Although unlike previously, the σ is not as bad as previously observed with BA 

with likely due to a larger range of temperatures examined. As the melting point 

for DPA is much smaller than for BA, the non-linear relationship between ln γDPA 

and T is more significant with the linear relationship at lower temperatures 

adjusting to meet the assumption of Equation 54. The ketones experience a linear 

temperature dependence with little impact on the activity due to their proximity 

to ideality. 

The systems for LOV that experience γ > 1 show good agreement with the 

predictions from the Wilson equation, with the LOV-PrOH system showing the 

lowest σ of these measured systems. Like for the previous systems, the ketone 

system LOV-AcO experiences the highest σ of all the measured systems for LOV 

with it also having a γ < 1 (ln γLOV < 0). Like previously, the systems show a linear 

relationship between ln γLOV and T with the measured temperatures being much 



72 

 

lower than that of the melting point. The systems show slight temperature 

dependence with LOV-AcO showing the strongest change, which is uncommon 

when comparing ketone and alcohol systems.  LOV-EtOH is the only system that 

experiences an increasing Wilson prediction at increasing temperatures with it 

also providing a small σ. This abnormal situation could be due to the limited 

temperature range used alongside a lack of temperature dependence. 

Due to the lack of data points, systems with an σ > 15% for MFA have been 

removed from Figure 3-7, although their obtained interaction parameters have 

been retained in Table 3-4. For the majority of systems, they comply with 

Equation 54 with increasing temperatures producing γ towards 1 with this trend 

also represented from the Wilson predictions. Some systems like MFA-EtOH 

experience an increasing activity away from ideality at increasing temperatures 

with the respective Wilson prediction showing good agreement with the data due 

to its low σ. Some systems also produce a flat activity prediction with no 

temperature dependence at increasing temperatures, although this is likely due 

to the lack of experimental data. Also due to the inability to determine actual 

heats of melting and melting temperatures for MFA, the literature used could 

cause the largest error and so produce unexpected results.  

3.5 Discussion 

The data in this work was used to determine functional group parameters within 

SAFT-gamma Mie to enhance solubility predictions for Mefenamic Acid. SAFT-

gamma Mie requires the use of the melting point and heat of fusion for the model 

compound being predicted, similar to the models used here. Due to the 

transformation of MFA to form 2 on standard heating, accurate values could not 

be obtained for the form 1. By determining the solubility of BA and DPA in a large 

number of solvents, the molecular interactions specific to functional groups in 

MFA were able to be modelled allowing better general predictive capabilities for 

SAFT-gamma Mie.  
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Figure 3-8: The variation of the ideal solubility obtained from equation 54 (CV) 

as a function of the number of standard deviations (SDΔHf) away from the mean 

heat of fusion for BA (─), DPA (─) and LOV (─). The graph on the left denotes 

the impact of the variation due to a positive change in the heat of fusion 

whereas the right presents the impact of a negative deviation. The markers 

denote the temperature where predictions have been made, with ■ and ● 

representing 25 °C (298.15 K) and (Tm - 10) K respectively.  

For modelling capabilities, precise heats of fusion and melting temperatures for 

a compound are required in order to predict the solubility of a system in a given 

solvent, as well as those not measured. Therefore, having an accurate 

measurement for these physical properties of a target compound is key to an 

accurate solubility prediction that is built on scientific understanding of solubility 

thermodynamics. Figure 3-3 and accompanying Table 3-2 show the variation in 

the heat of fusion and melting temperature of the used model compounds.  

In order to investigate the effect of the deviation in the heat of fusion on the 

accuracy of activity coefficients, Figure 3-8 presents the impact of the variation 

on the measured ideal solubility for each system, using the standard deviations 

in Table 3-2. From Figure 3-8, all systems show the variation of the true ideal 

solubility is impacted by the direction of the variation from the true value, with 

negative deviations (right) affecting the measured 𝑥𝑖𝑑  greater than for positive 

deviations. For both positive and negative deviations, the temperature point at 

which solubility measurements are being made can influence how precise 𝑥𝑖𝑑
 will 
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be. Closer to the melting point of the solid, the deviation is markedly smaller. The 

order at which each compound is ranked on its variation does not change 

between SDΔHf with it dependent on the magnitude of the variation from 

measurements, although going from 25 °C to (Tm-10°C) DPA and BA change order 

in both scenarios, with BA going from the 2nd highest to lowest in terms of CV.   

According to equation 54, this variation would reduce the measured γ of systems, 

and so their predicted solubility independent of the model they are using. As well 

as the predicted solubility, information provided by the models on the molecular 

interactions within the system will be inaccurate leading to incorrect 

interpretations for solubility modelling.  From equation 52, as the bracketed 

value is smaller the 𝑥𝑖𝑑
 will be smaller, so reducing the multiplier for whatever 

error is presented from the heat of fusion.  

The analysis of the temperature dependence of the measured systems show that 

the compounds used are significantly more soluble in ketones, followed by the 

alcohols. For MFA, the esters used provided greater solubilities than that of the 

alcohols although still lesser than that of the ketones. From the applied models, 

the Wilson equation provides the best fitting according to the for all systems 

measured except for those close to an γ ≈ 1 (ln γ ≈ 0) like for BA with this also 

being recognized in literature for non-ideal systems16. As these values are closer 

to 0, their absolute values are much smaller and so the errors associated with 

them are much larger. For systems where γ were further away from ideal, the σ 

improves.  

As well as providing a better σ for the systems, the Wilson equation provides 

qualitative and quantitative data on the interactions between the molecules. 

From equation 66 and 67, -ve values of λ correspond to negative deviations from 

Raoult’s Law whereas +ve λ values correspond to negative deviations16. These 

positive and negative deviations relate to the activity coefficient and so 

interaction between solute-solvent molecules within a given system. –ve 

deviations from non-ideal systems present with a γ < 1 according to equation 62, 

with these systems having a higher solubility than ideal and so the solute-solvent 

interactions are stronger than that of the solute-solute/solvent-solvent 
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interactions and vice-versa. Using the values obtained from Wilson analysis, 

interpretations of specific functional groups that exhibit beneficial interactions 

for solubility in a given system is possible.  

For BA, both alcohols and ketone exhibit γ ≈ 1. These systems are considered ideal 

in terms of their interactions and so there is no dominant interaction between the 

molecules highlighted by the small magnitude of the interaction parameters for 

these systems. Whereas 1,2-DMCH and DMF observe highly non-ideal 

interactions according to Figure 3-6. According to Raoult’s law, solute-solvent 

interactions dominate with highly negative λ values, therefore detailing why BA 

observes a much higher solubility in this system compared to the others. Whereas 

for 1,2-DMCH the positive γ alongside the highly positive interaction coefficients 

reveal stronger like-like interactions between molecules and so reduced 

solubility in comparison to the other systems. So overall BA would observe a 

higher solubility in polar protic systems, whereas in more non-polar systems like 

1,2-DMCH a lower solubility is observed and so could act as a suitable antisolvent 

due to its lower solubility.  

Table 3-5: Ideal solvents to be used for each compound depending on the 

method to induce crystallization: cooling or antisolvent addition. For cooling, 

either a single or mixed solvent system could be used.  

 Cooling Antisolvent addition 

Compound Solvent Antisolvent Solvent Antisolvent 

Benzoic Acid 

Ethanol 

2-Methyl-1-Propanol 

3-Methyl-1-Butanol 

1,2-DMCH 

Heptane 

Water 

DMF 

EtOH 

Water 

 

Diphenylamine 
Ethanol 

1,2-DMCH 

2-Butanone 

EtOH 
Water 

Mefenamic 

Acid 

Iso-Propyl Acetate 

Butyl Acetate 

2-PeO 

IPA 
Water 

Lovastatin IPA AcO Water 

 

The other systems also can be defined this way, detailing suitable solvent classes 

on their interactions. For DPA and LOV, apolar protic solvents show greater 
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propensity of solute-solvent interactions than those of the polar protic solvents 

of BuOH and EtOH respectively. Non-polar solvents in the case of DPA shows no 

significant difference from the alcohols in terms of activity and so similar in 

solvation propensity. For LOV, although non-polar solvents were used it is 

observed that increasingly non-polar solvents will also observe higher like-like 

interactions with increasingly non-polar solvents showing reduction in solubility. 

The increasing solubility and increased –ve interaction parameters here follow 

the same trend shown in literature for alcohols, with it reaching a maximum 

solubility in BuOH, followed by a large reduction in solubility in more non-polar 

systems85.   

 

The molecular similarities of MFA to DPA help provide the same conclusions as 

observed for DPA. Increasingly non-polar and apolar protic solvents observe the 

most –ve Wilson interaction parameters, with these systems showing a highly 

non-ideal behavior. These systems like DPA show strong solute-solvent 

interactions and so ideal choices for crystallization solvents in terms of their 

increased solubility. Polar protic solvents show ideal behavior with their 

interaction parameters close to zero so a reduced solubility in comparison to the 

polar aprotic solvents. 

Table 3-5 details the ideal specific solvent and antisolvent, which could be used 

to induce crystallization. For cooling crystallization, a large temperature 

dependence is preferred whereas for antisolvent a larger solubility is preferred. 

For BA, the best temperature dependence are observed for the methylated 

alcohols as well as alcohols such as EtOH. For mixed solvent cooling 

crystallizations, the purpose of the antisolvent is to reduce the solubility to a 

more acceptable value. For this non-polar systems like 1,2-DMCH will be ideal as 

they will not likely to produce synergistic relationships due to their lack of 

interaction with the solvent. For antisolvent crystallizations, larger solubilities 

are required so DMF and EtOH provide ideal options. For the antisolvent, the use 

of water is preferred due to its likely ability to interact the compound. DPA has 

extremely high solubility so all systems show good acceptability for cooling. In 
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terms of mixed solvent, water is the preferred option with it likely to interact with 

the compound to bring down to levels that are more acceptable. Like BA, water is 

a preferred antisolvent with the ketones being the preferred choice of solvent for 

antisolvent addition. For all systems the use of ketones and water are the 

preferred solvent and antisolvent for antisolvent addition. 

The parameters identified by the Wilson model can be used to interpret suitable 

solvent types. By selecting a small amount of solvents each with different 

functional groups, the Wilson interaction parameters provide a quantitative basis 

to narrow down solvent screens to only favorable functional groups. By applying 

this type of analysis, the materials and time required can be reduced  and so 

aiding the solvent selection procedure. 

3.6 Conclusion 

The solubility data and activity coefficient measurements for four different model 

compounds in a number of protic polar, aprotic polar and non-polar solvents over 

a large temperature range were determined from experimental clear point 

measurements and thermal analysis methods. The experimental data was 

described using regression to three semi-empirical models: van ’t Hoff, Apelblat 

and Buchowski-Ksiazaczak (λh model), and three activity coefficient models: 

Margules, Van Laar and Wilson. The relative standard deviation for each system 

was used as a measurement for the appropriateness of the models to describe the 

solubility data. The Margules and Wilson model provided a low σ compared to 

the other models used. Unlike the Margules, the Wilson equation provides 

information on solute-solvent interactions which directly relate to the observed 

solubility. In a crystallization process design, suitable solubility behavior could 

be quantified in specific model parameter quantities which might aid in the 

solvent selection procedure.  
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4.1 Abstract 

Optimisation of antisolvent crystallization processes require accurate phase 

diagram construction. In this study, an approach to determine these antisolvent 

phase diagrams has been outlined, using four model compounds (Sodium 

bromate, DL-Asparagine Monohydrate, Mefenamic acid and Lovastatin) which 

are similar those observed in industry such as salts and hydrates, as well as highly 

water insoluble compounds. Using the temperature variation method, single 

solvent and solvent-antisolvent solubilities are obtained at varying temperatures, 

with the systems presenting with either a non-linear decrease from the onset of 

antisolvent addition or a synergistic increase towards a maximum. From these 

measurements, a semi-empirical model equation encompassing both 

temperature and antisolvent fraction was designed to describe the entire 

antisolvent phase diagram. These were compared to the model systems finding 

good agreement with the measured system. Utilising this equation, basic 

antisolvent crystallization design for each system identified optimized regions 

for each system based on productivity, slurry density and yield.  A workflow was 

developed for the methodology followed here for future applications. 
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4.2 Introduction  

The access to accurate solubilities of pharmaceutical compounds sets the 

foundations towards the design and optimization of crystallization processes86,87. 

Although there are methods developed to determine the solubility from 

computational methods, the need for experimentally determined values is still 

required in order to account for accuracy as well as regulatory approval67,85,79. 

Solubility data in single solvent mixtures is widely accessible for a large variety 

of compounds whereas solubilities in binary solvent mixtures are much less 

common46,78.  

It is common in antisolvent crystallization that upon increasing the antisolvent 

fraction the solubility decreases substantially more than the concentration 

decreases due to dilution. It is only until the solubility drops below that of the 

dilution line at higher antisolvent fractions that recrystallization is 

thermodynamically possible. In order to establish the phase diagram in anti-

solvent crystallization process development, the most common method used is 

the gravimetric method, in which a suspension is equilibrated and the solution 

concentration is determined at a specific temperature88,89,41. Work by Reus et al.71 

displayed a variation of this equilibrium method, utilizing solvent addition to a 

suspension in order to dissolve the measured solute and obtain its saturation 

concentration. Alongside these, spectrographic methods90 are used to determine 

the concentration of solutes in mixed solvent systems after the equilibrium 

method has been applied as is shown in the case of sulfadiazine91. Although 

effective, the constant temperature method commonly used takes substantial 

laboratory effort and time.   

Temperature variation methods, in which temperature of a suspension is slowly 

increased until the temperature dependent solubility matches the overall sample 

composition92, have become more important. In this method, the saturation 

temperature is approximated by the clear point temperature, the temperature at 

which, upon increasing the temperature of a suspension, the suspension turns 

into a clear solution. This method has been utilized in many single solvent 

systems in order to establish single solvent data, but its applicability has not yet 
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been widely used for the process of establishing mixed solvent solubility data, as 

the variable temperature is introduced, next to compound concentration and 

antisolvent fraction, increasing complexity of the analysis. One previous example 

of the use of the temperature variation method for such a system is shown by 

Vellema et al.54 describing the solubility of Lorazepam at varying levels of glucose 

solution, in order to determine the correct operating window to prevent 

recrystallization of Lorazepam solution during infusion. 

Therefore, the objective of this work is to outline an approach to accurately 

obtain phase diagrams for anti-solvent crystallization process design using the 

temperature variation method. For four model systems, the phase diagram for 

antisolvent crystallization is determined as a function of temperature and 

antisolvent fraction. From the observed saturation data, a solubility model is 

established. The model is then used for a basic process design identifying the 

most optimal region in terms of antisolvent fraction and temperature to achieve 

a productivity, yield and suspension density within specifications.  

4.3 Materials and Methods 

4.3.1 Materials 

 

Figure 4-1: Molecular structure of the four model compounds. From left to 

right: Lovastatin (LOV), DL-Asparagine Monohydrate (DL-Asn.H2O), Sodium 

Bromate (NaBrO3) and Mefenamic Acid (MFA). 

The molecular structures of the model compounds are shown in Figure 4-1. 

Lovastatin (LOV) was supplied from Molekula (>98%, Darlington), DL-

Asparagine Monohydrate (DL-Asn.H2O), Sodium Bromate (NaBrO3) and 

Mefenamic Acid (MFA) were obtained from Sigma Aldrich (>99%). All 

compounds were used as received. For solution preparation, acetone (99%) and 
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ethanol (99%) were obtained from VWR International. The water used was 

distilled and filtered using the in-house Millipore Systems setup. 

Sodium bromate (NaBrO3) is a water-soluble salt used as one the compounds of 

interest in this piece of work. In solution, it is achiral but crystallizes as a single 

chiral enantiomer in the space group P213. As NaBrO3 is a salt with a high water 

solubility, it is a good model compound for this study, allowing non-toxic solvents 

and antisolvent to be used.  

Asparagine monohydrate is a non-essential amino acid, and is known to 

crystallize as a conglomerate forming system in either the L- or D- configuration. 

For the purpose of this work, the racemic form of the system is used and so has 

the configuration DL-Asn.H2O. This compound has been frequently used 

throughout literature as a model compound for crystallization systems, with its 

solubility in water and other systems previously investigated. This makes it a 

good choice for a model compound in this work. 

Mefenamic acid is a member of the anthranilic acid derivatives of non-steroidal 

anti-inflammatory drugs (NSAIDs), used for the treatment of mild and moderate 

pains. It is not widely used compared to other NSAID due to its higher costs. MFA 

is known to have two polymorphic forms Form 1 and Form 2, although the later 

it has only been isolated in DMF and through high-pressured systems and has not 

been identified in systems similar to the one here from the literature. MFA is a 

non-polar compound and so presents a very low solubility in water similar to 

other NSAID on the market. Therefore, MFA is a good model compound as it 

mimics similar instances to that found in industry.  

Lovastatin (LOV) is a widely statin family molecule used in the treatment of high 

cholesterol and cardiovascular disease. It does not have any known polymorphs 

and is not chiral although presenting a number of chiral centres. Similar to MFA 

it is highly non-polar and so its very low solubility in water in comparison to other 

solvents has been noted in literature. Like MFA, LOV presents itself as a similar 

molecule to that found in industry and so is a good model compound for this 

study. 
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4.3.2 Clear point temperature Measurements 

A known amount of the crystalline compound was added to a standard HPLC vial. 

Then, 1 ml of a solvent/antisolvent mixture with known antisolvent mass fraction 

xAS was pipetted into the HPLC vial from a larger volume of prepared 

solvent/antisolvent mixture stock solution. These vials were weighed before and 

after addition of solvent mixture to exactly determine the mass of solvent mixture 

added. Composition of the sample is denoted by the (solute-free) antisolvent 

mass fraction xAS and solute concentration C, respectively. The antisolvent mass 

fraction in the vials equals that in the stock solution, determined from the mass 

of solvent and antisolvent used to make the stock solution:   

 𝑥AS =
𝑚AS

𝑚S + 𝑚AS
 68  

Where 𝑚AS (g) and 𝑚S (g) represent the mass of antisolvent and solvent 

respectively in the mixture.  

The Crystal16 Multiple Reactor Setup (Technobis Crystallization Systems) was 

used to determine the saturation temperature of the prepared samples. The 

saturation temperature of the samples was determined in triplicate, with the 

average between these measurements assumed to be equal to the saturation 

temperature of the overall sample composition in the vial.  Due to known issues 

of Lovastatin degrading over time in solutions93 the total experimental time 

experienced by each sample containing lovastatin was kept smaller than 24hrs. 

In the case of LOV experiments, there were no observations of large variances 

between subsequent clear point temperatures of the same sample, indicating 

degradation of lovastatin is negligible. Also, the measurements with the model 

compounds NaBrO3 and DL-ASN did not show large variances. Occasionally, 

samples displayed larger than 1 °C difference between clear point temperatures 

measured in subsequent cycles and these measurements were then discarded 

and fresh samples were used in a re-run. This deviation in clear point was usually 

coinciding with crowning of crystals just above the liquid level in the sample vials. 

This often could be mitigated by increasing the solvent mixture volume within 

the vial and decreasing the stirring rate. 
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The procedure was slightly adapted for MFA measurements due to the 

polymorphic nature of MFA to remove the impact of polymorphic nucleation of 

the undesired form from cycling. Instead of 3 measurements, only a single 

measurement was obtained for a single sample using the initial suspension in the 

vial without the initial dissolution step. The other polymorph has only been 

observed from DMF28. Therefore, it is unlikely that the other polymorph will be 

observed with the solvents used. Although due to the lack of certainty this 

method was deemed acceptable for the scope of the chapter.  Vials filled with pure 

ethanol were added to the Crystal16 setup and held at 20 °C for a short time 

period. Then, a tune step was performed, registering this clear solution as a 

reference for complete dissolution of the suspension. Subsequently, the prepared 

vials containing MFA slurries with the original raw material (Form 1) in ethanol-

water mixtures were added to the machine and the temperature was slowly 

ramped up to a set point temperature of 60 °C. The clear point temperature at 

which 100% light transmission was reached was taken as the saturation 

temperature of the sample. Subsequent measurements with the same sample 

were not done. For this reason a large number of measurements were performed 

for this model compound.  

Fitting of experimental data was done using the MatLab Curve Fitting tool. 

4.4 Results  

4.4.1 Single Solvent Solubility 

Figure 4-2(left) displays the measured temperature dependent solubilities of 

LOV in acetone, DL-Asn.H2O in water, MFA in ethanol and NaBrO3 in water. 

Similar to other sodium salts with affinity to dissociate themselves in water40,94 

the solubility of NaBrO3 in water is large, for instance 367 mg/g at 25°C, and it 

increases with temperature to 505 mg/g at 40 °C. The solubility of LOV in acetone 

and DL-Asn.H2O in water are similar with solubilities ranging from 80 mg/g to 

180 mg/g between 20 °C and 40 °C. The solubility of MFA in ethanol is the lowest 

of the measured systems, with solubilities between 10 mg/g and 42 mg/g at 

temperatures ranging from 25 °C to 60 °C. Each system shows a strong 

temperature dependence in their single solvents. 
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Figure 4-2: Left: Single solvent solubilities of LOV in acetone (♦), DL-Asn.H2O 

in H2O (●), NaBrO3 in water (▲) and MFA in ethanol (■) showing the measured 

saturation temperature T at concentrations C. Right: The van ‘t Hoff plot of the 

same data. The lines through the points are best fits of the Van ‘t Hoff equation. 

The error bars for each concentration is marked by a red cap. For some systems 

the error bars are below the marker. MFA does not have error bars due to the 

method used to obtain the saturation temperatures, with no repeating cycles 

carried out. 

The van ‘t Hoff equation (equation 69) describes the ideal solubility xid as a 

function of temperature T using only two solid state properties: melting 

temperature Tm and heat of fusion ΔH (kJ mol-1). 

 ln 𝑥𝑖𝑑 = −
∆𝐻

𝑅
(

1

𝑇
−

1

𝑇𝑚
) 69  

with the molar gas constant R. Due to non-ideality in the solution the ideal 

solubility can substantially deviate from the measured solubilities. However, 

often, equation 3, the linearized form of equation 69, gives a good fit to 

experimental data within a sufficiently narrow temperature region.:  

 ln 𝑥 =
𝑎

𝑇
+ 𝑏 70  
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The parameters a and b can be determined from a linear fit in the plot of ln𝑥 

versus 1/T.  

The Van’t Hoff relationship describes well the measured solubilities in Figure 

4-2(Right) within the measured temperature region using equation 70. 

4.4.2  Solubility in Solvent/Antisolvent Mixtures 

In ethanol, NaBrO3 and DL-Asn.H2O are both known to be insoluble due to the 

anionic and polar nature of respectively NaBrO3 and DL-Asn.H2O. Therefore, 

ethanol is chosen as antisolvent in these systems. Both LOV and MFA are 

insoluble in water with no measured values available in literature. Therefore, 

water is chosen as antisolvent for both LOV and MFA. Figure 4-3 (left) displays 

the temperature dependent solubility for all model compounds obtained at 

specific anti-solvent fractions. In all instances, the solubility increases with 

temperature at a constant antisolvent fraction.  

For NaBrO3, the solubility reduces non-linearly as a function of antisolvent 

fraction as observed from its corresponding mol fraction reduction at 30 °C. 

When going from xAS = 0 to xAS = 0.1 at 30°C the solubility drops 43% from 433 

mg/g to 247 mg/g. The solubility drops further 20% going to xAS = 0.2, with 

having decreased by 97% from its original solubility at xAS = 0.5. This trend of a 

non-linear solubility decrease as a function of antisolvent is consistent with the 

preferred antisolvent behavior for systems14,95.  

A similar behavior is observed for DL-Asn.H2O and MFA with the solubilities 

decreasing as a function of antisolvent fraction. The non-linear decrease in the 

solubility with increasing antisolvent fraction for both DL-Asn.H2O and MFA is 

similar to that observed for NaBrO3, with a 40% drop in the saturation 

concentration going from 75 mg/g (xAS = 0) to 45 mg/g (xAS = 0.1) at 30°C 

(0.0033K-1) observed for DL-Asn.H2O, alongside a 37% drop for MFA. Although 

DL-Asn.H2O is known to recrystallize as the anhydrous form at higher antisolvent 

fractions71, the difference between them in terms of solubility can be seen as 

negligible due to how similar they are when correlated for96. As well as this, the 

amount of solvent added from dissolution into the system is negligible compared 

to water already present to influence solubility significantly.   
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Figure 4-3: Concentration-Temperature diagrams (left) and the Van ’t Hoff 

diagrams (right) of NaBrO3 (▲) and DL-Asn.H2O (●) in water-ethanol, LOV (♦) 

in acetone/water and MFA (■) in ethanol/water at various antisolvent 

fractions. The experimental data for each system is represented by the markers 

on each plot, with the colours and respective label representing the change in 

antisolvent fraction within each system. The dashed lines passing through each 

set of experimental data is derived from their respective Van’t Hoff plot. The 

solid lines represent the predicted solubility at each antisolvent using Equation 

71. Red caps mark the error bars for each concentration. For some 

concentrations, the error bar is below the marker. MFA does not have error 

bars due to the method used to obtain the saturation temperatures, with no 

repeating cycles carried out. 

However, LOV in acetone-water at small antisolvent fractions, the opposite 

behavior is observed. Going from xAS = 0 to xAS = 0.05 at 30°C, the solubility 

increases from 98 mg/g to 122 mg/g representing a 26% increase. As the 

antisolvent fraction increases further, the solubility decreases. At xAS = 0.1 the 

solubility reduces to 98 mg/g and it reduces to below its pure system 

concentration at xAS = 0.2. At xAS = 0.5 the solubility has further non-linearly 

decreased to 4.6 mg/g, beyond which no accurate data could be obtained. Several 

systems exhibit similar solubility behavior, especially in systems where water is  
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used as the antisolvent90,91 although it has also been found in systems where 

water is not used97. The raw data for each system can be found in the 

supplementary information for the following paper98. 

4.4.3 Antisolvent Crystallization Phase Diagrams 

Utilizing the observed behavior of the solubility as a function of temperature and 

antisolvent fraction a single empirical equation is proposed based on the van‘t 

Hoff equation (equation 70) with antisolvent fraction dependent van ‘t Hoff 

parameters in order to provide an equation to predict solubility as a function of 

temperature and antisolvent concurrently:  

 ln 𝑥 = ((𝑎𝑥𝐴𝑆 + 𝑎′)
1

𝑇
) + 𝑏𝑥𝐴𝑆

2 + 𝑏′𝑥𝐴𝑆 + 𝑏′′ 71  

 

The fitted parameters of equation 71 are shown in Table 4-1. The goodness of the 

fit for the model was determined between the predicted mol fraction 𝑥𝑝𝑟𝑒𝑑 and 

the actual mol fraction 𝑥𝑖  for each system at a given temperature using the 

following equation for the relative standard deviation (σ): 

 
𝜎 = 100 ∗

√
∑ (

𝑥𝑖 − 𝑥𝑝𝑟𝑒𝑑

𝑥𝑖
)

2
𝑁
𝑖=1

𝑁 − 1
 

72  

Table 4-1: Fitting parameters obtained from the model equation 71 using the entire dataset 

for a combination of compound, solvent and antisolvent. The 95% confidence interval detailing 

the goodness for these fits to the experimental data are given as error intervals. The σ for each 

system for all data point used is provided.  
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With the σ measured in % and N being the total number of experimental data 

points used.  

The model describes the systems with MFA and DL-Asn.H2O reasonably well with 

σ of respectively 5.9 and 4.8%. For the LOV system, with the more complex 

antisolvent fraction dependent solubility behavior, the model performs 

reasonably well with a σ of 7.7%. The ability of the model to capture the change 

in antisolvent and temperature is shown through the respective Van’t Hoff plots 

for each model compound as presented in Figure 4-3.  

The resulting fitting of the NaBrO3 system shows a rather large σ of 15%. This is 

because the system shows a strong effect of the antisolvent fraction on the 

temperature dependence of the solubility. The addition of the parameter a does 

not improve the fitting, which shows that different fitting equations should be 

used if a more accurate description is needed.  

Figure 4-4 shows the antisolvent crystallization phase diagrams for all the 

systems constructed using the model at a temperature of 20 and 40°C. For 

NaBrO3, the solubility at xAS = 0 nearly doubles when doubling the temperature, 

going from c* = 357 mg/g to 665 mg/g. This follows Black’s rule closely99. As the 

antisolvent fraction increases, the solubility at xAS = 0.1 decreases by half for both 

temperature fractions. At other fractions when comparing between both 

temperatures, this observation is conserved. Unlike NaBrO3, DL-Asn.H2O 

observes a 309% increase when doubling the temperature. This difference 

between the systems is conserved at each antisolvent fraction similar to NaBrO3. 

MFA observes the same observations as NaBrO3. For LOV at 40 °C, the synergistic 

effect observed is more defined than at 20 °C, with its solubility differences at 

increasing antisolvent fractions similar to NaBrO3 and MFA. From equation 69, 

this observation is to be expected as it predicts there to be no change in 

temperature dependence at increasing antisolvent fractions. 
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Figure 4-4: The predicted antisolvent crystallization phase diagram of NaBrO3 

(top left) and DL-Asn.H2O (top right)  in water-EtOH , MFA in EtOH-water 

(bottom left) and LOV in AcO-water (bottom right)  at 20 °C and 40 °C from the 

fit to equation 71 using the values in Table 4-1. The dashed line cutting through 

each antisolvent phase diagram represents the dilution line caused by the 

addition of antisolvent to a saturated solvent. 

Generally for anti-solvent crystallization, by adding an antisolvent the solubility 

of the solute decreases, inducing a thermodynamic driving force from which 

crystallization of an API is possible47. In doing this, dilution of the overall 

concentration of the system also occurs due to the addition of another solvent. 
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This dilution effect is visualized in Figure 4-4. The dilution effect on a system 

follows a linear path, dictating several key process parameters from the 

visualization of the dilution of the system due to increased total solvent amount. 

For each system, as the antisolvent is added the amount of product that can be 

obtained reduces, so the maximum amount to be obtained from crystallization 

reduces. It also dictates the supersaturation S being experienced by the system 

with the equation: 

 𝑆 =
𝑐𝑥𝐴𝑆

𝑐𝑥𝐴𝑆
∗

 73  

Where 𝑐𝑥𝐴𝑆
 and 𝑐𝑥𝐴𝑆

∗  corresponds to the concentration of the system according to 

the dilution line and the solubility respectively at a specific antisolvent fraction. 

For NaBrO3, DL-Asn.H2O and MFA, the addition of the antisolvent causes the 

systems to supersaturate according to equation 73. As more antisolvent is added 

the system becomes more supersaturated as the difference between the dilution 

and solubility line increases. At a certain supersaturation, the solute will 

crystallize. For LOV, the initial maxima causes the dilution line to fall below the 

solubility line and so crystallization is not thermodynamically feasible. It is not 

until a higher antisolvent fraction of xAS = 0.25 that the system becomes 

supersaturated and so crystallization is feasible. Although due to the dilution of 

the system, the maximum yield is reduced. 

4.4.4 Continuous Antisolvent Crystallization Productivity and Yield  

The use of continuous antisolvent crystallization allows better yields to be 

obtained for a crystallizing system, while also reducing the variation observed by 

batch-to-batch crystallizations62. Instead of a sealed vessel for batch 

crystallization, a continuous process has both an inlet and outlet stream, adding 

in both the crystallizing solution and the antisolvent while simultaneously 

removing the crystallized product as shown in Figure 4-5. In a continuous 

antisolvent crystallization, the general operating variables are temperature, 

residence time and antisolvent addition rate100. We can define three boundary 

conditions for the continuous antisolvent crystallization in Figure 4-5, such as 

productivity is ≥ 0.012 g/ghr-1, loss is ≤ 10% and slurry density ≤ 20%  
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Figure 4-5: Schematic of a continuous antisolvent crystallization process 

consisting of a feed vessel with the concentrated solution (left), a crystallization 

vessel (middle) and an antisolvent feed vessel (right). The solution and 

antisolvent are continuously fed into the crystallization vessel V (blue lines) at 

specific feed rates for the saturated solution Fs and antisolvent FAS with 

continuous product removal stream Fp to provide a specific residence time τ to 

allow the consumption of supersaturation by the crystals in the suspension.  

First, we can define a productivity, which is a measure of how effective the system 

is for obtaining solid product. The productivity P for each system at a specific 

antisolvent fraction is determined by: 

 𝑃𝑥𝐴𝑆
=

𝑐𝑥𝐴𝑆
− 𝑐𝑥𝐴𝑆

∗

𝜏
 74  

With it being the difference in overall concentration at a specific antisolvent 

fraction 𝐶𝑥𝐴𝑆
 with unit g/g, and the solubility of the solute at that same fraction 

𝑐𝑥𝐴𝑆
∗  in g/g at a residence time 𝜏 in hours, assuming that the crystallization 

kinetics are sufficiently fast so that all supersaturation is consumed by the 

forming and growing crystals. This means that the residence time is sufficiently 

long. The residence time is defined as the average time molecules spend in the 
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crystallizer and is determined by the crystallizer volume V and the flow rate𝐹𝑝 of 

the outlet feed. 

 𝜏 =
𝑉

𝐹𝑝
 75  

Long residence times allow the maximum amount of product to be obtained. If 

the residence time becomes too short, the concentration in the crystallizer will 

deviate  from the saturation concentration as the crystallization kinetics are not 

fast enough to consume all supersaturation. A target productivity of an 

economically viable chemical process leading is regarded to be P ≥ 0.012 g/ghr.  

Alongside the productivity, the loss L, having the same units as the productivity, 

can be defined as one of the boundary conditions of the process. The loss in a 

continuous antisolvent crystallization process is related to the amount of product 

remaining in solution, which is determined by the solubility of the product in the 

crystallizing solvent mixture, if the crystallization kinetics are sufficiently fast. 

Here we define the Loss L in relation to the productivity P and residence time of 

the system τ:  

 𝐿𝑥𝐴𝑆
=

𝑐𝑥𝐴𝑆

𝜏
− 𝑃𝑥𝐴𝑆

=
𝑐𝑥𝐴𝑆

∗

𝜏
 76  

The yield Y is the amount of product crystallized and removed from the 

crystallization vessel. So by assuming a minimum yield of Ymin = 90%, the 

maximum loss 𝐿𝑚𝑎𝑥should be lower than 10% remaining in solution. 

The third boundary condition is the suspension density, which is defined as a 

weight fraction of the crystallizer occupied by the solid phase. This is calculated 

from the following equation:  

  𝜌𝑆𝑙𝑢𝑟𝑟𝑦 = (
𝑥𝐴𝑆 − 𝑥𝐴𝑆,𝑓

1 − 𝑥𝐴𝑆
) (

𝑃𝑥𝐴𝑆

1 + 𝑃𝑥𝐴𝑆

) 77  

With 𝑥𝐴𝑆 and 𝑥𝐴𝑆,𝑓 representing the antisolvent content present in the solution 

and the antisolvent present in the feed solution, alongside the solids present 

through the calculated productivity. Here we assume that the antisolvent does 

not contain any solute. The more product crystallizes from the solution, the larger 
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the suspension density. If the suspension density becomes too high the 

suspension of crystals is hampered  which would decrease the product quality 

from the process.  We assume that a suspension density of 𝜌𝑀𝑎𝑥 = 20% is the 

upper boundary limit of a continuous antisolvent crystallization to maintain 

proper mixing. 

The predicted productivity  𝑃 , loss 𝐿 and slurry density 𝜌𝑠𝑙𝑢𝑟𝑟𝑦 for each system is 

presented in Figure 4-6 with a residence time τ of 0.42 hours and a saturated feed. 

From Figure 4-6, the productivity of NaBrO3 increases significantly from 𝑥𝐴𝑆 = 0 

up to 𝑥𝐴𝑆 = 0.3 while simultaneously the loss decreases. As the productivity is 

related to the difference between the dilution line and solubility of the API from 

equation 72, the maximum observed is expected with the solubility reducing to a 

smaller degree at higher antisolvent fractions than at the lower amounts. 

Therefore, this analysis shows that systems can be optimized up to specific 

antisolvent fractions to obtain the highest possible productivity, beyond which 

influences both the productivity and so inherently the effectiveness of the 

process. The loss decreases similarly to the solubility curve, as the solute left in 

solution is not able to recrystallize. Due to the high absolute concentration, the 

slurry density increases significantly at increasing antisolvent fractions due to 

the presence of recrystallized NaBrO3. At a higher antisolvent fraction, the slurry 

density presents a maximum with the productivity also decreasing and 

antisolvent presence factor reducing similarly. Due to infinite dilution, the slurry 

density would be expected to reach a maximum as shown with it going to zero at 

𝑥𝐴𝑆 = 1. 

Like for NaBrO3, DL-Asn.H2O and MFA, the productivity increases non-linearly at 

increasing antisolvent fractions with the loss mirroring the solubility decrease. 

Although due to the much lower absolute concentration of DL-Asn.H2O and MFA 

in the system, the productivity is much lower in comparison to NaBrO3, going 

below the target P for 20 °C. The slurry density presents a similar shape to that of 

NaBrO3, although to a lesser magnitude due to the much lower concentration of 

DL-Asn.H2O and MFA in the system and so smaller than the considered maximum 

slurry density for a system. This influence of absolute concentration is affecting  



107 

 

 

 

Figure 4-6: The predicted productivity (—), loss (—) and slurry density (—) 

in a continuous antisolvent crystallization process with a saturated feed and a 

pure antisolvent feed as a function of antisolvent fraction at 20°C (293K) for 

NaBrO3 in water/EtOH (top), DL-Asn.H2O in water/EtOH (2nd), MFA in 

EtOH/water (3rd) and LOV in AcO/water (bottom) (left). The residence time for 

each system is 25 minutes (0.417 hours). 

both productivity and slurry density for MFA with both specifications being again 

much lower than for the previous system. As the shape of the phase diagram is 

similar to that of the previous systems, the shape of the productivity, loss and 

slurry density curves are similar.  

For LOV in AcO-water the productivity and loss predictions are uniquely different 

to the other systems, with the influence of the solubility increase at lower 

antisolvent fractions being visible. At the lower fractions, there is no productivity 

due to the dilution line being below the solubility line so inducing no 
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supersaturation. As it increases, the solubility becomes lower than absolute 

concentration of LOV in the system so making recrystallization 

thermodynamically feasible and so increasing the predicted productivity. Due to 

the steepness of the solubility decrease, the productivity rises to an expected 

maximum within a smaller antisolvent range than in previous systems. The range 

of the predicted maximum productivity is also much less than in the previous 

systems with the difference in solubility and concentration quickly decreasing at 

the higher fractions. From this observation, the region to achieve productivity 

optimization is much smaller and so requires detailing the requirement for better 

control as going further than this maximum will reduce the overall productivity 

of the system and so the process yield. The slurry density also resonates previous 

systems with it reaching a maximum from the point at which crystallization is 

thermodynamically feasible. 

To optimize a continuous antisolvent crystallization process, specific parameters 

such as productivity, yield and slurry density are conditioned for the general 

process conditions of temperature and antisolvent. As the yield Y of system is 

directly related to the productivity and loss, it can be predicted from the following 

equation: 

 𝑌 =
𝑃𝑥𝐴𝑆

𝐿𝑥𝐴𝑆
+ 𝑃𝑥𝐴𝑆

∗ 100 78  

With Y being in units of % with both the productivity  𝑃𝑥𝐴𝑆
 and loss 𝐿𝑥𝐴𝑆

 in units 

of g/ghr. 

From this perception, it would be reasonable to assume that by adding more 

antisolvent the loss is reduced significantly as shown in Figure 4-6. Although from 

Figure 4-6, the productivity is shown to reduce sub-optimally at higher 

antisolvent fractions with the slurry density also increasing which would 

inevitably cause insufficient mixing and poor flowability of the slurry so reducing 

overall yield.  
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Figure 4-7: The optimal antisolvent and temperature regions for a continuous 

antisolvent crystallization of NaBrO3, using the specifications: Y ≥ 90%, P ≥ 

0.012 g/ghr and 𝜌𝑠𝑙𝑢𝑟𝑟𝑦 ≤ 20%  are shown 3 scenarios (from top left to bottom): 

if only the productivity specification was followed; if both the productivity and 

yield specifications are applied; if all specification are applied. The colour 

scheme represents the change in yield Y as a function of both temperature T 

and antisolvent fraction xAS. 

Figure 4-7 presents the optimal antisolvent regions for continuous crystallization 

of NaBrO3 at varying temperatures for each system based of the process 

requirements: 𝑌 ≥ 90%, 𝑃𝑥𝐴𝑆 ≥ 0.012 g/ghr,𝜌𝑆𝑙𝑢𝑟𝑟𝑦 ≤ 20%. The coloured region for 

each system represents specific antisolvent and temperature combinations in 

which the specific operating conditions are met the. The white regions represent 
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the antisolvent and temperature values at which the operating conditions are not 

met. 

 For NaBrO3, when only the productivity specification is imposed on the 

crystallization, the optimal antisolvent and tempetrure regions is not influenced 

significantly, with only the extremely low and high antisolvent regions being 

omitted. Including the yield specification, temperature and antisolvent regions 

that do not meet the specification are omitted. Due to this, 𝑥𝐴𝑆 < 0.4 do not meet 

the 90% yield threshold. When including the slurry density specification, further 

antisolvent and temperature regions are omitted from the optimal crystallization 

regions. At the lower temperatures and increasing 𝑥𝐴𝑆, this optimal region is 

maintained from previously. As the temperature increases, the optimal 𝑥𝐴𝑆 region 

reduces significantly with the larger solid amount likely to reduce the stirrability 

of the process. As the slurry density is heavily dependent on the P, this variable 

will increase significantly at higher temperatures due to the higher overall 

concentration. This results in a higher density than that of the specifications   

Like NaBrO3, the region in which the specifications are met for DL-Asn.H2O 

(Figure 4-8) are at a much higher antisolvent fraction than when recrystallization 

is thermodynamically feasible. This would be due to the much lower overall 

concentration present in solution so it is not until higher fractions that the yield 

becomes an acceptable level. The impact of temperature is shown more through 

the maximum predicted yield with it only reaching a maximum between 0.8 < 𝑥𝐴𝑆 

< 0.85 at only 335 ≤ T ≤ 340, unlike NaBrO3 where it predominately dictated the 

optimal regions through the slurry density. The reduction of the solubility due to 

increased antisolvent is the major cause of this lower maximum yield with the 

systems loss remaining higher than that presented of NaBrO3. Due to much lower 

slurry density at increasing fractions as shown in Figure 4-6 compared to NaBrO3, 

the increasing temperature does not significantly influence the slurry density 

enough to dictate the optimal regions for continuous recrystallization. Therefore, 

allowing an optimal crystallization at higher temperatures in comparison to 

NaBrO3.  
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Figure 4-8: The optimal antisolvent and temperature regions for a continuous 

antisolvent crystallization of DL-Asn.H2O (top left),MFA (top right) and LOV 

(bottom)  using the specifications: Y ≥ 90%, P ≥ 0.012 g/ghr and ρslurry ≤ 20%. 

The colour scheme represents the change in yield Y as a function of both 

temperature T and antisolvent fraction xAS. 

In contrast to the previous systems, MFA has a very similar phase diagram and 

productivity profile although has a much smaller optimization region only 

achievable at much higher temperatures and 𝑥𝐴𝑆  and even then within a much 

smaller optimization region. Only at the highest temperatures of 340K< T <350K 

and antisolvent fractions of 0.7 < 𝑥𝐴𝑆 <0.8 is an optimal process achievable. For 

this the extremely low solubility and so low overall solution concentration 

significantly reduces the region in which a high productivity and yield are 

achieved. This much lower overall concentration is too low for the slurry density 

to be considered impactful the optimization like it did for NaBrO3. From Figure 
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4-6, there are no antisolvent or temperature regions, which produce a yield 

similar to that of the previous systems. 

The region of optimization for LOV in AcO/water is only shown at temperatures 

below 318K due to the low boiling point of AcO.  At the lower temperatures, the 

region in which an optimized continuous crystallization is achievable is similarly 

large to that of NaBrO3. This is expected with extremely low solubility of LOV in 

higher 𝑥𝐴𝑆. Similar to DL-Asn.H2O, the slurry density does not have a significant 

impact as it did for NaBrO3 with no regions at higher temperatures being cut off 

unless above the maximum set temperature. The optimal region is achieved at 

𝑥𝐴𝑆 = 0.5 for all temperatures with the productivity and so yield quickly 

increasing once the system becomes thermodynamically feasible. Due to the 

extreme decrease in solubility between 𝑥𝐴𝑆 = 0.25 and 𝑥𝐴𝑆 = 0.5 the productivity 

increases and so quickly reaching a region of maximum yield at all temperatures 

past 𝑥𝐴𝑆 = 0.65. At the highest 𝑥𝐴𝑆 values the productivity reduces and so 

becoming sub-optimal. As the temperatures increase, P increases and so 

increasing the 𝑥𝐴𝑆 where the system becomes sub-optimal.   The system is able to 

reach high levels of yield as similarly to that of NaBrO3 due to the extremely low 

solubility of LOV in water so causing a sharp reduction in solubility and 

increasing the obtainable product due to the linear dilution line.  

4.5 Discussion 

By applying the methodology above, antisolvent phase diagrams can be 

accurately described using this alternative method to what is commonly applied. 

The methodology outlined above works for systems which observe either the 

standard antisolvent phase diagram or one similar to LOV with an initial 

synergistic increase in solubility.  

Process specifications like productivity and yield across the entire antisolvent 

phase diagram allow identification of optimal regions for a highly efficient 

continuous crystallization process. A workflow is presented in Figure 4-9 to 

provide a systematic approach to accurately develop antisolvent phase diagrams 

for continuous antisolvent crystallizations. 
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Large scale solvent screening is well known to occur for initial process design, 

with this systematically done through dropwise addition of a specific solvent into 

a known amount of the solute used. Although this is not as accurate as other 

solubility determination methods, it provides a fast way to determine a solute 

concentration to begin with before turbidity experiments. Solvents with similar 

functional groups and polarities to that of the solute exhibit high solubilities and 

so are the ideal candidates for solvent screening, with this exhibited from the 

solubilities for each system in Figure 4-2. Hazardous solvents are sometimes used 

as a preliminary solvent choice for a system depending on the physiochemical 

properties of the system like polymorphic form obtained. Following the ICH 

guidelines for solvent classes, specific hazards related to the solvent must be 

deemed acceptable in order to continue as well as solvents which must not be 

used further3. 

Once suitable solvents are selected, turbidity measurements follow which allow 

accurate acquisition of multiple saturation temperatures for each system as well 

as different antisolvent fractions. Solids with a high solubility in water generally 

have low solubilities in organic solvents as well as the opposite also being the 

case. As most systems either present one of the phase diagrams presented in this 

work, a minimum of four different fractions would be required to capture the 

majority of the solubility decrease due to the antisolvent presence. 
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Figure 4-9: Workflow for the Design of Antisolvent Phase Diagrams, and the specific steps required towards detailed design of a continuous antisolvent 

crystallization. Each action performed is identified with the action highlighted in purple, with preceding criteria of acceptability highlighted by a yellow outlined 

box with different routes dependent on the choice and acceptance criteria.  
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 Specific issues such as crowning are known to occur in systems with high 

solubility, although in some situations systems with different morphologies such 

as needles are known to also exhibit crowning issue due to their high propensity 

to agglomerate. This issue reduces the concentration of solute in the system and 

so reduces the measured solubility, identified commonly by systematic 

reductions in clear points at repeating cycles and so must be avoided. Specific 

ways of reducing this are increasing the solvent amount in the system or 

increasing stirring rates at higher temperatures. Synergistic relationships are 

common between solvents with it not only shown in solvent-water systems as 

has been presented here101. The maxima is both compound and solvent mixture 

dependent so could occur at any solvent fraction. There are computational 

methods such as SAFT-gamma Mie6 and COSMOtherm8 to predict synergistic 

relationships although their accuracy can be inconsistent and require further 

computational processing ability. 

Once the solubility data is collected in different temperatures and antisolvent 

fractions, applying equation 71 allows the construction of the antisolvent phase 

diagram at different temperatures. The presence of antisolvent is assumed to 

have negligible impact on the temperature dependence of a system, in 

comparison to the solubility decrease. The model paired with productivity and 

yield calculations identifies optimal antisolvent and temperature regions for a 

continuous antisolvent system to be effective.  

Applying this method speed up the path towards the most optimal systems. From 

the optimal regions, larger scale as well as mere detailed process design can be 

undertaken as shown from the final boxes in Figure 4-9, with these experiments 

consisting of both nucleation and growth rate calculations. 

 

4.6 Conclusion 

The accurate measurement of antisolvent solubilities as a function of antisolvent 

fraction and temperature is enabled by clear point measurements, even using a 

small number of experiments. A simple empirical equation was used to model 
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these experimental results in order to present the various antisolvent 

crystallization phase diagrams. The phase diagrams of NaBrO3 and DL-ASN in 

water with antisolvent ethanol and MFA in ethanol with antisolvent water all 

resemble the typical antisolvent crystallization phase diagram with a significant 

reduction in solubility at small antisolvent fractions. LOV in acetone with 

antisolvent water shows a solubility increase with antisolvent fraction before a 

strong decrease. By this approach the basic design of API-solvent-antisolvent 

systems is performed by a less labor-intensive means than is required for the 

more commonly used gravimetric method. Using such a phase diagram, we can 

perform a basic design and optimization of a continuous antisolvent 

crystallization following preselected boundaries on the process parameters 

productivity, yield and suspension density, resulting in specific antisolvent and 

temperature regions for optimal operation.  
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5.1 Abstract 

Activity coefficients provide a qualitative method to describe deviation from 

ideality of a system due to molecular interactions, with the Wilson equation 

providing the quantitative backing. This study investigates the applicability of the 

Wilson binary and multicomponent equations to predict antisolvent phase 

diagrams for systems where synergistic relationships are observed. Using the 

model compound Lovastatin, the solubility and respective activity coefficients 

were determined for different solvent and solvent-antisolvent fractions. The 

binary Wilson interaction parameters were obtained for each solvent system. 

Modelling of the binary interaction parameters at different antisolvent fractions 

allowed the acquisition of the solute-antisolvent parameters. Using the obtained 

interaction parameters as well as literature sources, the antisolvent phase 

diagram for each system was modeled using the Wilson multicomponent 

equation, with it found to not be able to accurately model synergistic 

relationships in phase diagrams. The use of binary interaction parameters for 

each antisolvent fraction provided quantitative and qualitative information on 

how solute-solvent-antisolvent molecules interact in relation to antisolvent 

phase diagram construction. 
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5.2 Introduction  

Within the pharmaceutical industry, determining solubilities is a major step 

necessary for the proper design and optimization of crystallization processes36. 

In order to reliably obtain the most effective solvent system, a solvent screening 

step is required to ascertain the optimal process yield and product 

characteristics, both strongly related to the solubility behaviour55,2. In order to 

arrive at the right solvent system, often it is needed to use mixed solvents. For 

such mixed solvent systems, this optimization can take much longer than 

standard single solvent systems due to the large variety of possible mixtures. By 

understanding the role that thermodynamic properties play, we are able to 

understand and predict how these systems behave, circumventing long and 

extensive screening procedures.  

Activity coefficients describe the deviation from ideal thermodynamic behaviour 

of a system. By measuring the solubility of a compound in a specific solvent or 

solvent mixture, the activity coefficient is determined, as widely demonstrated on 

paracetamol77,102.Development using activity coefficient analysis has led to a 

better understanding of the molecular interactions between solutes in both single 

and mixed solvent systems. From studies using Sulfadiazine in dioxane-water 

mixtures91, the determined activity coefficients allowed preferential solvation 

analysis to be performed, resolving that sulfadiazine is preferentially solvated by 

the solvent mixture due to restructuring of the water molecules due to dioxane, 

increasing the solubility. This is common in solvent-water systems102–104. 

Whereas at high water fractions, the water molecules structure themselves 

around the sulfadiazine non-polar regions so reducing the solubility to its lowest 

point. Similar techniques have been applied to other molecules and solvent 

mixtures yielding similar results90,103,105. Although these techniques are popular 

throughout literature, quantitative methods such as the Wilson equation can 

provide means to understand molecules interactions, and how these affect the 

construction of antisolvent phase diagrams. 

The Wilson equation is widely used throughout the chemical and process 

industry in construction of liquid-liquid, and to a lesser extent solid-liquid, 



131 

 

separation phase diagrams. Due to the effects of hydrogen bonding association 

between liquid-liquid molecules, regular solution theory could not be applied to 

accurately obtain thermodynamic property values to construct such diagrams so 

the Wilson model works at correcting such issues. Derived from local 

composition theory, interaction energy parameters are obtained when fitting 

directly to experimental data giving an interpretation of the change of interaction 

energies between molecules in specific systems. In solid-liquid systems, Wilson’s 

equation is applied to only single solvent systems, obtaining the interaction 

energy parameters. 

In the present work, the binary and multicomponent equations will be applied to 

different LOV-solvent-water systems to determine how well it can predict 

synergistic relationships in systems for antisolvent crystallization. Due to the 

different functional groups present within its molecular structure, its interaction 

with solvents and its respective antisolvent are suggested to be highly significant 

with little known about how these interactions for this specific molecule. This will 

be done by obtaining the activity coefficient for each system from ideal and 

experimental data. From this data, interpretations of the molecular interactions 

in each system will identify how a system is impacted from the increase in 

antisolvent presence and how this impacts the design of antisolvent systems, as 

well as the solvent selection process.  

 

Figure 5-1: Molecular Structure of Lovastatin.  

Lovastatin (Figure 5-1) has a highly complex molecular structure, containing 

specific functional groups important to its solubility and recrystallization in a 

variety of solvent systems. Although unlike many complex molecules, it is known 

to only have one polymorphic form with a needle like morphology.  
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5.3 Materials and Method  

5.3.1 Materials 

Lovastatin (LOV) was obtained from Molekula (>99%). Methanol (MeOH, ≥99%), 

Ethanol (EtOH, ≥99%), Propanol (PrOH, ≥99%), Isopropyl alcohol (IPA, ≥99%) 

and acetone (AcO, ≥99%) were obtained from VWR. All chemicals were used as 

received. Distilled and filtered water was obtained from a Millipore Water 

System. 

5.3.2 Methods 

5.3.2.1 Solubility Determination  

Sample Preparation. A known amount of the solid Lovastatin was weighed into 

a 1.5 ml HPLC vial. A solvent mixture of a specific antisolvent fraction was 

prepared by weighing the proper amounts of solvents into a glass beaker. Once 

adequately mixed, a known amount of the prepared solvent mixture was pipetted 

into the pre-weighed vial containing the compound. The vial was then reweighed 

in order to accurately determine the exact composition of the sample both in 

units of mg/ml-solvent mixture and in mole fractions. 

Solubility Measurement. The Crystal16 Multiple Reactor (Technobis 

Crystallization Systems, The Netherlands) was used to determine the clear point 

temperature for each prepared sample, similar to the procedure reported in 

literature54. If a suspension of solid particles is present in the vial, the 

transmission of light through the vial is hindered by the stirring suspension, 

whereas the light passes unhindered through a clear solution. To dissolve the 

crystals in the stirred (500 rpm) suspension, a heating rate of 0.3 °C/min was 

applied up to a pre-set high temperature in order to gradually increase the 

solubility. During the cooling of the solution (0.4 °C/min) to a pre-set low 

temperature, the solubility gradually decreased and at some point the sample 

recrystallized. Hold steps (30-60 min) were applied before and after each heating 

and cooling ramp to ensure adequate dissolution and recrystallization. For 

accuracy, three temperature cycles were performed. Every sample was subjected 

to an initial dissolution and subsequent cooling step prior to the first temperature 

cycle. The heating rate was slow enough to approximate the saturation 
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temperature of the overall composition in the vial by the average of the measured 

sample clear point temperatures.  

The hold temperatures are dependent on the boiling and freezing point of the 

solvents used. For acetone, the high hold temperature used was 50 °C whereas 

for other solvents, temperatures of 10 °C below their respective boiling points 

were used. A minimum temperature of 0 °C allowed the recrystallization of the 

solutes within a reasonable timescale. Due to the possible slow degradation of 

Lovastatin at higher water concentrations, the total experimental time for the 3 

temperature cycles was <24 hrs. The issue of crowning was reduced by reducing 

the headspace between the solution and vial cap by reducing the sample volume. 

In order to check for crowning, the vials were visually inspected during a high 

temperature hold step and also at the end of the measurement. Alongside this, 

crowning can be easily identified during analysis with the reduction of the clear 

points in subsequent cycles for a sample. If subsequent clear point measurements 

of a sample resulted in > 2 °C variation the results of that sample were discarded 

and a new experiment was undertaken.   

The experimental solubilities C* are given in units of mg/g solvent rather than 

units of mg/ml, as due to the non-linear change in volume at increasing 

antisolvent fractions, a volume-based metric for the solvent would be less 

accurate than that of mass-based method. 

5.3.2.2 Solid Product Analysis 

DSC. Differential Scanning Calorimetry (Polyma DSC 214, Netzsch) was used in 

order to determine the melting temperature Tm and heat of fusion ΔHf of 

Lovastatin. A small amount (<5mg) of LOV is weighed into a metal DSC pan and 

sealed. A heating rate of 10 K/min from 298K up to 498K was used. In order to 

obtain accurate results, a large number of samples were used (N = 30) with each 

sample subjected to a heating cycle. For each sample, the Tm was taken as the 

melting onset during heating, and the ΔHf was taken from the area of the resultant 

endotherm. The resulting ΔHf and Tm were averaged and the standard deviation 

was determined as a measure for the accuracy.  
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XRPD. X-ray powder diffraction (Bruker D8 Advance II, USA) was used to identify 

the solid form of Lovastatin. A 98 mg/g suspension of Lovastatin in acetone (6 

mL) was subjected to 3 heating and cooling cycles in the Crystalline Multiple 

Reactor setup (Technobis Crystallization Systems, Netherlands). The solids were 

then vacuum filtered and placed in an in-house oven set at 50 °C for 24 hours to 

ensure complete evaporation of solvent. The dried crystals and supplied material 

were then loaded onto a sample plate (polyamide film supported) and placed into 

the machine setup. The XRPD spectra was analysed over a 2θ range of 4 to 35° 

with a rate of 0.017°/sec. 

5.4 Results 

5.4.1 Lovastatin Solid-State Characterization 

Lovastatin crystallizes in the P212121 space group as confirmed by Sato et al106, 

with it retaining this space group at lower temperatures107. To the best of our 

knowledge there are no other solid forms reported for lovastatin. The sharp 

peaks from the XRPD pattern in Figure 5-2 signify the pure crystalline form of 

lovastatin after recrystallization. This pattern was compared to that of the 

supplied lovastatin as well as reported patterns in literature108, with no 

significant differences, signifying identical solid forms of the recrystallized, 

supplied and reported lovastatin93.  

Table 5-1: The experimental heats of fusion ΔHf and melting temperature Tm 

for literature sources for LOV.  
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Figure 5-2: Typical DSC thermogram (left) and XRPD pattern (right) of LOV 

crystallized from acetone.  

A typical thermal analysis by Differential Scanning Calorimetry (DSC) of 

lovastatin recrystallized from acetone is presented in Figure 5-2. The analysis of 

the 30 DSC analysis for LOV shows for all a single endotherm with a melting 

temperature Tm = 443.7 ± 0.3 K and a heat of fusion ΔHf = 38.8 ± 2.1 kJ/mol. The 

values obtained from this analysis are slightly deviating from other sources using 

similar techniques (Table 5-1).  This could be due to the point at which is used for 

the melting point, with the onset used in this analysis. Similarly, the purity of the 

sources could have impacted the heat of fusion measured. 

5.4.2 Lovastatin Solubilities in Pure and Solvent-Water Systems 

The experimental solubilities of LOV in different single solvent systems are 

provided in Figure 5-3(left). The solubility of LOV in AcO is much larger than that 

measured in the other solvents, with a c* = 97 mg/g (ln x3 = -4.3) at 30 °C. Indeed,  

in solvents containing a ketone functional group, LOV is known to be much more 

soluble than in alcohols, with a similar solubility observed in this and previous 

studies88,78. 
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 LOV in MeOH presents as the next highest solubility out of the measured solvents 

with c*= 43 mg/g (ln x3 = -5.7), although according to its respective Van’t Hoff 

plot it is presented as having the lowest mol fraction out of all the measured 

solvents.  

 

Figure 5-3: Single solvent lovastatin solubilities (left) and the van’t Hoff plots 

(right) of Lovastatin in MeOH (■), EtOH (▲), PrOH (♦), IPA (○) and AcO (●). 

The vertical dashed line represents a temperature of 30°C (0.0033K-1). The 

black line presented in the Van’t Hoff plot represents the ideal solubility of LOV 

within the measured temperature range of all solvents. This was determined 

using equation 12 and the measured ΔHf and Tm in Table 5-1.  Red caps mark 

the error bars for each concentration. For some concentrations, the error bar 

is below the marker. 
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Figure 5-4: From top to bottom: the mixed solvent solubilities (left) and 

respective van ’t Hoff plots (right) of LOV in MeOH-water (■), EtOH-water 

PrOH-water (♦), IPA-water (○) and AcO-water (●). The labels indicate the 

specific antisolvent mass fraction in the solvent mixture. The solid lines are the 

van‘t Hoff best fits. The solid black line represents the ideal solubility of LOV 

within the measured temperature range. Red caps mark the error bars for each 

concentration. For some concentrations, the error bar is below the marker. 

The difference in mw between each solvent causes this discrepancy with it also 

shown for LOV in EtOH and IPA, which present solubilities of c* =37 mg/g (ln x3 

= -5.5) and c* =30 mg/g (ln x3 = -5.4) respectively at 30°C. The temperature 

dependence of LOV in these solvents (the slope in the van ‘t Hoff plot) stays 
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relatively consistent to one another, with the temperature independent part of 

the solubility of LOV in EtOH shown to be lower than the other solvents. For LOV 

in IPA, similar solubilities are obtained to that of PrOH within the same 

temperature range although its temperature dependence is clearly distinct from 

the other solvents. 

Figure 5-4 shows the temperature dependent solubility using different water 

antisolvent fractions. The antisolvent mass fractions 𝑥𝐴𝑆 for each system were 

obtained from the following: 

 𝑥𝐴𝑆 =
𝑚𝐴𝑆

𝑚𝑠 + 𝑚𝐴𝑆
 79  

Where the 𝑚𝐴𝑆 and 𝑚𝑠 represent the mass of antisolvent and solvent within the 

mixture respectively. For all systems, the solubility increases with temperature 

at a constant antisolvent fraction (Figure 5-4, left). At increasing antisolvent 

fractions, the solubility of LOV in MeOH-water decreases significantly. This is 

similar behaviour commonly seen in literature for antisolvent crystallization 

phase diagrams104,46. The system shows a 28% decrease in solubility from xAS = 0 

to xAS = 0.05  at 30 °C, with this degree in solubility reduction staying relatively 

consistent at increasing fractions with only a 25% further decrease between xAS 

= 0.1 to xAS = 0.15. At the highest antisolvent fraction measured, the saturation 

temperatures are higher than they are for the previous fractions with lower 

overall concentrations. It is because of this phenomenon that higher antisolvent 

fractions were not able to be measured due to the extremely low concentrations 

required to obtain reliable saturation temperatures within the limits of the 

solvent system restrictions such as boiling point. 

The other measured systems show more complex behaviour as a function of the 

antisolvent fraction. Unlike in MeOH-water, LOV in EtOH-water shows a slight 

solubility increase with antisolvent fraction at low fractions. This phenomena 

also is reported to occur in other systems where water has been used as the 

antisolvent95,81. For LOV in EtOH-water at 30°C, the solubility increases by 16% 

going from xAS = 0 to 0.1, with it reaching a maximum before reducing similarly 

to that of LOV in MeOH at increasing water fractions. As the antisolvent fraction 
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increases past xAS = 0.1, the solubility decreases by 12% at xAS = 0.15 with the 

degree of reduction moving to 19% up to xAS = 0.2. Past this antisolvent fraction, 

the system responds with a sharp decrease in solubility, similarly to other 

systems throughout literature58 at increasing antisolvent fractions. 

This solubility increase with antisolvent fraction at low fractions is again 

presented with LOV in PrOH-water mixtures with it also presenting a maximum, 

with a much more significant degree. At T = 30°C from xAS = 0, the solubility 

increases by 83% to a maximum at xAS = 0.15. This is a much higher degree of 

influence caused by the antisolvent than that shown for both LOV in MeOH-water 

and EtOH-water mixtures. Once at this maxima, the solubility stays elevated in 

comparison to its solubility in pure PrOH, with a solubility of c* = 64 mg/g (T = 

30°C) at xAS = 0.2 in compared to c* = 36 mg/g at xAS = 0. From this point the 

solubility non-linearly decreases towards zero, reaching its antisolvent free 

solubility at around xAS = 0.4. Like previously, the solubility of LOV at higher 

antisolvent fractions could not be measured although due to the large increase in 

solubility observed at the lower antisolvent fractions this phenomenon does not 

occur until a much higher antisolvent fraction. 

Following the trend of the primary alcohols, LOV in the secondary alcohol IPA-

water presents a maximum in solubility as a function of the antisolvent fraction 

at constant temperature. The solubility of LOV in IPA-water significantly 

increases by 90% towards a maximum at an xAS = 0.1 and solubility of c* = 44 

mg/g  (T = 30°C). This system presents a much sharper increase in solubility than 

for the other systems. Similar to LOV in PrOH-water, the solubility stays relatively 

similar with a c* = 42 mg/g (T = 30°C) at xAS = 0.2, until beginning to significantly 

drop decrease at xAS > 0.2. For LOV in IPA-water, the decrease in solubility past 

the maximum is similar to that of the other alcohols, with the solubility reaching 

the same value of the pure LOV-IPA mixture at xAS ≈ 0.3. 

Although a significantly different system to the others, LOV in AcO-water 

presents a very similar antisolvent pattern with it experiencing a sharp increase 

in solubility at the low antisolvent fractions. At only a xAS = 0.05, the system 

presents a maximum with a 20% increase to c* = 122 mg/g (T = 30°C) from the 
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antisolvent free solubility of LOV. Although similar the sharp increase is only 

present in this system in comparison to the others with it quickly dropping off 

non-linearly towards xAS = 1.  As the antisolvent fraction increases, the solubility 

significantly reduces with it reaching its antisolvent free solubility at 0.15 < xAS < 

0.2. Going from an xAS = 0.15, the solubility of LOV reduces by 23% at an xAS = 0.2 

to C = 82 mg/g (T = 30°C), followed by a more significant drop of 50% to an xAS = 

0.3. This sharp reduction influences the solubility so significantly that at the 

higher antisolvent fractions, accurate saturation temperatures and so solubilities 

are not able to be determined within the measureable region with the highest 

antisolvent measurement being xAS = 0.5. 

The solubility data is in the supplementary info (Section 5.9.1) 

5.4.3 Modelling Activity Coefficients using the Wilson model 

By determining the activity coefficient of these systems using the Van’t Hoff 

equation, a perspective of the intermolecular interactions is provided. The 

activity coefficient quantifies the deviation from ideality due to molecular 

interactions present in the system. The activity coefficient 𝛾3 for each system 

respective of the solvent used is determined: 

 𝛾3 =
𝑥

𝑥𝑖𝑑
 80  

Where 𝑥 is the experimentally determined solubility for LOV. Therefore for 

systems with known ideal solubility 𝑥𝑖𝑑  along with measured solubilities 𝑥 at a 

specific T, the activity coefficient 𝛾3(x,T) of the system at concentration x=x*(T) 

and temperature T can be determined. As interactions between molecules 

influence the activity coefficient of a system, the Wilson equation is able to predict 

the magnitude of these interactions from these measured activity coefficients and 

provide quantifiable method to investigate the impact of the presence of 

antisolvent in each system.   

The activity coefficient γ3 at the saturation concentration as a function of 

temperature for LOV in each single solvent is presented in Figure 5-6. Within the 

measured temperature range, ln γ3 has a close to linear relationship to T. Some 

systems in literature experience a similar nature to what is presented although 
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at temperatures closer to their melting point a more curved activity coefficient 

trend is perceived18. In Figure 5-6, the LOV-MeOH system shows the highest 

positive deviation from ideality (ln γ3 = 0) in comparison to the other primary 

alcohols measured. LOV-EtOH shows a slightly lower positive deviation from 

ideality in comparison to MeOH, followed by LOV-PrOH. The γ3 for LOV-IPA 

shows the largest change with  temperature of the alcohol solvents.     

The binary Wilson equation is expressed through the following:  

 ln 𝛾3 = − ln(𝑥3 + 𝛬13𝑥3) − 𝑥1 (
𝛬13

𝑥1 +  𝛬13𝑥2
−

𝛬31

𝑥3 +  𝛬31𝑥1
) 81  

𝑥3 and 𝑥1 represent the mole fraction of LOV and solvent in the solution 

respectively with 𝛬13 and 𝛬31 representing the interaction coefficients between 

the LOV and solvent molecules, with these constants being able to be further 

broken down into the form: 

 𝛬13 =
𝑣3

𝑣1
exp (−

𝜆13

𝑅𝑇
) 82  

 𝛬31 =
𝑣1

𝑣3
exp (−

𝜆31

𝑅𝑇
) 83  

With 𝑣1 and 𝑣3 representing the molar volumes of the solvent and the solute LOV 

respectively in m3/mol. The Wilson parameters 𝜆13 and 𝜆31 relate directly to the 

interaction energies between solute and solvent molecules.  

The interaction parameters obtained through Wilson regression with the 

experimental data give two different situations and the magnitude of these 

interactions:  𝜆13 refers to the energy exerted on a LOV molecule (3) by 

surrounding solvent molecules (1) and 𝜆31 refers to the energy extrered on a 

solvent molecule (1) by surrounding LOV molecules (3) as shown in Figure 5-5. 

The magnitude and sign of these parameters influence the activity coefficients. 
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Figure 5-5: Visual representation of the application of Local Composition 

Theory between two dissimilar molecules within a system. The blue dots 

represent the solvent molecules whereas the red dots represent LOV 

molecules.  

The experimental activity coefficients for each system are provided in Figure 5-6, 

comparing them to the predicted activity coefficients from the Wilson equation 

regression. The interaction parameters obtained from the regression are 

provided alongside the activity coefficient for each system. From equation 83, 

with λ = 0 there would be no interaction between respective molecules and so 

would present as an γ3 = 1. 

Figure 5-6(left) shows that the experimental activity coefficients are described 

well by the Wilson model for every system except LOV-AcO, with this strong 

correlation also represented through its relative standard deviation (σ). The σ 

represents whether the reported standard deviation provided alongside the 

absolute values for each system is small or large when comparing to the absolute 

value.  
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Figure 5-6:  Experimentally determined activity coefficient for LOV in MeOH 

(■), EtOH (▲), PrOH (♦), IPA (○) and AcO (●), alongside the respective Wilson 

parameters obtained from fitting equation 81 to the experimental data. The 

solid lines cutting through each system (LHS) describe the predicted activity 

coefficient using the fitted Wilson parameters in Table 5-2 and the ideal 

solubility from equation 81. The dashed line cutting through the experimental 

data (LHS) indicates the calculated activity coefficient from equation 80. The 

solid bars on the right represent the temperature-independent Wilson 

parameters obtained from the regression of the experimental data with 

Equation 81. Also the γ3 at 303K (─) is given at the right.  

The σ gives a better impression on the precision of the dataset. The σ can be 

calculated from the equation: 

 𝜎 (%) = 100 ∗ √
1

(𝑁 − 1)
∑ (

𝑥3 − 𝑥3
𝑝𝑟𝑒𝑑

𝑥3
)

2𝑁

𝑖=1

 84  

With N representing the number of experimental mol fraction solubilities 𝑥3, with 

the difference between itself and the Wilson predicted mol fraction 𝑥3
𝑝𝑟𝑒𝑑 used to 

determine the variation of results. The values of 𝜆13 and 𝜆31 for each solvent is 

presented in Figure 5-6(right) and the σ for each system is presented in Table 

5-2. There is no clear trend in 𝜆13 and 𝜆31 between the individual systems. When 

going from LOV-MeOH to LOV-EtOH, 𝜆13 and 𝜆31 increase and decrease 
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respectively, alongside a reduction in activity coefficient towards ideality. This 

indicates an increased interaction between the molecules. For LOV-IPA, the 

interaction coefficients move closer to zero so aligning with a reduced γ3 towards 

ideality. This is different from previous systems where the parameters showed 

an increase, which is consistent with increasing interactions between the 

molecules. This is the only system with both interaction parameters being 

positive. The low σ for LOV-PrOH as well as their error bars not overlapping with 

the previous systems, allow for high confidence in their values. The larger 

temperature dependence of the system could be the cause of these interaction 

differences from previous systems. For LOV-PrOH, the interaction parameters 

show a reduction when compared to the previous primary alcohols, moving 

towards ideality. This movement to ideality is also shown from γ3. LOV-AcO 

shows the largest interaction parameters than any other system. The highly 

negative value of 𝜆31 aligns with a highly non-ideal γ3. This is consistent with 

strong interactions between the molecules. The σ for this system is much larger 

than previous systems, with 𝜆13 having a very large error bar than the actual 

value so it is hard to infer interaction values from this parameter. It is likely the 

highly negative activity coefficient is affecting the effectiveness of the fitting. 

Table 5-2: The interaction energy constants λ13 and λ31 obtained from the 

binary Wilson model for each solvent-solute system, alongside their respective 

%σ. 

 

As expected from equation 79, in most cases the activity coefficient decreases 

with increasing temperature as at the melting temperature Tm, we have a pure 

single component system and the activity coefficient is γ3 = 1 (ln γ3 = 0). Only for 
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measurement series with activity coefficients close to ideality the temperature 

dependence of the activity coefficient is less clear. 

5.4.4 Lovastatin-Solvent-Water Wilson Modelling 

For multicomponent systems, Wilson proposed the following equation: 

 ln 𝛾𝑘 = 1 − ln (∑ 𝑥𝑗Λ𝑘𝑗

𝑁

𝑗=1

) − ∑ (
𝑥𝑖Λ𝑖𝑘

∑ 𝑥𝑗Λ𝑖𝑗
𝑁
𝑗=1

)

𝑁

𝑖=1

 85  

With the subscripts i, j and k representing the notation for the individual 

components and Λ𝑖𝑘, Λ𝑖𝑗 and Λ𝑘𝑗 representing the unit less interaction 

parameters between the component molecules, with these terms further broken 

down into the forms shown in equation 83 and 84 in order to obtain the 

interaction parameters in J/mol between the component molecules. To apply 

equation 86, the interaction parameters between all components must be known.  

By expanding on the previous interpretation of local composition of similar and 

dissimilar molecules around a central molecule, the addition and increasing 

presence of another component is interpreted in Figure 5-7. 

  

Figure 5-7: Visual representation of the concept of multicomponent local 

composition theory, with LOV (●) molecules surrounded by both solvent (●) 

and water (●) molecules. The interaction parameters between each molecule 

are represented by their associated caption, along with how these molecules 



147 

 

are theorized to interact with one another. The interaction energy between 

similar molecule λ11/ λ22/ λ33 = 0. The arrow direction indicates the direction 

of the molecular interactions.  

For the LOV-solvent parameters, λ13 and λ31, the previously obtained values are 

used from the binary Wilson regression with experimental data in Table 5-2. The 

solvent-antisolvent interaction parameters, λ12 and λ21, are available through the 

Dortmund Data Bank in which the Wilson equation has been applied to it as a 

binary system for distillation column design.  Due to the extremely low solubility 

of LOV in pure water, the interaction parameters, λ23 and λ32, between the two 

are not able to be distinguished using the methodology applied previously. 

Regression analysis utilizing equation 86 was attempted in order to obtain the 

individual interaction parameters as a function of the antisolvent content. To do 

this the previously obtained interaction parameters where used as constants for 

the regression, with the two remaining unknowns being the LOV-water 

interactions.  

Using the binary interaction parameters, the multicomponent Wilson equation 

did not give a good fit and so could not capture the interplay between all three 

components present with the system. Other regression methods like trying to 

extrapolate other parameters such as the solvent-antisolvent parameters 

although this only exacerbated the error. Therefore, another method had to be 

tried to better understand how the systems are interacting with increasing 

antisolvent fractions. The inability of the model to provide quantitative data does 

provide quantitate information that the interaction values change, and so no set 

value can properly be applied without extremely large errors as observed. 

5.4.5 Solvent Mixture as a Continuum 

To get a better description of the interplay between the three molecules present 

within each system, a solvent-antisolvent continuum-based approach was 

applied to observe the change in interaction parameters between components at 

subsequent antisolvent fraction. Subsequently looking to identify if the 

interaction values change as the antisolvent fraction changes. By applying 

equation 82 to the experimentally obtained γ3 for each system, the interaction 
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parameters between LOV and the surrounding molecules are determined at 

increasing antisolvent fractions. This is shown in Figure 5-8, alongside the 

measured and predicted activity coefficient. For each system, the molecular 

volume of each mixture was calculated using Equation 87: 

 𝑉𝑚 =
𝑥1𝑀𝑊1 + 𝑥2𝑀𝑊2

𝜌
 86  

With 𝑥 and MW representing the mole fraction and the molecular weight of the 

solvent. In all cases, the subscript 2 represented water. The density ρ in g/m3 for 

each system at increasing solvent-water ratios were provided by literature109–112. 

Using the measured densities from these sources, a line of best fit used to obtain 

an equation to describe the density and so providing accurate values for each 

solvent-water fraction. These graphs and respective lines of best fit are provided 

in the SI. 

As the antisolvent fraction increases, both λ13 and λ31 show uniquely different 

changes for all systems as presented in Figure 5-8 (right). For presenting the 

interaction parameters in Figure 5-8 (right), a mol fraction basis was used instead 

of the mass fraction used. As local composition theory and the resulting Wilson 

equation refer to the mol fraction of individual components in the system, using 

mol fraction to represent the data gives a better overall perspective of the 

composition of antisolvent in each system. The solute free mol fraction xAS,mol of 

the solvent system is determined from the following: 

 𝑥𝐴𝑆,𝑚𝑜𝑙 =
𝑥𝑤

𝑥𝑠 + 𝑥𝑤
 87  

Where 𝑥𝑤 and 𝑥𝑠 are the mol fractions of water and solvent respectively present 

in the system. 

For the LOV-MeOH-water system, the Wilson equation produced a good fit at each 

antisolvent fraction. At xAS = 0, λ13 and λ31 show a positive and negative value 

respectively and as the antisolvent fraction increases, λ13 shows a slightly 

decreasing trend whereas λ31 shows a larger increase. For λ13, the errors for all 

but one antisolvent fraction is smaller than the presented marker. For LOV in 

MeOH-water, the small error bars for the majority of measured interaction 
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parameters produced a good fit for each Wilson prediction. The large error bar at 

the highest antisolvent fraction for λ31 also presents a large discrepancy between 

the experimental and predicted γ, with the predicted values cutting through the 

middle of the experimental values and producing a much steeper negative 

gradient to that of the experimental values.  In contrast to this, the large error 

presented for xAS = 0.05 in both interaction parameters does not seem to influence 

the prediction comparison so signifying further the combinational effect of these 

interaction parameters. 

For LOV in EtOH-water, from xAS = 0 the interaction energy parameters again 

show a combinational effect between one another, with either a positive or 

negative direction for one producing the opposite direction for the other. Like for 

MeOH-water, λ13 shows a somewhat linear dependence at increasing antisolvent 

fractions with a slight negative gradient but not to the same degree as previously 

seen for MeOH-water. Whereas λ31 instead shows a polynomial relationship at 

increasing antisolvent fractions, with λ31 at the lower antisolvent fractions 

staying relatively constant around -4 kJ/mol before increasing significantly 

towards more positive values at higher antisolvent fractions.  

LOV in both PrOH-water and IPA-water systems show similar trends in their 

interaction parameters when comparing to EtOH-water, with λ13 and λ31 again 

presenting a linear and parabolic relationship respectively for increasing 

antisolvent fractions. From their antisolvent free interaction values, λ31 decreases 

becoming increasingly negative as the xAS increases with it reaching maxima 

before increasing significantly at the higher antisolvent fractions measured. LOV-

IPA-water observes a much larger decrease in λ31 with its λ13 also showing a more 

significant gradient than that for LOV-PrOH-water. The predicted activity 

coefficients also show good agreement with the experimental γ3 as in Figure 5-8 

(Left). 
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Figure 5-8: The experimentally determined activity coefficients γ3 and their 

respective Wilson  binary interaction parameters (λ13 and λ31) for LOV in 

MeOH-water (■), EtOH-water (▲), PrOH-water (♦), IPA-water (○) and AcO-

water (●), with the labels beside each dataset the specific antisolvent mass 

fraction. The solid lines cutting through each set of experimental γ3 (left) is the 

predicted γ3 from the binary Wilson model to correlate against the 

experimental values. The dashed lines on the LHS represents the activity 

coefficient determined from the line of best fit from the experimental 

interaction values on the RHS. The solid lines between each experimentally 

determined interaction parameter (right) shows direction between each data 

point, with the dashed lines representing an extension of these lines from a line 

of best fit. The red lines represent the 95% confidence intervals determined 
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from the Wilson regression. The antisolvent mass fraction for each system is 

provided in the left figure, with the mole fraction of the antisolvent present 

used on the right figures.  

LOV-AcO-water shows similarities with the other systems as well as significant 

differences. Similar to MeOH and EtOH systems, the λ13 shows a linear change at 

increasing antisolvent fractions. λ31 again shows a parabolic shape with it 

becoming increasingly negative up to a maximum at xAS = 0.1, before increasing 

significantly at the higher fractions. Although excellent agreement is shown 

between the predicted and experimental activities for the majority of antisolvent 

fractions measured for LOV-AcO-water, the predicted Wilson γ3 of the lower 

fractions show relatively large differences to the experimental. The large error 

bars for these lower fractions, especially for xAS = 0.1, show the inability of the 

Wilson model to accurately predict the interaction parameters at these low 

factions, with the highly negative activities at these lower fractions being the 

issue. This could be due to the inability of the Wilson to predict highly negative 

activity coefficient systems. At the higher fractions and more positive γ3 the error 

bars are much smaller and so show a much better prediction in comparison to 

the experimental values.  

 

5.4.6 Wilson Interaction Landscape 

From Figure 5-9, the Wilson interaction landscape shows that for all 

combinations of interaction parameters within the specific lines for each system, 

a representative σ would be obtained against the experimental results. This 

allows a better interpretation of the interaction parmeters and how they can 

change to provide the same activity coefficient for a certain system. For LOV-

MeOH-water, the experimental interaction parameters are within the 5% σ for 

each antisolvent fraction. At xas = 0, the experimental value is within the centre of 

the interaction well, with this also being the case for all other experimental values 

in relation to their predicted landscape except xAS = 0.3. At increasing antisolvent 

fraction, the regions in which 5% σ is observed increases towards larger λ31 

values. These landscapes show how the error associated with the experimental 
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values are actually representative to the actual value. As the antisolvent fraction 

increases, the width of the λ31 between the 5% σ limits increasing producing a 

larger region where the experimental lambda value would be relevant. For λ13, 

the region within the 5% σ does not significantly change due to the direction of 

the Wilson region at changing fractions.  

For LOV-EtOH-water, the trend of increasing 5% σ boundary between antisolvent 

fractions is similar to LOV-MeOH-water, with the experimental interaction values 

within these boundaries. Unlike previously, the regions in which the 5% σ is 

maintained reduces towards more negative λ31 regions at an xAS = 0.05. From this 

point at increasing xAS it follows the same trend to the LOV-MeOH-water system. 

The experimental lambda values once again lie within the predicted regions 

showing the experimental values are significant. The overlap observed between 

regions is again shown at the lower fractions although is lost at increasing 

fractions.  

LOV in the PrOH-water, IPA-water and AcO-water systems observe the same shift 

as that of the EtOH-water regions to more significantly negative λ31 values at the 

lower antisolvent fractions, with it then increasing towards positive λ31 values as 

the antisolvent fractions increase. Regions of overlap exist between systems close 

to one another in terms of λ31 although at the higher fractions, overlap with the 

lower fractions is not observed showing significance of the difference. Regions 

where there are shifts to lower λ31 regions show no overlap with xAS = 0 so 

showing observable significance in their values. The regions of 5% σ once again 

increase significantly at the higher fractions, with the steepness in the 5% σ well 

reducing as observed by the thinner individual lines like for xAS = 0.5 for IPA-

water. 

From the landscapes, we see that the λ31 interaction parameter is most affected 

by the change in antisolvent fraction, with the λ13 parameter not being as 

significantly influenced.  
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Figure 5-9: The predicted Wilson interaction landscape of LOV in MeOH-water 

(■), EtOH-water (▲), PrOH-water (♦), IPA-water (○) and AcO-water (●) from -10 

kJ/mol to 10 kJ/mol for both λ13 and λ31. Each marker represents the fitted 

interaction parameter for all systems at each antisolvent fraction. The space 

between each line for all systems represent the interaction parameters producing 

an σ < 5% between the predicted and experimental mol fractions. The colours 

designate the antisolvent mass fraction: 0 (─), 0.05 (─), 0.1 (─), 0.15 (─), 0.2 (─), 

0.3 (─), 0.4 (─), 0.5 (─) and 0.6 (─). 
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5.5 Discussion 

The multicomponent Wilson equation (equation 85) is not able to accurately fit 

the experimental data and so could not capture the molecular interplay.  From 

literature, the incidence of a maxima present in the activity coefficients  of mixed 

solvent systems is common for both VLE69 and SLE113. The inability of the 

multicomponent Wilson to predict VLE maxima is known16. To our knowledge 

this is the first instance to show its applicability on solid-liquid-liquid systems. 

Wilson presented his multicomponent equation essentially on empirical  

grounds, so its ability to predict systems out-with the similarities to his empirical 

data is limited as has been presented here114. From our observations, the 

assumption that there are constant binary interaction parameters for ternary 

system is not correct. The increasing presence of the third component influences 

the interaction parameter between the other two components. Therefore, for 

antisolvent systems, the interaction between the solute and solvent molecules 

are changed when the antisolvent is added. This influence can be seen from the 

maxima that arises from small antisolvent presences in both the measured 

systems and others in literature. As the antisolvent presence increases, the local 

composition around the solute molecules, causing greater attraction between the 

solute-solvent molecules. As the antisolvent presence increases further, the local 

composition around the solute molecule changes, with the antisolvent becoming 

more dominant causing greater repulsion between the solute molecules and the 

surrounding solvent molecules. 

The interaction landscape for the binary Wilson parameters (Figure 5-9) shows 

that the adjustable parameters from the Wilson equation are not singular values 

but a combination of a range of interaction values. Instead, they provide the best 

fit over a large region of values of interaction parameter combinations. Between 

LOV-solvent-water systems, the landscape changes moving to lower λ31 values 

initially for systems where a decrease in γ3 is also observed, with λ13 not changing 

to as much of a degree. As the antisolvent fraction increases and the activity 

coefficient changes moving positively away from ideality, the <5% σ region of the 

interaction parameters broadens with its biggest coming at the highest 
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antisolvent fraction for each system. If a lower limit of σ was used, the size of the 

wells would decrease towards the interaction value. This larger well explains the 

larger σ observed by the systems at the highest fraction when compared to the 

preceding fractions. As λ31 is the parameter being impacted due the increasing 

presence of antisolvent this parameter would be the main one to infer the change 

in interactions of the molecules within the system. We therefore chose to 

consider the solvent-antisolvent mixture as a continuum so that the ternary 

system can be described with only two interaction parameters instead of 6. The 

region of σ < 5% for these two interaction parameters is elongated which causes 

a wide range of interaction parameter combinations to reasonably accurately 

describe the experimental data.  

From Raoult’s law, γ < 1 are distinctive of negative deviations from ideality, 

highlighting in a binary system the dominance of interaction between solute and 

solvent molecules over solute-solute or solvent-solvent. From the observations it 

can be thought that the larger the interaction between dissimilar molecules, the 

more negative λ31. It is more negative interaction parameter that shows a greater  

solubility, as with LOV-AcO when comparing to the other systems. As the 

antisolvent fraction increases, interactions with dissimilar molecules increases. 

The landscape of these increasing fractions moves slightly to the left for all 

systems except MeOH. This shift shows increased interaction between molecules, 

corresponding to the slightly higher solubility of the system at this fraction 

compared to the antisolvent-free mixture.  As the fractions increase, the region of 

σ < 5% shifts to the right at increasing xAS fractions showing reduced interactions 

of dissimilar molecules and so reduced solubility. LOV-IPA is the only system to 

show a both interaction parameters to be positive initially meaning the system is 

experiencing more like-like interactions between molecules. Unlike the other 

alcohols, IPA cannot interact with itself so can only interact LOV. The introduction 

of the water at low fractions produces a significantly more dissimilar interactions 

between molecules (IPA-water) to occur allowing a significant increase in 

solubility to occur as observed.  Then like the MeOH system, further increase of 

water increases the water-water interactions, increasing like-like interactions in 

a system and so reducing the solubility of LOV.  
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In terms of why this is occurring, water molecules are able to form hydrogen 

bonds with itself as well as other solvents, with solvents also able to form H-

bonds with itself from the oxygen115. How well a molecule can be dissolved in a 

solvent is down to how easy it is for the solute to break the bonds between 

solvents and incorporate itself into this bonding. When water is added into a 

solution, the small water content is able to break the solvent H-bonding between 

the solvent molecules and instead form a new H-bonding network116 with all 

components which causes synergistic effects. This synergistic effect was 

observed from the interaction parameters, with λ31 become increasingly negative 

and so causing an increase in solubility. As the water content increases, water 

would rather bond with itself creating a continuous 3D structure than with other 

solvents. So when non-polar regions of LOV comes in to contact with the water 

molecules, it is unable integrate itself and so reducing the solubility at increasing 

water contents. MeOH-water is a strange case as it is able to form H-bond with 

itself and water although no maxima is observed. It has been found that below a 

volume fraction > 0.4 for MeOH, there is no shift in hydrogen bonding at 

increasing water content, although the addition of water does destroy the binding 

of MeOH to one another117. The lack of interaction between the mixed solvents at 

increasing amounts could mean that the increasing water reduces the LOV ability 

to dissolve so reducing the solubility. The increasingly positive value of λ31 relates 

to a reducing interaction between dissimilar molecules according to Raoult’s law. 

This lack of interaction is consistent with decreased solubility of the solute 

molecule. 

From these interactions, it could be possible to highlight preferred antisolvent 

types where solute-solvent interactions are maximized due to the presence of a 

third component. The third component being one which can interact with both 

the solute and solvent. Solvent systems exhibiting increasingly negative λ31 

values can be prioritized. In doing so optimizing the selection of solvent-

antisolvent systems.  

From this study the design of antisolvent crystallization processes can be 

scrutinized. The use of solvents which are likely to provide a synergistic effect 
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with the current solute-solvent system are prioritized, with it allowing a greater 

amount of solute to be initially dissolved. Also, the dramatic change that would 

be observed with solvents like water impacting the solute-solvent interactions 

significantly should also be prioritized for antisolvent systems over other 

common antisolvent like heptane. As heptane will not interact with either itself 

or the solute molecules, its role as an antisolvent would only be to reduce the 

solubility for mixed solvent cooling crystallization. Whereas water or other 

solvents which will interact against solute are more optimal for antisolvent 

addition crystallization. 

5.6 Conclusion 

The solubility and respective activity coefficient of LOV in the single solvents 

MeOH, EtOH, PrOH, IPA and AcO as well as varying solvent-water fractions were 

determined. The obtained activity coefficients for the single systems were 

regressed using the binary Wilson equation, obtaining the interaction parameters 

λ13 and λ31 between the solvent and solute. From these interaction parameters at 

increasing fractions, the LOV-water interaction parameters were able to be 

obtained due to the trends observed. The multicomponent Wilson model was not 

able to adequately model the synergistic behavior of the systems.  By considering 

the solvent-antisolvent mixture as a continuum, the number of parameters 

required to describe the system was reduced to only two. From the behavior of 

these binary interaction parameters as a function of antisolvent fraction, the λ31 

parameter shows the biggest influence from the increasing antisolvent content. 

This parameter seems to show how solubility is being affected by molecular 

interactions.  
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5.9 Supporting information 

5.9.1 Raw Solubility Data 

5.9.1.1 Methanol-Water 

xAS 

[-] 

C 

[mg/g] 

T 

[°C] 

0 

54.3 34.2 

72.5 39.8 

87.6 43.6 

112.7 48.7 

0.05 

50.8 38.6 

68.2 43.8 

90.0 48.9 

107.3 52.6 

0.1 

32.5 34.6 

50.0 42.1 

61.6 46.2 

79.3 50.5 

0.15 

19.3 30.5 

35.7 41.6 

48.8 46.8 

64.0 52.4 

0.2 

25.2 41.0 

41.3 49.1 

54.4 53.6 

20.2 37.5 

0.3 

11.1 41.3 

14.3 44.8 

18.4 48.3 

28.3 54.4 
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5.9.1.2 Ethanol-Water 

xAS 

[-] 

C 

[mg/g] 

T 

[°C] 

0 

31.6 27.1 

45.8 34.9 

62.1 40.8 

74.1 44.8 

0.05 

32.4 25.5 

44.4 31.1 

54.4 35.0 

73.3 41.2 

0.1 

31.2 24.6 

42.9 30.1 

53.4 34.1 

72.7 40.0 

0.15 

26.6 25.4 

39.3 30.3 

45.2 32.6 

60.8 38.4 

0.2 

30.4 27.7 

46.9 35.5 

62.6 40.9 

69.6 43.3 

0.3 

24.0 31.8 

34.6 38.0 

42.3 41.5 

57.1 47.0 

0.4 

20.8 40.5 

29.4 46.4 

42.7 55.2 

53.8 56.1 

0.5 

15.4 49.3 

25.3 56.3 

35.2 61.0 

50.8 63.8 
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5.9.1.3 Propanol-Water 

xAS 

[-] 

C 

[mg/g] 

T 

[°C] 

0 

46.4 35.0 

63.4 41.2 

77.5 45.3 

96.0 49.9 

0.05 

57.5 31.7 

81.5 39.1 

107.2 44.6 

124.5 48.6 

0.1 

51.9 26.1 

66.3 30.5 

82.2 34.4 

99.6 39.6 

0.15 

48.1 24.2 

65.3 29.7 

84.0 34.4 

101.1 39.2 

0.2 

49.4 25.0 

65.1 30.5 

81.2 35.0 

99.2 39.2 

0.3 

60.8 33.5 

69.9 36.4 

85.0 40.6 

102.0 44.2 

0.4 

35.7 30.3 

48.2 35.4 

67.8 42.2 

83.7 47.4 

0.5 

24.0 32.2 

41.4 41.6 

55.9 47.6 

70.9 52.7 

0.6 

12.2 31.0 

10.6 28.6 

15.2 35.0 

20.3 40.3 
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5.9.1.4 IPA-Water 

xAS 

[-] 

C 

[mg/g] 

T 

[°C] 

0 

38.8 33.6 

57.3 40.9 

71.8 44.3 

95.7 49.0 

0.05 

53.6 32.0 

72.0 37.5 

93.2 42.3 

113.4 45.6 

0.1 

64.6 31.8 

83.1 36.6 

98.4 40.0 

118.1 43.6 

0.15 

62.4 31.2 

81.6 35.8 

97.4 39.6 

116.3 42.6 

0.2 

40.4 24.1 

49.4 28.0 

61.5 32.6 

80.1 37.4 

0.3 

36.9 29.0 

51.8 35.6 

59.6 37.7 

76.5 42.8 

0.4 

56.7 46.3 

66.8 49.1 

88.4 54.4 

90.1 55.0 

0.5 

45.6 53.6 

54.9 56.5 

64.7 59.3 

78.7 63.2 

0.6 

43.6 65.3 

54.6 69.0 

65.1 71.4 

30.3 60.0 



175 

 

5.9.1.5 Acetone-Water 

 C 

[mg/g] 

T 

[°C] 

0 

74.0 22.7 

83.0 26.3 

95.9 30.1 

111.2 33.8 

121.1 36.5 

122.6 36.8 

140.2 40.6 

144.6 41.7 

0.05 

86.4 20.6 

96.7 23.8 

112.0 27.5 

112.9 28.1 

131.0 31.9 

141.8 34.2 

152.2 36.2 

0.1 

110.2 27.6 

140.8 34.3 

164.1 38.0 

176.7 40.2 

0.15 

106.3 30.5 

138.7 36.7 

160.8 40.4 

182.1 43.7 

0.2 

83.5 30.3 

103.8 35.2 

125.7 39.3 

152.2 43.9 

0.3 

40.9 28.4 

47.5 31.7 

55.9 34.6 

60.3 36.3 

0.4 

18.2 29.9 

21.7 32.8 

27.7 36.8 

35.2 41.8 

0.5 
4.6 35.1 

6.0 41.3 
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6.9 43.6 

5.6 39.2 

5.9.2 Solvent – Water Densities 

  

  

 

Figure 5-10: The density of solvent-water systems from top to bottom: MeOH 

(■, 30 °C), EtOH (▲, 30 °C), PrOH (♦, 30 °C), IPA (○, 30 °C) and AcO (●, 25 °C). 

The markers represent the experimental data with the solid line representing 

the line of best fit.  
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The density 𝜌𝑥𝐴𝑆
 equations are in the form of Equation 88, with the respective 

coefficients for each system provided in Table 5-3: 

 𝜌𝑥𝐴𝑆
= 𝐴𝑥𝐴𝑆

2 + 𝐵𝑥𝐴𝑆 + 𝐶 88  

With 𝑥𝐴𝑆 representing the mass fraction of the antisolvent (water) . 

Table 5-3: Regression coefficients for each solvent water system, along with 

their respective R2. 
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Chapter 6: Conclusions and Future Work 

6.1 Conclusion 

This work aimed at developing new approaches to provide a better 

understanding and optimization of crystallisation processes, with the focus on 

complex multicomponent systems. From the chapters presented in this work, the 

key research questions related back to this overarching aim were answered, 

outlining how best to tackle problems encountered in complex multicomponent 

systems to improve methodologies. 

In Chapter 3, respective activity coefficient measurements for four different 

model compounds in a number of solvent types were described using semi-

empirical models. From these the Wilson model provided the lowest standard 

deviation compared to the other models used while it also resulted in relevant 

information on solute-solvent interactions. In a crystallization process design, 

suitable solubility behaviors could be quantified in specific model parameter 

quantities, which might aid in the solvent selection procedure by prioritizing 

different solvent types. From looking at the DSC data required for these 

regressions, for systems with melting points further away from the measured 

solubilities, a larger error related to the heat of fusion is expected and so will 

affect the accuracy of interaction parameters.  

Moving into multicomponent systems, Chapter 4 outlined an approach to obtain 

phase diagrams for antisolvent crystallization using the temperature variation 

method. The design of a simple empirical equation to model experimental results 

for various antisolvent crystallization phase diagrams was made which could be 

fitted to other systems out with those measured due to only solubility data being 

required. Although depending on the severity of the synergistic relationship, 

larger errors could be observed. This method was used to identify the most 

optimal combination of antisolvent fraction and temperature to achieve the best 

productivity, yield and suspension density within system bounds. This work 

showed that although continuous antisolvent crystallization is 

thermodynamically feasible at lower fractions, optimal regions for these types of 

processes are not achieved until much higher antisolvent fractions. 
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Chapter 5 combines the observations and techniques observed in previous 

chapters, as it investigates how well the Wilson equations can be applied to model 

ternary systems with synergistic relationships. In doing so it also provides an 

insight into the molecular interactions dictating the development of phase 

diagram constructions. The inability of the multicomponent Wilson model to 

model synergistic relationships enabled the approach of considering the solvent-

antisolvent as a continuum. From regression of these binary interaction 

parameters, the λ31 parameter shows the biggest influence from the increasing 

antisolvent content. This parameter shows as the antisolvent fraction changes, 

the local concentration around the molecule’s changes which favors better 

solubility. The information gained from this approach identifies how antisolvent 

crystallization processes can be approached in terms of specific solvent-

antisolvent combinations to allow optimal configurations. 

Overall the main objective of the thesis has been achieved. Utilizing the 

thermodynamic models for a large solvent screen, we identified how the Wilson 

model specifically can be utilized to optimize solvent screens. A methodology to 

better design antisolvent phase diagrams and optimize based on key process 

parameters was achieved using a small amount of experimental data. Then 

combining the observations, we outlined a way to better understand how 

molecular interactions shape phase diagrams and so could allow better 

optimization for antisolvent selection for crystallization processes.  

6.2 Future Work 

As with any project, time is a limiting factor and so priorities must be made to 

ensure key objectives are obtained. Several future pieces of work that could be 

done to improve the development of design methodologies to compliment the 

findings presented here are listed: 

6.2.1 Model Predictions Versus Reality 

From Chapter 4, we devised a model equation and predicted regions of 

optimization for a continuous antisolvent crystallization. By applying the same 

methodology to an actual continuous antisolvent crystallisation and comparing 

the same process characteristics of yield and productivity for both, a true value 
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of how well the model and design procedure is obtained. Although the method 

proposed is based on the thermodynamic property of solubility, kinetic 

properties could impact comparisons. 

6.2.2 Relating Crystallization Kinetics to Solution Behaviour 

Chapter 5 highlighted how molecular interactions between solute-solvent-

antisolvent systems impact antisolvent phase diagrams. Once phase diagrams are 

obtained crystallisation process can be carried out with a known concentration 

and so driving force. Determining how well the Wilson molecular interactions 

parameters can be used for predicting crystallization driving force in a system 

would be another step towards nucleation prediction. Some previous work by 

Rasmuson et al. showed that activity coefficient analysis could be used to predict 

estimates of a crystallisation driving force by neglecting the temperature 

dependence of the activity coefficient118. As the Wilson interaction parameters 

describe the temperature independent solute-solvent interactions, they could be 

used to provide a quantitative method for predicting nucleation based on 

molecular interactions.  

6.2.3 Improving the Wilson Multicomponent Equation for API-Solvent-

Antisolvent systems 

Chapter 5 also highlighted the poor fitting produced from the multicomponent 

equation. By looking at the excess Gibbs free energy that the Wilson model is built 

on, an improvement to this model could be investigated to better fit to API-

solvent-antisolvent systems. We showed that the interactions between molecules 

changes the interaction parameter as different amounts of each component is 

present. This is consistent with a highly non-ideal system. So for there to be a 

single parameter value as expressed by the multicomponent Wilson model is not 

possible. This change will look to be incorporated into a model in order to give 

values at different component fractions to better represent the change in 

solubility and s describe it better. 


