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Abstract

Presbycusis is an age-related hearing loss affecting a significant portion of the ageing population over 65 years
old, leading to auditory difficulties and resulting in a decrease in autonomy. Many efforts are being made in the
characterization of new therapies, notably employing cochlear implants. This disease affects the peripheral level
of the auditory nervous system. However, little is known about how the auditory cortex adapts to this degener-
ation over time of hearing. The auditory cortex plays a critical role in auditory perception and is susceptible to
age-related changes that may contribute to the development and progression of presbycusis. This thesis aims to
investigate the effects of aging on the AC computation and its responses to auditory peripheral loss, providing
insights into the mechanisms underlying auditory processing and the impact of presbycusis on central auditory

function.

We investigated neuronal activity in C57BL/6 mice background (“C57”), known as a model of early age-related
hearing loss, due to a genetic deficit at the cochlear level, with the F1 hybrid of C57BL/6 and CBA/Ca backgrounds
(“Hybrid mice”) that does not exhibit such important hearing loss. We analysed the electrophysiological auditory
cortex activity to describe the neural computation along ageing and across cell-types during spontaneous and sound

stimuli.

Our findings revealed distinct activity patterns in the auditory cortex of Hybrid and C57 mice. From a young
age, differences were observed in both spontaneous firing and evoked-response activity, indicating that the recep-
tion of sound shapes the functionality of the auditory cortex. Interestingly, these changes were more pronounced
in inhibitory cell, suggesting their role in auditory reception and processing and highlighting the impact of presby-
cusis on these cell types. Furthermore, the relationship between spontaneous and evoked-response activity differed
between the two strains, with implications for information processing in the auditory cortex. In addition to the
electrophysiological parameters, we investigated the pupil dynamics as a measure of brain state during auditory
processing. The analysis of pupil responses provided insights into the modulation of brain states and their influence

on auditory perception and processing.
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Introduction

Throughout our lives, hearing undergoes significant changes and can be greatly affected by ageing (Jayakody
et al.|2018)). The auditory system holds a vital role in comprehending and reacting to our surroundings daily. With
the global population ageing, age-related alterations are emerging as a prominent socio-economic concern that
requires attention. Apart from the decline in the range of audible frequencies (Gates & Mills|2005)), age-related
hearing loss has a profound impact on individuals’ lives and may even coexist with various neurodegenerative
disorders (Lin et al.|2011, [Peelle et al. 2011} [Jayakody et al./2018| |Livingston et al.|2017), or mental health
conditions (Lee et al.|2012| |Jayakody et al.|2018} Wong et al.[2014).

Although age-related hearing loss is commonly described as a peripheral auditory impairment (Jayakody et al.
2018), few studies have explored the effects of this loss on auditory cortex activity (Fuksa et al.|2022| |Gates &
Mills|2005). Considering the broad capacity of the auditory cortex to adapt and its plasticity properties (Fetoni
et al[2015] Rauschecker|1999)), we wanted to investigate how hearing loss shapes the activity in the auditory cortex
and how it affects its capabilities (Kotak et al.|[2005| [Xue et al.|2023| [Bishop et al.[2022). Furthermore, with the
emergence of potential cortical probe therapies (Musk/2019, Beauchamp et al.|2020), we aimed to describe how
auditory cortex neurons are activated during age-related hearing loss.

More specifically, our inquiries revolved around two main questions: How does the auditory cortex adjust
to peripheral impairment? And how does the auditory cortex change with ageing? To address these inquiries,
we conducted observations on age-related auditory cortical activity using two mouse models. The first model,
the C57BL/6J mice strain, ”’C57”, has early age-related hearing loss resulting from a gene mutation that disrupts
the functioning of ear hair cell (Ohlemiller||2004). The second model, an F1 hybrid of C57BL/6 and CBA/Ca
backgrounds, the "Hybrid mice”, for whom the hearing deficit of C57 mice was restored, represents age-related
hearing loss unrelated to peripheral pathological conditions (Frisina et al.|2011} |[Lyngholm & Sakata|2019, Bowen

et al.[2020), where the overall ageing process affects hearing abilities.

In our study, we used electrophysiological data from silicon probes, which allowed us to monitor neural ac-
tivity from a large number of cell. We followed cell activity during silence, described as ’spontaneous activity,
hypothesizing that this measurement represents the functional activity and integrity of the auditory cortex. Sponta-
neous neural activity is often viewed as neural noise that imposes limitations on sensory performance. However, an
alternative hypothesis suggests that spontaneous firing carries information, and the distinction between these two
hypotheses becomes apparent when considering its effects on the stimuli reception (Harris & Thiele201 1, Meyer-
Baese et al.|[2022, Eggermont 2015)). Secondly, we investigated how the cell were active during the presentation
of natural sounds to observe how age affects evokes-response of complex sounds and how they were differently
encoded between the C57 and Hybrid mice. Finally, we compared spontaneous and evoked response activities to
explore how the responsiveness to sound is affected by spontaneous activity due to peripheral impairment.

Existing evidence suggests that brain states have a significant impact on the auditory response to sound



Chapter 1. Introduction

(Matthew et al.|[2015, Harris & Thiele|[2011). Consequently, an aspect addressed in this thesis is understand-
ing how the activity of the auditory cortex is influenced by levels of arousal. Therefore, the final section of our
thesis is dedicated to exploring a methodology for representing brain states using pupil diameter as a measure of

brain states and how it correlates with the auditory cortex activity.

This introductory chapter will begin with a description of the auditory pathway, detailing the complex process
of sound encoding from the ear to the cortex. Subsequently, our focus will shift toward understanding the auditory
cortex, including an analysis of its structure and functional aspects. We will then explore the effects of ageing
on the auditory cortex focusing on the presbycusis. We will then, explore the brain states topic, and their link
to auditory cortex functionality. Finally, we will review the principles of neuronal electrophysiology, providing a
deeper understanding of the underlying mechanisms. current hypotheses regarding cortical neuronal networks, as

well as the various measurements and metrics used to study them.

1.1 The auditory system

Sound is a propagating disturbance of air molecules that can be described as a wave (Figure [I.I} A). When
a xylophone bar is struck, it induces an oscillatory movement of the surrounding air molecules, causing them to
alternate between rarefaction (low pressure) and compression (high pressure). A sound wave is characterised by its
frequency, which represents the number of rarefaction/compression cycles occurring over time, and its amplitude,
which indicates the intensity of each air movement. As the frequency increases, the pitch of the sound rises. The
auditory spectrum varies among species, ranging from 20 Hz to 20 kHz for humans and from 2 kHz to 100 kHz for
mice (Ekdale|2016). The amplitude of a sound determines the magnitude of air deformation, which is measured
using decibel levels (dB SPL) (Bizley||2017). Natural sounds consist of a combination of multiple frequencies and
harmonics. Hearing is a complex phenomenon that involves various components, including sound localisation,
onset/offset, decay (the rate at which the volume decreases after the initial peak), transitions between sounds (FM
sweeps), discrimination from background noise, and speech (Bizley|2017||Gage & Baars|2018| Kopp-Scheinpflug

et al.[2018)). These features surround us at every moment, from infancy to old age.

1.1.1 The auditory pathway
1.1.1.1 The peripheral auditory system

The reception and transmission of air oscillations in the auditory system involve a remarkable sequence of events.
It begins with sound waves in the environment, which enter the ear canal and cause the tympanic membrane
(eardrum) to vibrate in response. This vibrations are then transmitted across the three tiny bones of the middle ear,
known as the ossicles (malleus, incus, and stapes). The final bone in this chain, the stapes, interfaces with the oval
window, a membrane that separates the middle ear from the fluid-filled cochlea in the inner ear. The movement of
the stapes against the oval window creates fluid waves within the cochlear duct, which houses the sensory organ
for hearing, the organ of Corti. As the fluid waves propagate through the cochlea, they cause the displacement
of specialized hair cell within the organ of Corti. This hair cell movement leads to the generation of electrical

signals, ultimately transmitting auditory information to the brain for processing and perception of sound (Pickles
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2015) (Figure [I.1] BDE). The cochlea, situated in the inner ear, is the primary component of signal transduction
from physical vibration to electrical signals that can be processed by the brain (Brownell||1982). It is a 2.5-shell
structure filled with different liquids at varying concentrations. It comprises three fluid-filled chambers, which
are separated by membranes. The scala media, positioned between the other two chambers (Figure [[.1} C), is a
complex structure delimited by the Reissner and Basilar membranes (Figure [I.1] D). The basilar membrane runs
along the length of the cochlea and supports the Organ of Corti, which houses the sensory cell known as hair cell
(Figure CF). The Organ of Corti extends along the entire length of the basilar membrane and contains the hair
cell and stereocilia, where signal transduction occurs (Bahmer & Guptal2018)). The oscillations induced on the
basilar membrane cause the Organ of Corti to move up and down, coming into contact with the tectorial membrane,
which stretches the hair cell membrane and opens its channels. Due to the differences in ionic composition between
cochlear liquids, the flow of ions depolarises the cell, transducing mechanical information into an electrical signal
(Figure [I.T} C-F) (Casale et al.|2018). Hair cell are divided into two subgroups depending on their position on the
Organ of Corti: inner hair cell (IHC), which carry the majority of auditory information and have synaptic contacts
with approximately 20 auditory nerve cell, and outer hair cell (OHC), which, in contrast, have only one neuronal
contact and play a role in amplifying the oscillation of the cochlear region responding to a particular frequency

(Hudspeth|2013)).

The stapes bone strikes the cochlear windows, a membrane-covered opening that separates the middle ear from
the inner ear, thereby amplifying sound vibrations. The pressure exerted on the liquid transmits the sound wave
along the basilar membrane. This membrane exhibits a gradient of rigidity from the point of articulation with the
stapes (the base) to the apex (the extremity of the spiral). Consequently, the force required to bend the membrane
is not uniform along the cochlea (Figure [I.I] F). High frequencies are encoded at the apex, while low frequencies
are encoded at the base. This spatial organization of frequency coding is referred to as the tonotopic map. This
organization is maintained throughout the auditory pathway (AP) until reaching the auditory cortex (AC) (Rhode
et al.2010). The neurons that innervate the IHCs are bipolar, their cell bodies are located in the spiral ganglion,
and their processes extend into the cochlear nuclei. The auditory pathway involves the transmission of signals
through various stations, from the cochlear nucleus, superior olivary, lateral lemniscus, inferior colliculus, and
medial geniculate nucleus to the auditory cortex (Figure A) (Bahmer & Guptal2018)). Each of these nuclei
plays a crucial role in transmitting auditory signals to the auditory cortex.

In mice, the cochlear nuclei are vital structures located within the medulla, a part of the brainstem (Figure @}
A). These nuclei receive input from the auditory nerves, which carry auditory information from the cochlea. The
fibres of the cochlear nerves bifurcate, with one branch connecting to the ventral cochlear nuclei (VCN) and the
other to the dorsal cochlear nuclei (DCN). The neurons within these nuclei exhibit a tonotopic organization, where
fibres originating from the apex of the cochlea (representing low frequencies) are located on the nuclei borders,
while those from the base (representing high frequencies) penetrate deeper into the nuclei (Figure C). This
tonotopic arrangement allows for the preservation of the frequency-to-location mapping observed in the cochlea,
forming bands of neurons with an isofrequency laminae structure (Haines & Mihailoff|2017).

The VCN are associated with inhibiting partially the contralateral pathway (Ingham et al.|[2006, (Oertel et al.
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201T), enabling the selectivity of sound localization. This mechanism helps in distinguishing sounds coming
from different directions. Apart from their role in auditory processing, the cochlear nuclei also contribute to the

protection of the middle ear against acoustic over-stimulation through the contraction of the middle ear muscles

(Oliver et al[2003], [Paul et al.|2019).
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Figure 1.1: The transduction of the auditory signal.

(A) Schema of an auditory sound wave. (B) Representation of the ear compartments. Sounds enters the external ear
and vibrates the tympanic membrane, the vibration will be amplified via the three bones of the middle ear into the
cochlea. Adapted from (Graven & Browne|2008) and (Zdebik et al|2009). (C) Schema of the cochlea organisation
(D) Representation of the various cochlear components involved in the auditory signal transduction. (E) Schematic
of the mechanical opening of channels in the hair cell. The movement of the basilar membrane induces the hit of
the hair cell on the tectorial membrane, allowing for the necessary ion flux required for the polarisation of the cell
and electrical transduction. (F) Representation of the tonotopic map and basilar membrane (BM) distortion along
the cochlea. The rigidity of the basilar membrane increases along the cochlea causing a harder distortion at the
apex Adapted from (Peng & Ricci|2011) and (Reichenbach & Hudspeth|2010).
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1.1.1.2 The superior olivary complex

The superior olivary complex (SOC) is located in the brainstem, specifically in the pontine region. It plays a role
in auditory processing and sound localization (Grothe & Park|2000). Comprising a group of nuclei, the superior
olivary complex receives auditory information from both ears and integrates it to determine the direction and
distance of sound sources. Through a process called binaural processing, it compares the differences in sound
timing and intensity between the ears to create a three-dimensional representation of sound in space (Siveke et al.
2012). This information is then relayed to higher brain centres responsible for sound perception and interpretation.
The superior olivary complex is a remarkable example of the brain’s intricate mechanisms for processing auditory
stimuli and enabling us to navigate our acoustic environment (Lopez-Povedal2018| [Haines & Mihailoff]2017)).
Moreover, the SOC is described as the initial crucial step in the auditory analysis. Its functions include inducing
auditory reflexes, alertness, and integration of auditory and visual cues (Haines & Mihailoff]|2017). It has various
feedback connections within itself and descending fibres to regulate peripheral processing and inputs (Grothe &
Park|2000). Through a lateral efferent system, it projects to the inner hair cell, releasing dopamine to protect them
from excitotoxicity. It also projects to the outer hair cell via the medial efferent system, although the exact role
of this connection is unknown, it is believed to be related to the contractile state (electromotility) of the OHC (He

1997).

1.1.1.3 The inferior colliculus

The inferior colliculi are prominent structures located in the midbrain. They serve as important relay centres for
auditory information, receiving inputs from the lower auditory nuclei, including the superior olivary complex and
the cochlear nuclei (Paul et al.|2019); (Lee et al.[2015)). The inferior colliculi play a crucial role in processing sound
localisation, intensity, and frequency. They integrate and analyse the incoming auditory signals, contributing to the
formation of auditory spatial maps and sound perception (Gruters & Groh|2012).

Moreover, the inferior colliculi are involved in the coordination of auditory reflexes, such as the startle re-
sponse, by sending efferent projections to motor nuclei (Gruters & Groh!/2012). These nuclei exhibit a tonotopic
organisation, where different frequency ranges are represented along their anatomical axis. The external cortices of
the inferior colliculus receive projections carrying low-frequency information, while the central nucleus receives
projections carrying high-frequency information (Paul et al. 2019} |Lee et al.|2015).

The output from the inferior colliculi is then relayed to higher auditory centres, such as the medial genic-
ulate nucleus of the thalamus, for further processing and interpretation (Gruters & Grohl|[2012). They serve as
convergence sites for auditory information from various sources and integrate non-auditory features into auditory

processing, such as visual and somatosensory inputs (Bajo & King|2013).

1.1.1.4 The medial geniculate body of the thalamus

The medial geniculate body (MGB) is a structure located within the thalamus, which acts as a relay station for
transmitting sensory information between various brain regions and the cerebral cortex (Bartlett|2013)). Specifi-

cally, the MGB is involved in the processing of auditory information, receiving input from the inferior colliculus,
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and relaying it to the auditory cortex for further processing and interpretation of sound (Kandler et al.[2009). The
MGB is divided into several subregions, namely the ventral, dorsal, and medial divisions. The ventral division
primarily receives input from the central nucleus of the inferior colliculus and is responsible for perceiving sound
frequency and intensity. The dorsal division receives input from the dorsal nucleus of the inferior colliculus and
analyses sound localization and spatial aspects. The medial division is connected with the limbic system and may
contribute to emotional and memory-related aspects of auditory processing (Bartlett|2013], [Lee| 2013 |Aizenberg
et al.[2019). Each region is characterized by distinct neuronal cell-types, connectivity patterns, and functionalities
(Bartlett|2013) [Hackett, Barkat, O’Brien, Hensch & Polley|2011).

The ventral nucleus maintains the tonotopic map and projects predominantly to layer IV of the primary audi-
tory cortex (Lee[2013). It plays a crucial role in auditory processing, preserving the organization of neurons based
on their preferred frequencies. This nucleus receives input from the central nucleus of the inferior colliculus, en-
abling precise representation of sound frequencies in the auditory cortex. The dorsal division of the MGB, which
is non-tonotopic, differs from the ventral division in terms of its information source. Unlike the ventral division, it
does not receive input from the inferior colliculus. Instead, it receives input from layer 5 of the primary auditory
cortex, indicating a potential alternate trans thalamic pathway for information transfer (Lee/2013| Lee & Sherman
2012). The medial MGB is a multimodal nucleus, receiving information not only from the auditory pathway but
also from other sensory systems (Bartlett[2013). Subnuclear nuclei within the medial MGB have an important role
in the preprocessing of auditory information, including reflex auditory information and multisensory integration

(Bahmer & Gupta|2018)).

1.1.2 The architecture of the AC

The auditory cortex is a complex network of neural structures located in the temporal lobe of the brain and is
responsible for processing and integrating auditory information received from the ear (Graven & Browne|2008)).
The auditory cortex is organised hierarchically, with multiple areas that process auditory information at different
levels of complexity (Rothschild et al.[2010, Read et al.|2002} Rauschecker & Scott2009). The primary auditory
cortex, also known as Al, is the first cortical area to receive input from the thalamus and is thought to be respon-
sible for processing basic features of sound such as frequency, intensity, and duration (Graven & Browne|2008)).
However, several studies suggest that the computation in A1 is more specific than merely reporting auditory cues
(King et al.|2018a.[2019). Beyond A1, multiple secondary and association areas process complex aspects of sound,
such as spatial location, pitch, timbre, and speech perception (Rauschecker & Scott|2009)). These areas include the

posterior superior temporal gyrus, the superior temporal sulcus, and the middle temporal gyrus, among others.
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Figure 1.2: The auditory pathway
(A) The auditory pathway Adapted from (Graven & Browne|2008), (B) Example of auditory connection from the
monkey auditory cortex Al to the other brain regions (Rauschecker & Scott|2009)). (C) The tonotopic map is kept
all along the auditory pathway, monkey example (Kandler et al.[2009).

1.2 The auditory cortex AC

The auditory cortex is the part of the brain responsible for processing auditory information. The human auditory
cortex (AC) is situated in the temporal lobes and encompasses Heschl’s gyrus (Brodmann 41/2) (Figure [I.2] A).
The AC exhibits extensive connectivity with other brain regions, playing a crucial role in modulating various

cognitive functions (Bizley|2017} [Gage & Baars|[2018], [Grosso et al|2015). In primates, two major pathways are

commonly described: the "What” pathway, which connects the auditory cortex to the Wernicke area and dorsal

regions involved in the semantic processing of pitch and words, and the “Where” pathway, which connects the
Broca area and frontal regions associated with motor functions related to speech articulation, such as movements

of the lips, jaw, tongue, and larynx (Figure [I.2] B). It is also interconnected with other brain areas such as the

visual cortex, hippocampus, and basal forebrain (Aizenberg et al.|[2019).

Auditory processing extends beyond the mere perception of sound and encompasses essential aspects of various

life behaviour, including learning (associative and emotional), memory, attention, and emotion (Froemke & Jones|

2011}, Bahmer & Gupta [2018] [Heilbron & Chait 2018}, [King et al|[20185). This broad spectrum of activities
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emphasises the significant impact of hearing and impaired audition on the autonomy and well-being of individuals

and our society.

1.2.0.0.1 The tonotopic map The auditory cortex exhibits a well-organised structure characterised by the for-
mation of tonotopic maps, which refer to the spatial arrangement of neurons based on their preferred frequency or
pitch selectivity. This fundamental organizational principle was first described in the work by (Brewer & Barton
2016). Within these tonotopic maps, neurons are grouped according to their frequency-tuning properties. Neurons
responsive to low frequencies are clustered in one designated area, while neurons sensitive to high frequencies
are situated in another distinct area. This topographic arrangement allows for the efficient processing of different
frequency components within complex auditory stimuli, such as speech and music, as highlighted in the study by
(Gage & Baars|2018). The tonotopic map can be visualized as a gradient, with low frequencies represented in one
region and high frequencies in another (Brewer & Barton|2016). The arrangement of the tonotopic map may differ
among species (Ehret|[2009, Humphries et al.|2010, |[Langers & van Dijk |2012} |Rothschild et al.[2010), and can
even vary within the same species. However, a structured anterior-posterior axis is typically observed in humans,
as documented by (Ehret |2009). In mice, the auditory cortex is made up of five primary regions: the primary
auditory cortex (A1), anterior auditory field (AAF), ultrasonic field (UF), secondary auditory cortex (A2), and dor-
soposterior field (DP). Notably, Al and AAF in mice demonstrate distinct tonotopic organization. In A1, neurons
primarily located in the posterior part of the area are responsive to low frequencies, while those in the anterior
region are attuned to high frequencies. Conversely, AAF exhibits an inverted tonotopic organization, where the
anterior portion shows sensitivity to low frequencies and the posterior region responds to high frequencies (Stiebler
et al.[1997). However, this tonotopic map has been challenged since (Hackett, Rinaldi Barkat, O’Brien, Hensch &
Polley|2011} |Guo et al.[2012)), suggesting that it primarily represents a rostrocaudal axis (Hackett, Rinaldi Barkat,
O’Brien, Hensch & Polley|2011).

1.2.0.0.2 Layers Like other sensory cortices, the auditory cortex is structured into a succession of layers, each
composed of a unique organization of neurons (sparse/compact density, cell type) within a thickness of only a few
millimetres (ranging from 1-4.5 mm in humans) (Figure[I.3] ABD) (Fischl & Dale[2000). These layers exhibit high
interconnectivity among themselves and with other brain areas. The specific nature and connectivity of neurons
define the characteristics of each layer (Figure[I.3] C). Layer I, the most dorsal or top layer, is sparsely populated
with a predominance of inhibitory neuron types (Linden & Schreiner2003)). Layers II and III are densely populated
and comprise a mixture of inhibitory and excitatory neurons. They exhibit extensive interconnections and house
major cortico-cortical connections. Layer IV, also known as the granular layer, serves as the primary input site for
the thalamic input. Layer V consists of large pyramidal neurons with axons projecting to subcortical areas (MGB
and IC) for feedback. Unlike other sensory cortices, the dominant spiny stellate cell are absent in this layer of the
auditory cortex, being replaced by small pyramidal cell (Smith & Populin|2001). Finally, layer VI predominantly
consists of smaller cell bodies and primarily functions by providing feedback to the thalamus (Linden & Schreiner
2003). Ascending fibres from the MGB form synapse with the cell of layer IV, which then project to the pyramidal

neurons in layer III. From there, information is distributed to the other layers (I, II, IV, and V) as well as to the
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contralateral auditory cortex via the corpus callosum (distinct from other sensory cortices). Layer I neurons project
to layer II, which, in turn, connects layers V and VI. Pyramidal neurons in layers V and VI have efferent axons

that provide feedback to the MGB and the inferior colliculus (Linden & Schreiner|2003, [Rothschild et al.|[2013]).
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Figure 1.3: The auditory cortex architecture.
(A) The auditory cortex is located on the superior temporal gyrus of the temporal lobe. Adapted from
[Gallagher & Zilles|[2019) (B) Generalized scheme of cortical layers comparing between cytoarchitectonic and
myeloarchitectonic lamination patterns in the isocortex Adapted from (Palomero-Gallagher & Zilles|2019). Note
that this is not the auditory cortex but a representation of the isocortex. (C) Auditory cortex laminar architecture
and organisation. The red arrows represent the direction of the information flux Adapted from (Linden & Schreiner|
2003). (D) Representation of the probe insertion into the auditory cortex (Sakata & Harris|[2009).

1.2.1 Cellular specificities in the AC

Diverse cell-types have been characterised in the auditory cortex (AC) based on various criteria, including
neurotransmitter expression, morphological features, and patterns of connectivity (Studer & Barkat[2022} [Edeline
let al. 2001}, |Atencio & Schreiner|2008)).

As a quick reminder, neurons are polarised cell, with a difference in ion concentration between their intracel-
lular and extracellular environments, resulting in a negative membrane potential (typically around -70mV). This

resting membrane potential is maintained by the selective permeability of the neuronal membrane to different ions,

such as potassium (K+), sodium (Na+), and chloride (CI-) (Pivovarov et al.[2019). When a neuron receives inputs

from afferent neurons, these inputs can either depolarise or hyperpolarise the membrane potential. The integration
of excitatory postsynaptic potentials (EPSPs) and inhibitory postsynaptic potentials (IPSPs) at the soma adheres to
the principle known as the “all-or-nothing” law, as elucidated by Nishi et al. (1973) in their intracellular studies

(Nishi & North|[T973)). According to this principle, depolarisation must surpass a specific threshold to elicit an

action potential. Depolarization occurs when excitatory inputs increase the membrane potential, bringing it closer
to the threshold for generating an action potential. On the other hand, hyperpolarisation happens when inhibitory
inputs decrease the membrane potential, making it more negative and further from the threshold
Bean|2007). This process of synaptic transmission occurs at the synapses, which are specialized junctions between
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neurons. At the synaptic terminals, the action potential triggers the release of neurotransmitters, and chemical
messengers, into the synaptic cleft. These neurotransmitters then bind to receptors on the postsynaptic membrane
of the next neuron (Siidhof & Malenka![2008)). This binding triggers a cascade of cellular events, including the
opening of ion channels and the generation of postsynaptic potentials (Siidhof & Malenka|2008)).

One way to classify auditory cortical neurons is based on their neurotransmitter profile. GABAergic neurons,
which release inhibitory neurotransmitters, such as gamma-aminobutyric acid (GABA), constitute an important
cell type in the AC. These inhibitory neurons play a crucial role in regulating the excitability and information
processing within the auditory circuitry (Llinas|2014} [Tremblay et al.|2016). They exert inhibitory control over
neighbouring neurons, shaping their responses, and contributing to the precise temporal and spatial processing of
auditory signals (Figure ACD) (Studer & Barkat|[2022] Tremblay et al.|[2016). Excitatory neurons release ex-
citatory neurotransmitters, glutamate, which activate postsynaptic receptors in target neurons, thereby promoting
the transmission of signals. Excitatory neurons can exhibit diverse morphological features, including pyramidal
cell, with their characteristic pyramid-shaped soma, which are the predominant cell type for excitatory signal
transmission in mammalian brains (Douglas & Martin|2004). Excitatory cell are around 75% of the cortical cell
population and are mostly pyramidal cell (soma that presents a pyramidal shape), these pyramidal cell are particu-
larly abundant in the AC and are considered a fundamental component of the cortical circuitry (Alreja et al.|2022).
In addition to neurotransmitter and morphology, the connectivity patterns of auditory cortical neurons also con-
tribute to their classification (Blackwell & Getfen|2017, Upadhyay et al.[2008). Neurons in the AC exhibit intricate
synaptic connections, forming local microcircuits and establishing long-range projections with other brain regions
involved in auditory processing,(Blackwell & Geffen|2017). These connectivity patterns enable the integration and

transformation of auditory information across different hierarchical levels of the auditory system.

The activity modulation of AC neurons is manifested through the spectro-temporal receptive field (STRF), a
quantitative representation that delineates the temporal dynamics and optimal frequency response of neurons in
response to specific stimuli. The STRF serves as a crucial instrument for investigating the frequency selectivity
of auditory cortex neurons, offering valuable insights into their receptive properties and functional characteristics.
(Atencio & Schreiner|2008| |Atencio et al.|2009). It characterizes the spatiotemporal pattern of neural responses to
different frequencies of sound over time and describes the specific timing and frequency components that elicit the
strongest responses from individual neurons. By examining the STRF of a neuron, insights can be gained into its
preferred frequency range, and temporal integration windows. Moreover, the STRF is not static and can be modi-
fied through experience and learning (Eggermont|2006)). Plasticity in the auditory cortex allows the STRF to adapt
and refine its selectivity based on the specific auditory inputs it receives over time. This plasticity contributes to the
brain’s ability to recognize and discriminate between different sounds, including speech, music, and environmental
sounds,(Eggermont|2006, |Atencio et al.[2009).

In essence, the STRF provides a quantitative representation of how neurons in the auditory cortex are tuned to
different frequencies and how their responses vary with changes in the temporal dynamics of the stimuli (Egger-
mont/2006). Notably, inhibitory neurons play a crucial role in shaping the boundaries of the excitatory receptive

field (Figure[I.4] A) (Tremblay et al.|2016). During the developmental stages, the presence and proper functioning
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of inhibitory neurons are essential for refining the STRF of excitatory neurons. Studies have shown that the absence
or reduced activity of inhibitory neurons can lead to a broadening of the STRF of excitatory neurons (Froemke
& Jones|[2011} [Pernia et al.|2020, Nishimura et al.||1999). Inhibitory neurons contribute to the establishment of
tonotopy and the narrowness of excitatory STRF, which determines their selectivity and specificity. Additionally,
the balance between excitatory and inhibitory activity plays a crucial role in regulating the duration of the critical

period for plasticity (Froemke & Jones|2011)).

1.2.1.0.1 Inhibitory neurons in the auditory cortex Advances in experimental technology are starting to shed
new light on the mechanisms underlying the inhibitory auditory spectro-temporal receptive field (STRF) (Moore
& Wehr2013] [Sadagopan et al.[2023)). Optogenetic manipulation of parvalbumin (PV) neurons in adult mice have
provided insights into how inhibitory neurons continue to narrow and control the borders of receptive fields in
adult auditory cortex (AC) neurons (Moore & Wehr|2013)). Activation of PV neurons using ChR2 increases the
signal-to-noise ratio of excitatory sound-evoked responses, reduces spontaneous excitatory activity, and results in
a narrower STRF (Blackwell & Geffen|2017). These findings suggest that inhibitory neurons in adult individuals
shape the selectivity and acuity of excitatory neurons’ STRF (Hamilton et al.|[2013a)). Furthermore, the role of
inhibitory neurons extends to animal behaviour , as the accuracy of successful behaviour in response to specific
frequency sound presentations is correlated with the magnitude of PV tone-evoked responses rather than excitatory
responses (Aizenberg et al.|2015). Inhibitory neurons exhibit several dimensions of connectivity, including inter-
columnar and interlayer connections, which affect the excitation of pyramidal cell in different ways (Figure [T.4]
A-C). These important connectivity patterns, combined with their numerous subtypes and distinct morphologies,
(Figure E), inhibitory neurons as key contributors to network shaping and circuit computation. Based on
molecular markers, three major subtypes of inhibitory neurons have been identified: the calcium-binding protein
parvalbumin (PV) group, the neuropeptide somatostatin (SOM or sst) group, and the ionotropic serotonin receptor
(SHT3aR). Each subgroup contains multiple subgroups within itself (Tremblay et al.|2016). While the relationship
between these markers and neuron functionality lacks clear causality, the three groups do not overlap and exhibit

specific localisation and morphology (Figure[I.4] B).

In the auditory cortex, these inhibitory neurons are predominantly localized in layers IV and V for PV cell,
and in layers V and VI for SOM cell (Tremblay et al.|2016) (Figure B). PV neurons appear to play a crucial
role in narrowing down specific sensory inputs into the cortex (bottom-up processing). They receive more connec-
tions from the medial geniculate body ventral division (MGBv) compared to excitatory neurons ((Hamilton et al.
2013da)). Optogenetic activation of PV neurons increases the connectivity between MGBv and Layer IV as well
as columnar connectivity. However, PV neurons do not seem to have an impact on sensory expectation (top-down
processing) since they do not alter interlayer connections or feedback connectivity (Hamilton et al.|2013a). This
emphasises the role of PV neurons in the specificity of neuronal responses and neural selectivity (Hamilton et al.
2013a).

SOM inhibitory cell also influence the spectro-temporal receptive field (STRF) and excitatory responses. Stud-
ies on the neocortex and other sensory cortices provide insights into the distinct inhibitory behaviour of SOM and

PV neurons. PV neurons predominantly target the axon initial segment of neurons, while SOM neurons exhibit
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more dendritic targeting (Li et al.|2015, Wang et al.|2004}, Tremblay et al.[2016)). The temporal response is a major
difference between these neuron types: PV neurons, especially basket cell types, exhibit fast conduction, inducing
postsynaptic inhibition currents approximately 0.7ms after an action potential, and they have a narrow refractory
period ((Tremblay et al.|2016))). This allows PV neurons to function as coincidence detectors (Rossignol et al.
2013| [Tremblay et al.[2016). In contrast, SOM response is longer with two interesting features: prolonged spiking
and the induction of short-term memory (facilitation) in targeted neurons, enabling them to facilitate summation
and decrease the weight of required inputs (Tremblay et al|2016), (Figure[T.4} C). However, the distinct effects of
SOM and PV neurons on the auditory cortex are still unclear (Ekdale|2016| Rozycka & Liguz-Lecznar2017).
Overall, the complete description of the auditory canonical cortical circuit is still in debate (Sadagopan et al.
2023). Several reviews aim to enhance understanding and develop neurocomputational models by incorporating
a vast amount of data, neuronal sub-types, and connectivity (Rozycka & Liguz-Lecznar|2017) (Tremblay et al.
2016) present three working areas: anatomical tracing to improve understanding of connections, cortical slice
preparations to highlight connectivity features, and optogenetic methods to selectively target specific cell types
and observe their impact on global circuit activity. They discuss the laminar distribution of inhibitory neurons
in coding, with sparse coding observed in layer (L) 2/3 of pyramidal cell (PCs) and dense coding in larger L5
PCs. Top-down feedback from the cortex to the thalamus can increase the spiking probability of individual cortical
neurons and/or increase the number of neurons responding to a stimulus (Linden & Schreiner|2003). This facilitates
specific responses by enhancing efficiency and reducing noise. Recurrent excitation can also prolong sensory
responses and increase the temporal windows for various interactions. These properties can give rise to complex
sound analysis or be associated with other cognitive functions such as attention or memory (Ohyama et al.[|2020,

Nelken et al.||[19994, Kerlin et al.|2010).

12



Chapter 1. Introduction

GABAergic INs soma distribution

L1

L2/3

H » - g
@ @ Auditory
thalamus

Tonotopic gradient

L4

C D

i M L

Spike
v
probability B —

SstVm j\/\/\/\
p— |

Sstspike
probability

L6

66665

PCspike L 1 L L L1l

Basket Chandelier Martinotti

Figure 1.4: Inhibitory neurons
(A) Schema of the auditory network along the AC tonotopic gradient. Inhibitory cell narrow the excitatory cell
activity to respond to a particular auditory stimulation. (B) The laminar distribution of the inhibitory cell types
along the auditory cortex depth. (C) Differences in the membrane potential and the spiking probability of the PV
and the SOM (SST) neurons to the excitatory cell (PC) activity. (D) Schema representing the different synaptic
points between the excitatory cell and inhibitory major cell types. PV neurons (blue) contact the soma of the PC
cell where the SOM contacts the tree. (E) Representation of the majors inhibitory sub-types morphology. Adapted

from (Tremblay et al|2016| [Studer & Barkai|2022))

1.2.2 Representation of sounds in the auditory cortex
1.2.2.1 Pure tones and natural sounds

Natural sounds and pure tones stimulate the auditory system in different ways, resulting in different neural re-

sponses in the brain (Theunissen & Elie/[2014). Natural sounds, such as speech or music, have complex, non-

13



Chapter 1. Introduction

uniform waveforms that contain multiple frequencies and temporal patterns (Feng & Wang|[2017, Nelken et al.
19994l [Bielczyk et al.[2020, Destexhe et al.[1999)). These complex sounds are processed differently in the auditory
cortex compared to pure tones (Theunissen & Elie[2014). Neurons in the auditory system demonstrate selective
responses to distinct acoustic features present in natural sounds (Montes-Lourido et al.|2021). When a complex
sound is presented, different neurons in the auditory cortex respond selectively to different frequency components
of the sound (Gage & Baars|2018). These features include specific frequencies, harmonics, and temporal modu-
lations. The timing of the action potentials in the auditory neurons can also encode important temporal features
of natural sounds, such as the duration and onset of different sounds. The precise timing of the action potentials
can be used to distinguish between different sounds that have similar frequency content, such as different musical
instruments playing the same note. This selective response allows the auditory cortex to encode and analyse the
different acoustic features of the natural sound, such as pitch, timbre, and rhythm, which are important for speech
and music perception (Leaver & Rauschecker|2010). Several types of activity can occur in the auditory cortex,
depending on the nature of the stimulation and/or the cognitive processing of the brain. For example, when we
listen to music, different parts of the brain become active depending on the pitch, timbre, and rhythm of the music,
and different cognitive states could be involved such as memory and emotions (Sanju & Kumar|2016, Gage &
Baars|2018). Similarly, when we attend a conversation in a noisy room, the activity in the auditory cortex needs to

adapt and be focused and selective to the information of interest (Haykin & Chen|2005).

1.2.2.2 Noisy background and attention

Noisy background refers to the presence of unwanted sounds or interferences that can mask or distort the desired
auditory signals. These noises can come from various sources, such as other people talking, traffic, machinery,
or even internal body sounds. The auditory system has evolved to be remarkably adept at filtering out irrelevant
noise and focusing on relevant sounds. The auditory cortex employs several mechanisms to encode and process
auditory information in the presence of noisy backgrounds (Haines & Mihailoff]2017). For example, spectral and
temporal filter processing is used by the auditory cortex to analyse the spectral content (different frequencies) and
temporal patterns (timing) of sounds to change their sensitivity to sounds (Young|2008| |Willmore et al.[2014]). This
information allows us to distinguish between different sound sources and extract meaningful auditory features, even
in the presence of noise (Bizley & Cohen|2013)). By selectively attending to specific frequency ranges or temporal
cues, the cortex can enhance the perception of desired sounds.

In a noisy environment, our brains need also to extract relevant auditory information from the background,
such as the sound of someone’s voice (Willmore et al.|2014). When we attend to a particular sound in a noisy envi-
ronment, such as a conversation, the activity in the auditory cortex becomes more focused and selective,(Willmore
et al.[2014). This implies that neurons in the auditory cortex are specifically tuned to the sound of the individual’s
voice, whereas neurons tuned to other sounds in the surrounding environment undergo decreased activity,(Bizley
& Cohen! 2013} Willmore et al.|2014). Several hypotheses claim that this is permitted by the temporal structure
difference between pitch or music compared to the noisy environment (Laffere et al.|2020a). Or by the release

of neuromodulators, such as dopamine and norepinephrine, which can increase the sensitivity of neurons in the

14



Chapter 1. Introduction

auditory cortex to the attended sound (Noudoost & Moore|2011). Another mechanism is the suppression of the
neural response to irrelevant sounds. This can occur through inhibitory connections between neurons in the au-
ditory cortex, which can reduce the activity of neurons that are tuned to irrelevant sound (Studer & Barkat||2022}
/Zhang et al|2018). Overall, the increased focus and selectivity of auditory cortex activity during selective atten-
tion is a critical component of our ability to communicate in noisy environments. It allows us to better extract the
relevant information from complex auditory scenes and is an important aspect of our ability to understand speech
and engage in conversation.

At the cellular level, the challenge of hearing or extracting sound from a noisy environment due to hearing
loss results from damage to the hair cell (Jeng et al.||2020, Herrmann & Butler| 2021} |Spongr et al.|[1997). These
damaged cell disrupt the quality of the pattern of activity sent to the brain, affecting our ability to perceive speech
in noisy surroundings. For example, in addition to linearly encoding frequency information, the OHC play a crucial
role in amplifying or suppressing the activity of other frequency-sensitive cell (Lesica|2018). This distortion in

signalling is vital for accurate speech perception in noisy environments (Moore|2016)).

1.2.2.3 Top-down effect on hearing

As previously mentioned, the activity in the auditory cortex can be modulated by bottom-up processes, specifically
the physical characteristics of the sound stimulus (Hamilton et al.|2013b). The auditory cortex plays a significant
role in fundamental auditory processing tasks, including the detection of tones and discrimination of frequencies
(Atencio et al.|2009} Bitterman et al.[2008| |Carcea et al.[2017). For instance, factors like the loudness and duration
of a sound shape the AC neuronal activity, resulting in variations in the perception of the sound (Thwaites et al.
2016). Another important aspect of auditory cortex activity is how it is influenced by top-down processes, such
as attention, expectation, and memory (Axelrod et al.|2022). Anticipatory expectations can shape the sensitivity
of neurons in the auditory cortex to particular auditory stimuli. For instance, when we expect to hear a specific
sound, such as a particular word in a sentence, the neurons representing that sound in the auditory cortex may
exhibit increased sensitivity, resulting in decreased reaction time (Chait et al.|2010) Attentional mechanisms also
play a significant role in modulating auditory cortical activity. When we selectively attend to one sound while
disregarding others, the activity in the auditory cortex becomes more focused on the attended sound, enhancing
its representation and processing (Jaramillo & Zador|[2011). These cognitive factors contribute to the dynamic
modulation of neuronal responses in the auditory cortex, allowing for efficient auditory perception and cognitive

processing.

1.2.2.4 Effect of peripheral impairments on the central auditory processing

Peripheral impairment, such as dysfunction of the hair cell, has a significant impact on central auditory processing
(Michalski & Petit|2022). The altered signals that reach the brain due to deficits in the peripheral auditory system
result in changes in how the auditory cortex processes sound (Michalski & Petit|2022} [Lesicko & Llano/2017). A
common consequence of peripheral impairment is a reduction in neural responses to sound, leading to a decreased

ability to discriminate between similar sounds, particularly those with high-frequency components (Ichimiya et al.
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2000, Khullar & Babbar|2011}|Del Campo et al.[2012). It could induce distortion in the sent signal from the cochlea
to the brain (Lesica|2018). In addition, peripheral impairment can also impact the temporal processing of auditory
information. Timing cues, such as the ability to detect rapid changes in sound and perceive the temporal order of
auditory events, may be compromised in individuals with peripheral hearing loss (Ichimiya et al.|2000, [Harris &
Shepherd|2015). This can lead to difficulties in speech perception and the perception of complex auditory stimuli.
Presbycusis, associated with age-related hearing loss, can also affect sound localisation and speech understanding
in noisy environments (Mazelova et al.[2003, McFadden & Willott||1994).

Furthermore, peripheral impairment can impact the cortical architecture itself, as observed in deaf cats with
reduced grey matter and thicker layer 4 (Grégoire et al.[2022). To compensate for the reduced peripheral input, the
central auditory system undergoes plastic changes, such as an increase in the size and number of receptive fields in
the auditory cortex and modifications in the tuning properties of auditory neurons (Willmore & King|2023| |Jiang
et al.|[2017, Jeng et al.|2020). These changes aim to enhance the remaining sensory input and improve auditory
information processing. However, they can also contribute to the development of abnormal neural activity patterns
associated with conditions like tinnitus, hyperacusis, and other auditory perceptual disorders (Chen et al.|2015)).

Moreover, the effects of peripheral impairment are not limited to the auditory system alone but affect other
brain processing such as visual and somatosensory inputs, through cross-modal plasticity (Meredith & Lomber
2011, |[Kral & Sharmal2023). Individuals with hearing loss may exhibit alterations in visual processing (Chia
2006), including heightened sensitivity to visual motion or improved visual attention, as the brain compensates for
reduced auditory input (Opoku-Baah et al.|2021). Research has shown that hearing loss can have wide-ranging
consequences on cognitive function and overall brain health (Wang et al.|[2022). It has been associated with an
increased risk of cognitive decline, dementia, and cognitive impairment in older adults (Akiguchi et al.[2017). The
mechanisms underlying this relationship are still being investigated, but it is believed that the sensory deprivation
caused by hearing loss may contribute to cognitive decline through reduced cognitive stimulation and increased
cognitive load during speech comprehension (Powell et al.[2022).

Overall, the impact of peripheral impairment on central auditory processing extends beyond the immediate
effects on sound perception. It encompasses alterations in spatial localisation, speech understanding, cortical
architecture, cross-modal plasticity, temporal processing, and cognitive function. Understanding these complex
interactions is crucial for developing effective interventions and rehabilitation strategies for individuals with audi-

tory impairment.
1.3 The ageing brain and audition

1.3.1 The ageing brain

Ageing is an inevitable process that leads to deficits in various brain functions. As the brain ages, cognitive
functions become impaired. Ageing is associated with brain atrophy, an increase in the accumulation of oxidative
molecules, a decrease in adaptive stress responses, deregulation of calcium homeostasis, inflammation, metabolic
perturbations, and loss of synaptic connectivity (Markocsan et al.|2009, |Altena et al.[2010, |Price et al.[2017| |Wang
et al.|201 1, Morrison & Baxter|2012] [Rozycka & Liguz-Lecznar|2017} |Jayakody et al.|2018, Mattson & Arumugam!
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2018| [Herrmann et al.[|2019). The brain undergoes atrophy and accumulates small lesions. Both white and grey
matter are affected (Blinkouskaya et al.|2021). With ageing, various cognitive functions decline, such as working
memory, inhibitory function, and long-term memory (Pelvig et al.|2008, Henry et al.[|2017, Jayakody et al.[2018}
Murman|[2015)). Performance on related tasks progressively declines with age, while response timing increases
(Woods et al.|2015)). However, not all functions are equally affected by ageing, as simple tasks and semantic mem-
ory tend to remain stable with age (Murman|2015). The white matter, which surrounds certain neurons and enables
rapid action potential conduction, is particularly affected. The degradation of this lipid membrane has been identi-
fied as a major contributor to temporal impairment in neural networks (Hirrlinger & Nave[2014). This degradation
affects the temporal signalling between neurons, which is a crucial component of neural communication (Mattson
& Magnus|2006, Zimmerman et al.[2021). Neuronal timing operates on a millisecond scale. If neuron A receives
information from neurons B and C within a specific time window to relay signal X, the transmission of the signal
may be hindered if the reception from B or C is delayed. This principle is known as coincidence (Murman|2015)).
Sensory perception and processing speed are then affected. However, not only with matter is affected by ageing,
but grey matter too (Price et al.|2017). The neurons’ proprieties and integration of the signal are highly affected
in age-related diseases and healthy patients (Mattson & Magnus|2006). For example, the amplitude and latency
of auditory evoked responses change with age (Clinard & Cotter|[2015 [Henry et al.| 2017, [McNair et al.||2019),
an increase in stereotype response has also been observed (Henry et al.[2017), and alterations in the frequency
spectrum of brain states are linked to ageing (Waschke et al.[2017} /Al Zoubi et al.|2018)). These suggest a potential

systematic age-related change in brain state that affect underlying perceptual processes.

1.3.1.1 The ageing brain and the auditory pathway

The ageing process affects the anatomical and chemical features of the auditory pathway. At each specific step
of the auditory pathway, different age- related processes are occurring (Jayakody et al.|2018)). In the cochlea, the
hair cell are generated during the first trimester of development and are required to survive for the lifetime of the
person. Regeneration does not occur after the loss of hair cell in the mammalian auditory system (Kwan et al.
2009). With age, the cochlea undergoes structural and functional changes. These changes include the loss of
sensory hair cell, which are crucial for detecting sound, and a decrease in the number of neurons in the auditory
nerve. These changes can result in a reduction in the sensitivity to high-frequency sounds. At the subcortical level,
the levels of GABA in the inferior colliculus and superior olivary complex decrease with ageing, particularly in
cases of presbycusis pathology (Caspary et al.| 2008, |[Ouda & Sykal[2012} |Caspary et al||[1995). The measurement
of auditory subcortical signals, known as auditory brainstem responses (ABRs), demonstrates impaired temporal
processing of rapid acoustic stimuli in older adults (Walton et al.||1999, Burkard & Sims|[2001} |/Anderson et al.
2013, McKay et al.[2013).

In the auditory cortex, there is also a decrease in the number of parvalbumin (PV) positive neurons (Rogalla &
Hildebrandt|2020). While subcortical areas are affected by slowness, the auditory cortex plays a crucial role in pro-
cessing temporally structured stimuli, particularly in frequency-modulated (FM) sweep discrimination (Ohlemiller

et al.[2016, Mendelson & Ricketts|2001). The selectivity of auditory cortex neurons for fast FM sweeps decreases
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with age, whereas such changes are not observed in the thalamus or midbrain. Changes in the central auditory
system may be attributable to the effects of the loss or attenuation of neural input from an impaired peripheral
auditory system (Howarth & Shone|2006). Individuals worldwide follow a "hearing health trajectory” from birth,
influenced by environmental conditions and experiences that shape their biological systems, including the auditory
system, with ongoing exposures and genetic factors determining diverse outcomes in hearing health even when
initial audiometric thresholds appear similar (Davis et al.|[2016). Despite pioneering research on the ageing au-
ditory system, we did not find a lot of papers describing how ageing affects the auditory pathway but rather how

age-related hearing loss diseases affect it.

1.3.2 Age-related hearing loss
1.3.2.1 The presbycusis

Age-related hearing loss, also known as presbycusis, is a significant public health issue, affecting approximately
one-third of the global population over the age of 65 (Khullar & Babbar|2011)). It is characterised by a gradual loss
of hearing, particularly in the ability to discriminate high frequencies, and weak sounds, and extract sound from a
noisy background. This decline in auditory discrimination can lead to misunderstandings, social isolation, and in
severe cases, hallucinations, and dementia (Lomber 2017, Jayakody et al[|2018). People with the disorder expe-
rience difficulties in conversation, music appreciation, orientation to alarms, and participating in social activities
(Mazelova et al.[|[2003). The major complaint of patients with presbycusis is not the incapacity to hear but rather
the difficulty in understanding what is being said (Gates & Mills|2005)).

Presbycusis is influenced by a combination of genetic and environmental factors, such as exposure to noise over
time and certain medications (Holley|2005). Several risk factors for presbycusis were reported such as noise expo-
sure, smoking, medication, hypertension, and family history (Gates & Mills|[2005). Individuals who have signifi-
cant exposure to workplace noise, recreational noise, and firearms are more prone to experiencing high-frequency
hearing loss. The widespread occurrence of presbycusis has made hearing difficulties a prevalent concern in both
social and health contexts (Mazelova et al.|2003). The severity of hearing problems can vary considerably at any
age and among individuals based on socioeconomic factors and genetic factors (Wang & Puel [2020). Industri-
alized societies generally exhibit poorer hearing levels compared to isolated or agrarian societies (Gates & Mills
2005). Consequently, presbycusis can be understood as a complex interplay between auditory stresses, otological
diseases, and the intrinsic, genetically regulated ageing process.

It can be characterised by the degeneration of the organ of Corti (sensory presbycusis), the spiral ganglion
(neural presbycusis), and/or the stria vascularis (metabolic presbycusis) (Mazelova et al.|2003). The most signifi-
cant age-related hearing changes occur in the cochlea, where a decline in the population of OHC and IHC leads to
peripheral changes. Both OHC and IHC are affected by the presbycusis (Wu et al.|2020), where the IHC sensibility
decreases affecting the encoding of sounds and the OHC amplification of sound is impaired (Peelle & Wingfield
2016} [Spongr et al.[|1997). As individuals age, there is a specific loss of OHC at the basal end of the basilar mem-
brane, which is responsible for processing high-frequency sounds (Oghalai|[2004). In addition to hair cell loss,

both age-related changes and exposure to loud noise can weaken cochlear afferent nerve terminals, even without
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the loss of hair cell or a long-term shift in hearing threshold (Liberman|2017, [Kujawa & Liberman|2015| [Peelle &
Wingfield|2016). This type of cochlear dysfunction is commonly known as "hidden hearing loss” because it cannot
be detected through standard pure-tone audiometry. Hidden hearing loss has been linked to difficulties in encoding
near-threshold sounds (Valderrama et al.|2022} [Plack et al.|2014)) and auditory attention (Peelle & Wingfield|2016}
Plack et al.|[2014)).

In addition to the cochlea, age-related alterations occur in multiple components of the auditory system, includ-

ing spiral ganglion neurons (Elliott et al.|2022} Bao & Ohlemiller|2010), cochlear nuclei (Dublin( 1982} Gray et al.
2014), the superior olivary complex (Vicencio-Jimenez et al.|2021)), and other midbrain structures extending to
the inferior colliculus (Engle et al.|2014} |Caspary et al.||1995, McFadden & Willott||1994). These changes in the
auditory brainstem have an impact on the ability to process temporal information (Walton et al.| 2002, |Peelle &
Wingfield||2016| [Strouse et al.||1998). These age-related differences in temporal processing are closely linked to
impaired speech perception (Walton|2010) and contribute significantly to the challenges faced in understanding
speech during older adulthood (Pichora-Fuller & Singh|2006)).
The effects of presbycusis on the cortex and how the cortex adapts to these disturbances are not well understood.
This difficulty may arise from age-related changes in both peripheral and central auditory processes (Clinard et al.
2010, |Anderson et al.|2013} |Harris & Dubnol|[2017, |[Clinard & Cotter|2015)), which can originate from a merge in
the central and peripheral auditory structures (He et al.[[2007, Jayakody et al.[2018). Changes in central cognitive
could be due to age-related impacting the performance of older adults through top-down feedback mechanisms
(Henry et al.2017), involving impaired auditory cortex processing and reduced attention (Zanto & Gazzaley|2014,
Schroger et al.|2015] [Fuglsang et al.|[2020). One commonly described effect of hearing loss is a decrease in in-
hibition, caused by changes in GABAergic and glycinergic neurotransmission throughout the brain (Tremblay &
Miller|2014), with a particular decrease in the PV neurons number (De Villers-Sidani et al.[|2010). Additionally,
the plasticity resulting from hearing loss can impact the perception of speech in other ways, such as increasing the
excitability borders (Kral & Sharma|2023)) or reorganising tonotopic maps in the brain due to variations in hearing
loss across frequencies (Koops et al.[2020).

The treatment of presbycusis, or age-related hearing loss, is of great importance due to its impact on indi-
viduals’ quality of life. Despite the advancements and positive impact of hearing aids for patients, the currently
available hearing aids are insufficient in fully restoring natural hearing and speech comprehension for patients
(Lesica)2018)). Therefore, it is crucial to investigate how the auditory pathway changes, also in the cortex as he is
sharing connections with other brain areas creating the auditory scene understanding. Presbycusis affects various
components of the auditory system, and understanding these changes can provide valuable insights into developing
more effective interventions. Exploring the alterations in the cortex is essential for improving our understanding
of the underlying mechanisms of presbycusis. By gaining insights into these changes, we may help to develop

targeted approaches to enhance speech comprehension and restore natural hearing for affected individuals.

1.3.3 The ageing brain and brain oscillation

One particular impairment in the ageing neural system is the decline in temporal activity, which leads to a

communication problem due to slower processing. However, a study suggests that the slowness observed in the
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auditory cortex, unlike the visual cortex, is due to an unknown phenomenon in the grey matter rather than the
white matter (Price et al[2017). In addition to the slowness, the aged brain exhibits a widespread pattern of
activity compared to young adults (Poulisse et al.|2020, (Cabeza|2002). One hypothesis is that this diffuse, activity
reflects the decline in neural efficiency and dedifferentiation of brain areas in the aged population (Lindenberger
& Baltes|[1997, [Wingfield & Grossman|2006). Another hypothesis is that the aged brain requires the increased
engagement of brain regions to compensate for the neurocognitive decline (Grossman et al.||2002, [Wingfield &
Grossman|2006, |Shafto & Tyler|2014).

Brain oscillatory activity is also impaired with ageing, typically characterised by an overall flattening of the
EEG signal frequency spectrum (McNair et al.|2019). EEG components show smaller amplitudes and increased
latency of sentence comprehension in older adults. The global power spectrum (PSD) amplitude at stimulus pre-
sentation, which describes the dominant frequency, is smaller in older participants compared to younger adults
(1-30 Hz and 30-60 Hz) (Federmeier & Kutas|2005| [Federmeier et al.|2010, Wlotko et al.[|2010). Beese et al. in
2019 observed age-related differences in the lower alpha-band (8-10Hz) during sentence encoding, with a shift in
alpha-band power between young and older adults. Relative alpha band decreases were associated with incorrect
remembrance of an encoded sentence in younger participants, while older participants showed an increase in cor-
rect remembrance (Beese et al.|2019). The authors hypothesized that this shift may represent cortical processing
that recruits more inhibitory neurons and inhibition with ageing. Inhibitory neurons are believed to play a role in
triggering oscillatory frequencies in some cases (Atencio & Schreiner|2008| [Hamilton et al.|2013a, Henry et al.
2017).

The ageing process appears to induce impairments in the GABAergic system, leading to an imbalance between
inhibitory and excitatory neurotransmission (Morrison & Baxter|2012). However, in contrast, the prefrontal cortex
shows an increase in inhibitory activity with ageing (Luebke et al.|2004) Bories et al.|2013). Inhibitory neurons’
function and number appear to decrease with age in sensory cortices, as observed by a decrease in the number
of inhibitory postsynaptic potentials (IPSPs) and GABA-mediated current receptors (Rozycka & Liguz-Lecznar
2017). The number of fast-spiking PV neurons has been observed to decrease with age in the somatosensory,
motor, and hippocampal regions (Miettinen et al.|[1993). The expression of PV neurons can also differ across
cortical layers, with a significant decrease in PV expression in layers I-IV over time, while an increase is observed
in layers V-VI (Del Campo et al[2012). A decrease in PV neurons has been associated with impaired gamma
activity and has been implicated in various brain-related disorders such as Alzheimer’s disease, autism, depression,
and others (Rossignol|[2011} |Rossignol et al.|2013] Byron et al.|2021} |Wilson et al.|2020} [Van Lier et al.[2018].
Regarding SOM neurons, their number has been reported to decrease in the somatosensory and motor cortices of

aged rats (Miettinen et al.|[1993).

1.3.4 Hearing loss and brain rhythms

In addition to showing reduced activity in specific EEG frequency bands, individuals with hearing loss may
also exhibit changes in the way their brain processes auditory information. For example, studies have found
that individuals with hearing loss have altered patterns of neural synchronization and reduced neural connectivity

in the auditory cortex (Yang et al.|2021} |[Zhang et al.[2018). These changes may reflect the brain’s attempt to
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compensate for the loss of sensory input, but they, on the contrary, contribute to difficulties in speech perception
and communication. By analysing EEG frequency bands, changes in neural activity in the auditory processing in
ageing individuals have been observed (Al Zoubi et al.|2018). analysing EEG frequency bands can provide valuable
information about the impact of hearing loss on the brain and can help researchers develop new interventions to
improve auditory processing and communication in individuals with hearing loss (Brewer & Barton|2016).
Changes in EEG frequency bands in response to auditory stimuli can provide information about the impact
of hearing loss on the brain (Beese et al.|2019, |Clinard et al.|[2010} |Crowell et al.[2020). Here are some of the
changes that have been observed in individuals with hearing loss. Reduced activity in the delta and theta frequency
bands has been noted, which are associated with early sensory processing and attention to auditory stimuli (Beese
et al.[2019, Crowell et al.[[2020). These findings suggest that individuals with hearing loss may have difficulties
processing and attending to certain types of auditory information. Conversely, increased activity in the alpha and
beta frequency bands, which are associated with cognitive processes such as attention, working memory, and ex-
ecutive function, has also been observed (Beese et al.[2019, |Crowell et al.|2020). Two contrasting hypotheses exist
regarding these increases. The first hypothesis suggests that individuals with hearing loss may exhibit heightened
activity in low-frequency bands, indicating a wider brain connection but impaired dissociated network necessary
for memory and attention (Crowell et al.[2020). Conversely, another hypothesis proposes that with age, an increase
in high frequencies may occur, potentially affecting brain connections and the integration of information between
different brain areas (Beese et al.[2019). Additionally, individuals with hearing loss may exhibit reduced neural
synchronization in the auditory cortex, indicating difficulties in integrating auditory information from different
sources (Clinard et al.|2010, [Crowell et al./[2020). Overall, these changes in EEG frequency bands and neural
activity suggest that hearing loss can impact the brain’s ability to process and integrate auditory information. By
analysing these changes, researchers can develop new interventions to improve auditory processing and communi-

cation in individuals with hearing loss.

1.3.5 Hearing loss and mice models

1.3.5.0.1 Mice model Mice serve as an advantageous model for studying human physiology due to several
reasons (Ohlemiller et al.|2016). They reach sexual maturity early, typically around 6 weeks, allowing researchers
to study developmental processes relatively quickly. Moreover, many commercial mouse strains exhibit high re-
productive rates, enabling the generation of large numbers of offspring within a short period. The relatively short
lifespan of mice, lasting 2 to 3 years, facilitates longitudinal studies and investigations into age-related processes.
Additionally, housing large numbers of mice is cost-effective and requires less space compared to other model
species, allowing for larger-scale experiments and statistical analyses. From a genetic standpoint, mice share
approximately 99% of their genes with humans, making them valuable for studying human health and disease.
Extensive literature and established methodologies further contribute to the utility of the mouse model in experi-
mental procedures, including studies involving the cortex and targeted investigations using probes (Flurkey et al.
2007).

While there may be some differences between mouse and human deafness genes, recent studies indicate that
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these discrepancies primarily stem from variations in gene expression rather than coding differences (Ohlemiller’
et al|[2016, Ingham et al.|2019). Therefore, it is important to consider species-specific gene expression patterns
when studying deafness and other phenotype. In summary, mice offer advantages of early sexual maturity, high
reproductive rates, short lifespan, cost-effectiveness, genetic similarity to humans, and established experimental

techniques. These factors make mice a valuable and widely utilized model organism in biomedical research.

1.3.5.0.2 Mouse model for audition and age-related hearing loss studies Mouse models have emerged as
valuable tools for studying age-related hearing loss (presbycusis) in humans. These models exhibit similar cochlear
cell pathologies to humans, including the presbycusis and as ageing models without hearing loss (Park et al.|2010,
Menardo et al.|2012} Rogalla & Hildebrandt[2020). Hair cell loss, resembling sensory presbycusis in humans,
significantly contributes to age-related cochlear pathology in mice. While the genetic predisposition to neural
presbycusis in humans is not well understood, mouse models with specific mutations or insults can successfully
replicate this type of hearing loss. Numerous genes that influence age-related and noise-induced hearing loss
have been identified in mice, some of which may play comparable roles in humans (Ohlemiller|2009). However,
further research is needed to fully understand the implications of these models for human hearing and presbycusis.
Humans and mice share a well-defined relationship regarding metabolic rate and lifespan, Efforts have been made
to align their ages for experimental purposes, although aligning developmental stages poses challenges due to the

distinct nature of mouse (altricial) and human (precocial) early development (Ohlemiller et al.|[2016).

1.3.5.0.3 The C57BL/6J mouse strain as a model of age-related hearing loss The C57BL/6J mouse strain
is widely used in research due to its well-characterised genetics and behaviour. These mice have a mutation which
causes delayed-onset deafness. The strain originated from breeding female 57 with male 52 from Lathrop’s stock
in 1921, resulting in various sub-strains, including the sub-strain B6 (Ohlemiller et al.|2016). Early studies on
C57BL/6 mice focused on age-related hearing loss, which begins with normal hearing in early life but gradually
progresses to high-frequency hearing loss, extending to lower frequencies (Henry|[1982, |Li|[1992). The specific
genetic mutation responsible for deafness in C57BL/6J mice is a deletion of the cadherin 23 gene (Cdh23). This
gene encodes a protein crucial for the proper functioning of hair cell in the inner ear, which is responsible for
converting sound vibrations into neural signals processed by the brain (Noben-Trauth et al.|[2003).

The absence of the Cdh23 gene disrupts the transmission of sound information from the hair cell to the brain,
resulting in hearing loss. Consequently, C57BL/6J mice serve as valuable models for studying the genetic and
molecular mechanisms involved in hearing loss and for developing and testing potential treatments for hearing
disorders (Noben-Trauth et al[2003). The primary cause of high-frequency hearing loss in these mice is the
hypomorphic Cdh23753A allele, which they possess in a homozygous state. This allele is also present in other
inbred strains. It affects the hair cell stereociliary tip-link apparatus and is associated with accelerated loss of outer
hair cell and susceptibility to noise-induced hearing loss (Ohlemiller et al.|2016). The Cdh23 protein encoded by
the Cdh23753A allele interacts with calcium ions, amplifying the influence of other deafness genes that encode
proteins involved in calcium binding or transport, as well as other components of the hair bundle. C57BL/6 mice

are frequently used as an accelerated ageing model to study age-related hearing loss (Noben-Trauth et al.[2003).
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Despite their accelerated hearing loss, C57BL/6 mice do not exhibit significant loss of canal or gravity receptor
function. The reasons for their preserved vestibular function are not fully understood, although several hypotheses
have been proposed. In contrast to their delicate outer hair cell, C57BL/6 mice show relative resistance to hearing
loss induced by aminoglycoside drugs. Additionally, their cochlear lateral wall and endocochlear potential are less
susceptible to damage from noise exposure compared to other mouse strains (Ohlemiller|2002).

C57BL/6J mice exhibit a characteristic feature of the human spiral ganglion, where the soma of radial afferent
neurons forms unmyelinated aggregates that may be electrically connected. This feature potentially contributes to
the survival and responsiveness of neurons that have lost connections with their hair cell targets. In older C57BL/6
mice, these aggregates tend to contain the surviving neurons, suggesting their role in preserving neurons in the
absence of the Cdh23753A mutation. The exact reasons behind the formation of these aggregates in C57BL/6
mice remain unclear but are enhanced in congenic strains carrying a specific variant of the Ly5 (Ptprc or CD45)
gene. These characteristics of C57BL/6 mice suggest the presence of compensatory mechanisms or adaptations in
the auditory pathway to compensate for outer hair cell dysfunction (Riva et al.|2007, |Ohlemiller|2002).

The C57BL/6J mouse strain is frequently utilized for comparative studies on presbycusis, an age-related hear-
ing loss condition, alongside the CBA/J strain. The CBA/ca mouse strain is commonly employed as a control to
assess normal hearing in this research field (Willott|1991). Previous investigations have focused on the distinctions
in auditory circuitry between CBA and C57 mice, particularly during early developmental stages (Grothe & Park
2000, |Spongr et al.||1997). The CBA strain demonstrates relatively preserved auditory sensitivity and moderate
hair cell loss in advanced age (Willott||{1991} |Spongr et al[[{1997, |Sha et al|[2008). The CBA strain exhibits a
gradual, progressive hearing loss that mirrors the experience of many individuals when considering the differing
lifespans of mice and humans (Frisina & Walton|2001al (Ohlemiller et al.[2008| [Frisina & Walton|2001b)). The F1
Hybrid CBA x C57 is also a good candidate to study age-related changes, as this mice strain observes even better
performance compared to the CBA mice strain (Frisina et al.|2011, Bowen et al.|2020). Several studies described
that the auditory pathway between the CBA and C57 mice differ along ageing (Spongr et al.[|[1997), describing an
important loss of hair cell with ageing compared to the CBA, or changes in the AC neurons proprieties at the single
unit level (Bowen et al.|[2020). However, there remains a notable scarcity of comprehensive studies evaluating
and comparing the activity of the auditory cortex (AC) throughout the ageing process, particularly in awake mice.

Consequently, the specific alterations in AC activity during ageing at close time points remain undisclosed.

1.4 Brain states

After providing an overview of the auditory cortex, its functional units, and connectivity, we aimed to explore
how ongoing experiences could impact auditory processing. To accomplish this, we will delve into the brain state,
encompassing the overall rhythms of the brain, as recorded by scalp electrodes (EEG), as well as the rhythms
observed within specific layers, (LFP), (Figure [I.5] AC). These techniques enable us to observe both the global
brain rhythms and the local rthythms, both of which have the potential to influence auditory processing, with the
hypothesis that cognitive states may affect the reception, integration, and output commands of neural networks as

the temporal spiking activity of individual cell.
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The term “brain states” refers to different patterns of activity that occur in the brain over time. These patterns
of activity can be characterised by changes in the level of electrical activity, blood flow, and metabolic activity in
different regions of the brain (Raichle |1998| |Greene et al.|[2023). Brain states encompass various conditions of
behavioural states and can be assessed using multiple methods.

Various wave frequencies can be captured using both invasive methods like EEG and LFP involving electrode
insertion, as well as non-invasive approaches such as magnetoencephalography (MEG) and electrocorticography
(ECoG) to record different brain rhythms, (Buzsaki et al.[2012). In our review, we will focus on waveform analysis.
The waves may represent the extracellular flow of ions (Buzsdki et al.|[2012) (Figure [I.5] B). These potentials
are detected by the electrodes and displayed as waves. Low-frequency waves are reflected by the synchronous
activity of neurons. Conversely, if the activity of the recorded cell is asynchronous, the wave frequencies can be
high (Buzsaki et al|2012) (Figure [I.5]D). However, it is interesting to mention that a high-frequency wave may
also represent the synchrony of high-frequency cell activity (Ray et al.[2008). Here, we will first describe the
different common observed waveforms frequencies (Buzsaki et al.[2012), their corresponding cognitive states, and
cortical activities, as well as review brain oscillations and sensory cortex areas. Additionally, we will discuss the

relationship between brain waves and spikes, and how this connection impacts auditory perception.

1.4.1 Neural oscillation and wakefulness

The history of neural oscillations began with Hans Berger, who conducted pioneering experiments in the 1920s.
He observed an 8-12Hz rhythm by amplifying the signal from scalp electrodes using an electroencephalograph
(EEQG) electrode (Jung & Berger||1979). EEG is a non-invasive tool to record brain activity. Electrodes are placed
on the scalp, and the summation of ionic currents in the cortex is measured. This provides good temporal resolution
of the signal (in milliseconds), but poor spatial resolution. Oscillations, by inducing fluctuations in neuronal
membrane potential, can periodically bring the voltage closer to or farther from the neuron’s action potential
threshold (Buzsaki|2004). This phenomenon may act as a coincidence mechanism, linking the membrane potential
and the arrival of inputs to either facilitate or decrease the probability of spiking. The temporal coupling between
different neuronal circuits can orchestrate responses to complex tasks by integrating different pathways (Bastos

et al.| 2012, |[Engel et al.|2001}, [Fries|2009).

1.4.2 Oscillation and neural code

During this decade, several studies have focused on understanding the relationship between spiking activity
and oscillatory behaviour (Buzsaki||2010). During wakefulness, there is a correlation between the negative peaks
of the LFP and an increase in firing activity (McGinley et al.[2015). On the other hand, during the slow-wave sleep
(SWS) state, the negative peaks are associated with a significant decrease in firing activity in the units, followed
by an activity rebound at the positive peaks (UP states) (Destexhe et al.|[1999, |Zerlaut & Destexhe|[2017). The
close relationship between slow waves, UP and DOWN states, and firing rate, FR, has been demonstrated through
intracellular recordings during natural slow-wave sleep in cats (Steriade et al.|2001} |Steriade & Timofeev|2003).

Although the specific frequency ranges slightly between individuals and species, five main brainwave traces

have been identified (Buzsaki et al.|2013)): delta (1-4 Hz), theta (4-7 Hz), alpha (8-15 Hz), beta (16-31 Hz), and
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gamma (35-80 Hz) (Figure [I.5] EF). These frequency bands have been linked to different task behaviours and

pathologies (Poulet & Crochet|[2019). For example, the anaesthesia state, associated with loss of consciousness,

is characterised by the dominance of slow oscillation frequencies (Curto et al.|[20094). High concentration and

meditation are associated with gamma bands, while a drowsy but awake state is associated with alpha bands.
The Yerkes-Dodson U-shaped curve illustrates the relationship between arousal and performance, suggesting that

moderate levels of arousal enhance task performance, while both low and high levels can impair it. describes that

optimal performance is linked to middle-frequency bands, (Yerkes & Dodson/|[1908). The underlying hypothesis is

that the participant is relaxed enough to receive inputs, yet sufficiently concentrated and awake to process them.
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Figure 1.5: Brain rhythins
(A) Schema of potential pyramidal cells recording by an EEG electrode placed on the scalp Adapted from
ten|[2020). (B) Representation of the occurring potentials around the active neuron, Adapted from
2012), the bottom schema represents the simulation to an injection of current in the injection site (blue), at the
mid-apical dendrite (green trace) and soma (orange trace) zones. Red and blue contour lines correspond to pos-
itive and negative values for the LFP amplitude, respectively. The top represents the LFP in response to a spike.
(C) Representation of the LFP simultaneously recorded in different layers in the motor cortex comparison to an
intracellular activity of a pyramidal cell in layer 5, Adapted from (Buzsdki et al.|[2012). (D) 6-second example of
the EEG, Cz, and LFP traces at different brain areas (motor area (SM), entorhinal cortex (EC), hippocampus (HC)
and amygdala (Am)). The spiking activity of groups of neurons, multi-units, are represented in green and single
unit, black Adapted from (Buzsdki et al|2012). (E) Example of the frequency bands, from the lower frequencies,
bottom, to the higher, top, Adapted from (Kielan et al|2020). (F) Different oscillatory classes were observed in
the rat cortex. The frequency classes are presented on a logarithmic scale, showcasing a linear progression. Each
band is represented with its corresponding frequency range and commonly used term, Adapted from

[Dragufin|200%).
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1.4.3 Frequency bands and brain states

Delta oscillations, ranging from 0.5 to 4 Hz, are prominent in EEG recordings during deep sleep and states
of reduced arousal. These slow-wave patterns indicate a state of restorative rest and are characterised by high-
amplitude, synchronized waves (Harmony|2013). Delta waves are typically observed in the frontal and central
regions of the brain during the deepest stages of sleep. They are associated with essential physiological processes,
such as tissue repair, immune system functioning, and hormone regulation (Cassidy et al.|[2020, |Abhang et al.
2016). In healthy individuals, a predominance of delta activity during sleep is considered crucial for maintaining
optimal cognitive performance and overall well-being (Gu et al.[2023)).

Theta oscillations are occurring at frequencies between 4 and 7 Hz. They can be categorized into at least
two main types: cortical theta and hippocampal theta (Karakag [2020). Hippocampal theta refers to theta oscil-
lations originating from the hippocampus, a brain structure crucial for memory formation and spatial navigation.
The hippocampal theta is closely linked to spatial navigation and memory processes, and it is believed to coordi-
nate communication between the hippocampus and other brain regions during memory consolidation and retrieval
(Nunez & Buno|2021)).

On the other hand, cortical theta refers to theta oscillations observed in the neocortex. These cortical theta
rhythms are typically associated with cognitive processes such as attention, learning, and memory encoding
(Karakag|2020). These oscillations play a role in memory consolidation, creative thinking, and emotional pro-
cessing, contributing to the overall regulation of cognitive and emotional functions. Theta oscillations have, also,
been associated with the default mode network (DMN) processes in the brain (Das et al.[|2022] [Scheeringa et al.
2008). The DMN is a network of brain regions active during rest and mind-wandering, involved in self-referential
thinking and memory retrieval (Menon|2023)). Theta oscillations show increased power and coherence within the
DMN during periods of mind-wandering and tasks requiring internal focus (Das et al|[2022| |Scheeringa et al.
2008)). They are believed to support the integration of information and contribute to cognitive processes related to
self-reflection and introspection.

The alpha rhythm spanning the frequency range of 8 to 12 Hz, is an oscillatory pattern that corresponds to a
state of relaxed wakefulness (Cantero et al.|2002). It is commonly observed in individuals who are awake but in
a state of relaxed mental engagement or when the eyes are closed (Vago & Zeidan|2016). Some hypotheses claim
that the alpha rhythm is indicative of a neural state characterised by decreased cortical excitability and enhanced
inhibitory processes (Jensen & Mazaheri|2010), or linked to attention (Klimesch|[2012} Jensen & Mazaheri|[2010).

Beta waves are oscillatory waves between the frequency range of 13 to 30 Hz observed during episodes of
heightened mental activity (Kropotov|2009). These oscillations are frequently detected during cognitive processes
involving problem-solving, decision-making, and focused attention (Eggermont|[2021). They reflect a state of
increased cortical activation and are indicative of active engagement in mental tasks requiring sustained concen-
tration (Chen et al.|[2017). However, it is important to note that beta waves are not exclusive to productive mental
activity, they can also manifest in states of anxiety or stress (Diaz et al.||2019)). Consequently, the presence of beta
waves serves as a valuable measure in the investigation of cognitive processes, as well as in the assessment of

emotional states associated with anxiety or stress.
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Gamma waves reflect synchronized neural activity across multiple brain regions and are believed to play a
crucial role in information integration and binding (Buzsaki & Wang|2012). The presence of gamma wave activity
indicates enhanced communication and coordination among different cortical areas, facilitating the integration of
sensory information and the formation of coherent perceptual experiences (Buzsaki & Wang|[2012). Additionally,
gamma waves have been implicated in higher-order cognitive processes such as working memory, learning, and
the generation of conscious awareness (Jia & Kohn|2011). Gamma rhythms are observed in various brain regions
during waking and sleep states, but their functions and mechanisms remain debated. Gamma-band rhythmogenesis
is tied to perisomatic inhibition (Buzsaki & Wang|2012), and their oscillations result from the interplay of excitation
and inhibition.

There is also a distinction between low gamma and high gamma waves that lies in their respective frequency
ranges and functional implications (Catanese et al.|2016| Jia & Kohn|2011). Low gamma waves typically refer to
oscillations within the lower end of the gamma frequency range, around 30 to 50 Hz. They are involved in sensory
perception and integration, facilitating the binding of different sensory inputs into a coherent perception. They
synchronise neural activity across brain regions and play a role in creating a unified representation of the environ-
ment (Buzsaki & Wang|[2012). On the other hand, high gamma waves encompass the higher end of the gamma
frequency spectrum, typically ranging from 70 to 100 Hz or even beyond. They are associated with complex
cognitive processes and higher-order cortical functions, such, as attention, memory formation, and the integration
of information across brain regions. High gamma activity is observed during tasks that require working memory
and the manipulation of information (Catanese et al|2016). Interestingly, the frequency bands can also interact
with each other in complex ways (Buzsaki et al.|2012)), where the coupling between different frequency bands are
supporting cognitive of-state functions. For example, alpha oscillations are thought to represent inhibited sensory
processing, while gamma oscillations are thought to enhance it (Seymour et al.[2017)). By studying the interactions
between different frequency bands, researchers can gain insights into the underlying neural mechanisms of cogni-

tive and behavioural processes.

1.4.4 Cell synchronization and auditory perception

The synchronization of neuronal activity in the auditory cortex provides several advantages. Firstly, it enables
the neurons to collaborate more efficiently in processing the attended sound (Henao et al.||2020, Fuglsang et al.
2020). Through coordinated activity, the neurons enhance their sensitivity to specific characteristics of the sound,
such as pitch, timbre, or temporal patterns. This heightened sensitivity promotes accurate and efficient processing
of the attended sound, thereby improving our ability to perceive and comprehend it. The synchronization of neu-
ronal activity in the auditory cortex plays an important role in enhancing our ability to perceive and understand the
attended sound (Poulet & Crochet|2019). It is thought to arise from the synaptic interactions between neurons and
can be influenced by top-down processes originating from higher-level brain regions associated with attention and
cognitive control. Additionally, the synchronization of neuronal activity assists in suppressing irrelevant or dis-
tracting information present in the auditory environment (Zanto & Gazzaley|2009)). In a noisy environment, like a
conversation in a crowded room, synchronized activity in the auditory cortex plays a crucial role in helping us filter

out background noise. This synchronization allows our brain to focus on and better understand the speech sounds
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in the ongoing conversation. The coordinated activity essentially acts as a mechanism that enhances our ability to
concentrate on relevant auditory information and improves our comprehension amidst a noisy background, (Sohal
et al.|2009). Specifically, the synchronized firing of neurons in the auditory cortex helps emphasize the signals
associated with speech, making it easier for our brain to distinguish and process the meaningful sounds while min-
imizing the impact of distracting background noise.

The effects of attention could be to increase synchronization and coordination of firing patterns among neurons
in the auditory cortex. This synchronization is hypothesized to facilitate a comprehensive understanding of the
auditory stimulus (Fuglsang et al.|2020, Harris & Thiele|2011). Attention affects aspects of neuronal activity in
the auditory cortex. It reduces trial-to-trial variability and firing rate correlations between neurons. Variability and
noise correlations, which typically reduce the information encoded by neuronal populations, are decreased when
attention is directed to the receptive field. Moreover, attention reduces the adaptation of auditory cortex responses
to repeatedly presented stimuli (Harris & Thiele|[2011). Selective attention can influence the level of cortical
desynchronization at a local level. Rather than a global effect, attention may cause maximum desynchronization in
a small patch of cortical tissue representing the attended stimulus, while non-attended parts of the sensory world
may remain in a more synchronized state. This local modulation of cortical state by attention can explain various
findings related to attention-induced changes in neuronal activity (Steinmetz et al.|2000). Attention directed to the
receptive field of recorded neurons in the auditory cortex leads to decreased low-frequency LFP power compared
to attention directed outside the receptive field (Laffere et al.[|[20205). This suggests that attention modulates the
size of low-frequency fluctuations locally.

In summary, the synchronization of neuronal activity within the auditory cortex plays a crucial role in enhanc-
ing our capacity to perceive and comprehend the attended sound. By coordinating their activity, the neurons can
effectively collaborate in extracting pertinent information from the sound signal while attenuating irrelevant or
distracting auditory stimuli in the environment. Preceding activity before stimulus processing can greatly impact
auditory processing. Recent studies and technological advancements, particularly in vivo invasive electrophysi-
ology, have revealed that "brain states” encompass different spatial and temporal components (Harris & Thiele
2011}, Buzsaki|2010, Buzsaki et al.[2012)). Single neurons are capable of oscillating at different frequencies, neigh-
bouring neurons can synchronise with each other, long-distance brain areas can exhibit synchronization, different
layers within the same cortical area may display different oscillatory behaviour, and oscillations can propagate and
assume different directions (Gold et al.|2006, |Curto et al.2009al Buzsaki|2010). This underscores the importance
of oscillations in shaping brain activity. This result suggests that brain oscillation may have several roles in inte-

gration and brain computation.
1.5 Spontaneous activity

1.5.1 The spontaneous activity in the brain

Spontaneous or ongoing brain activity refers to the neural activity that occurs in the absence of any external
stimuli or task demands (Sadaghiani et al.2010). More evidence suggests that the spontaneous brain activity cannot

be simply described as background noise, disconnected from the system’s response (Tozzi et al.|2016). Rather,
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it manifests during unconstrained resting states in the awake state and englobes the resting mode state and active
ongoing activities (Harris & Thiele|/[2011). The detection and recording of spontaneous signals through various
imaging techniques such as fMRI, EEG, and MEG provide compelling evidence supporting the notion that these
fluctuations constitute the fundamental framework of functional brain organization (Meyer-Baese et al.[2022).

This spontaneous activity is often characterised by the presence of rhythmic oscillations in different frequency
bands. For example, the alpha (8-12 Hz) and beta (13-30 Hz) bands are often observed during resting-state EEG
recordings, while the default mode network (DMN) in the brain is characterised by low-frequency (0.01-0.1 Hz)
fluctuations in BOLD signal during fMRI recordings (Meyer-Baese et al.|2022). As a sight note, spontaneous ac-
tivity encompasses the broader concept of intrinsic neural activity that occurs during rest and task-free conditions,
while the default mode specifically refers to the pattern of activation within the default mode network observed
during rest periods.

However, it is thought that spontaneous activity is important for various aspects of brain function, including
sensory processing, perception, attention, and cognition (Mitra et al.||2018}, |Poulet & Crochet|2019), but also for
cell-types spiking activity integration (Chen et al.|2017). The spontaneous activity preceding the reception of a sig-
nal appears to influence how the brain receives and processes information. In this context, the spontaneous activity
or state could have an impact on the coding of information within the brain. These fluctuations in cortical excitabil-
ity exert a noteworthy impact on the overall field potential activity and the spiking patterns of individual neurons.
And as the coupling or nesting of numerous spikes serves a vital coordinating role, endowing a logical struc-
ture for the integration of functional activity (Gold et al|2006| |Buzsaki|2006). Recent findings further illustrate
that gamma-band activity in alert primates predominantly emerges as a property of the cortex from resting-state
waves (Bastos et al.[|2014)). Remarkably, spontaneous cortical electrical activity is already observed in the human
foetal stage (Krueger & Garvan/[2014), resembling the pulsations exhibited by the spontaneously contracting heart
during the same period. Moreover, immature synapses display a higher propensity for spontaneous fluctuations
compared to their more mature counterparts (Kavalali|2014). And spontaneous activity seems to be important for
the maturation of the network, in particular the formation of GABAergic synapses (Colin-Le Brun et al.|2004).
Taken together, this research suggests that spontaneous activity may potentially be linked to neural network mat-
uration. Abnormalities in spontaneous activity have also been linked to a variety of neurological and psychiatric
disorders, including Alzheimer’s disease, Parkinson’s disease, schizophrenia, and depression (Wen et al.|2013} |L1
et al.[[2020). For example, individuals with Alzheimer’s disease may show reduced power and coherence of alpha
oscillations during spontaneous activity, “awake resting state”, indicating altered cortical function and connectivity
(Lejko et al.[2020). Abnormal spontaneous activity- (increase and decrease depending on the regions), has also
been reported in several mental health diseases such as schizophrenia (Gong et al|2020) and depression (Wang
et al.|2019] [Tabak et al.[|2001)), usually affecting the spontaneous activity in the prefrontal cortex, amygdala, and
hippocampus regions. Overall, the study of spontaneous activity is an important area of neuroscience research, as

it provides insights into the fundamental organization and function of the brain.
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1.5.2 Spontaneous activity in the auditory cortex

Spontaneous activity is also present in the auditory cortex when there is no external sound input (Eggermont
2006, 2015, [Luczak et al.|[2009). This ongoing activity has been found to play an important role in auditory
processing and perception (Eggermont [2015| |Arieli et al.||1996, Ribeiro & Castelo-Branco|[2022] [Bartlett | 2013)).
Studies have shown that the spontaneous activity preceding an auditory stimulation in the auditory cortex can
affect the processing of incoming sound stimuli (Harris & Thiele|2011} [Luczak et al.|2009). For example, the
strength and timing of the ongoing activity can influence the response of auditory neurons to sound, shaping their
sensitivity to specific sound frequencies and temporal patterns (Stringer et al.| 2019, Eggermont|2015), or even
represent the spontaneous behaviour activity (Figure [I.6] B) (Stringer et al.|[2019). This may suggest that the
ongoing activity in the auditory cortex may serve as a “’baseline” that affects the processing of incoming sound
information. The auditory cortex shows a subset of correlated neurons assemblies responding to sounds compared
to wider assemblies and desynchronization in neural activity during silence (Filipchuk et al.|2022)), and this is
observed mostly with complex sounds (Eggermont|2006)).

Some data suggest that the neuron assemblies active during spontaneous activity and evoked-response state
could be the same or overlapped (Eggermont|[2006). Moreover, the findings from the Basset paper (Betzel et al.
2019), indicate that although spontaneous neural activity varies across different sessions on different days, there is
a subset of neurons that exhibit stable correlations. In other words, while the overall patterns of spontaneous activ-
ity may differ from session to session, certain neurons consistently show synchronized or coordinated behaviour.
Furthermore, the spontaneous activity seems to be the same pre and post-stimuli (Eggermont|2015)), and the spon-
taneous activity and evoked-response activity show different propagation pathways across layers differ (Sakata &
Harris[2009). The underlying question is whether the variability in cortical responses to an identical sensory stimu-
lus is primarily influenced by stochastic noise (Faisal et al.[2008)), or if the interactions between sensory responses
and spontaneous activity also contribute to this variance (Curto et al.|2009b, [Stringer et al.[2019}|Arieli et al.[|1996)).
This question raises the possibility that the evoked activity may be either linearly or non-linearly integrated with
the ongoing spontaneous activity.

This topic has been studied by the Kenneth Harris group, where they found that the dynamics of auditory
cortical population in urethane-anaesthetized rats can be effectively described by a family of low-dimensional
dynamical system models (Curto et al.|20095). These models parameterized using spontaneous activity preceding
a stimulus, accurately predict the structure of subsequent sensory responses. Consequently, the observed trial-
to-trial variability can be explained as a natural outcome of sensory responses evolving according to the same
dynamics governing previous spontaneous activity. By applying the model, they were able to characterise cortical
dynamics with brain state. They found that the synchronized state corresponds to a nonlinear, self-exciting system,
whereas the desynchronized state exhibits predominantly linear dynamics. In their 2009 publication (Luczak et al.
2009) they provide evidence that population activity shows a broad degree of consistency across diverse sensory
stimuli and spontaneous events. Although individual neurons may exhibit variations in timing between stimuli,
these variances do not significantly disrupt the overall sequential organization observed at the population level.

This organization remains stable for approximately 100ms, with the reliability of spiking gradually declining after
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the onset of an event. The firing rates of groups of neurons are limited and follow specific patterns, even when
responding to different stimuli. These patterns form distinct areas within a larger constrained space, which is
defined by the set of spontaneous events. These findings indicate that population spike patterns originate from
a limited “vocabulary,” extensively sampled by spontaneous events but more narrowly represented by sensory

responses (Figure[T.6 A).
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Figure 1.6: Comparing Spontaneous and Evoked Neural Activity: Insights from Spike Count Analysis and Multidimensional
Scaling

(A) Top left represents the pike counts of two neurons, recorded from separate tetrodes, are depicted during the first
100 ms of spontaneous upstates (black), responses to a tone (green), and responses to a natural sound (magenta).
Data points are jittered for visibility, revealing distinct regions occupied by responses to sensory stimuli, both
contained within the realm outlined by spontaneous patterns.Top left represents a contour plot illustrating the
regions occupied by points from top left, with a blue outline computed from spike counts shuffled between upstates,
indicating the expected region in the absence of spike count correlations. bottom left, firing rate vectors of the entire
neuron population are visualized using multidimensional scaling (MDS), where each dot represents the activity of
45 neurons nonlinearly projected into 2D space. bottom right shows a contour plot derived from MDS data shows
sensory-evoked responses once again lying within the realm outlined by spontaneous events.Adapted from

let al|2009

1.5.3 Spontaneous activity, evoked responses, and brain states

Analysing the spontaneous activity of the cortex provides insights into the fundamental processes and organi-

zation of cortical activity. Spontaneous activity refers to the ongoing computations of the brain in the absence of
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external stimulation or a specific task. Research in this field is continually expanding, investigating the implication

of spontaneous activity implications on the brain’s structural and functional architecture, (Tozzi et al.[2016).

One important question is what the cortical spontaneous activity reflects and whether it represents internal
processing. The structure of cortical spontaneous activity varies across different brain states (Fairhall|2019). In the
auditory cortex of urethane-anaesthetized rats, population responses to click stimuli can be accurately predicted
on a trial-by-trial basis using a simple dynamical system model based on the spontaneous activity immediately
preceding the stimulus presentation (Luczak et al.|[2009). Changes in the cortical state consistently correspond
to changes in the model dynamics, indicating a nonlinear, self-exciting system during synchronized states and
an approximately linear system during desynchronized states. The variability in cortical responses to the same
stimulus may arise from stochastic noise or be influenced by the spontaneous activity preceding the stimulus

(Faisal et al.|2008).

In summary, if the pre-stimulus neural circuit state influences neural coding, perception is not solely determined
by the qualities of the sensory signal but also by the state of the brain before the stimulus (Keller & Mrsic-
Flogel |2018| [Podvalny et al.|2019| Henao et al[|2020). Many studies have demonstrated that the state (power or
phase) of pre-stimulus rhythmic brain activity can predict perceptual performance in various tasks (Henry et al.
2017), supporting the notion that perception is closely linked to rhythmic neural processing (Schroeder et al.|2010,
VanRullen|2016). Additionally, changes in top-down influences driven by attention and cognitive strategies are also
reflected in rhythmic brain activity, particularly in the alpha and beta frequency bands (Strauf’ et al.[[2015} [Henry
et al.|2017, [Wostmann et al.|2017). These findings shed light on why better performance in auditory tasks can
occur at an intermediate level of task difficulty, following a U-shaped curve. Recent research also indicates that the
cocktail-party effect, which involves the ability to selectively attend to a specific speaker in a noisy environment,
depends on the synchronization of low-frequency neural oscillations (Ding & Simon| 2012, [Horton et al.[[2013}
Golumbic et al.|[2013| |Kerlin et al.[2010). Age-related auditory impairment, a symptom of ageing-related hearing
loss, can lead to difficulties in extracting relevant auditory information in noisy backgrounds, potentially related to
disruptions in brain state and neural coding. This will be further discussed in the final part, focusing on the ageing

brain, ageing-related hearing loss, brain state, and neural coding.

1.5.4 Pupillometry

Pupillometry has demonstrated the ability to reflect an arousal state and serve as a marker of brain states
(Larsen & Waters|[2018| [Hess & Polt/[1964). A dilated pupil is indicative of high frequencies, while a constricted
pupil corresponds to low frequencies and sleep. Pupil diameter has been found to predict various cortical dynamics
related to task performance (Stringer et al.[2019, McGinley et al.|2015,|McNair et al.[2019)). The detection of brain
states involves both reliable spiking activity and oscillatory rhythms (Larsen & Waters|2018| [Hess & Polt][1964,
McGinley et al|2015). In this section, we examined the relationship between cell synchronization measured
through LFP analysis, brain state assessed by EEG, and pupil dynamics. Our goal is to introduce a metric for state

assessment, known as pupillometry.
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1.5.4.1 Pupillometry and brain states

There is a well-established link between changes in pupil size and changes in brain states. Pupil size is controlled
by the autonomic nervous system, which is responsible for regulating involuntary bodily functions such as heart
rate, breathing, and digestion. The autonomic nervous system is also involved in regulating arousal, attention, and
other aspects of cognitive processing (Larsen & Waters|2018). Changes in pupil size are commonly used as a
non-invasive measure of changes in cognitive processing and brain states. Specifically, the pupil tends to dilate
(i.e., get larger) in response to increased arousal and cognitive effort, and constrict (i.e., get smaller) in response to
decreased arousal and cognitive effort (Hess & Polt|1964, [Larsen & Waters 2018, |Yuzgec et al.|2018| Reimer et al.
2014). Similarly, changes in pupil size have been used to measure changes in brain states during various cognitive
tasks, such as attention, working memory, and decision-making (Reimer et al.[2014} |Yuzgec et al.|2018| [Larsen &
Waters|2018)). The measurement of changes in pupil size in response to diverse cognitive tasks provides valuable
insights into the underlying neural mechanisms of cognitive processing, thereby facilitating the development of

novel interventions aimed at enhancing cognitive function.

1.5.4.2 Pupil and spiking activities

There is growing evidence to suggest that changes in pupil size are linked to changes in neural spiking activity
in the brain. Specifically, pupil dilation is associated with increased firing rates of neurons in the locus coeruleus
(LC), a small cluster of neurons in the brainstem that is involved in regulating arousal, attention, and other aspects
of cognitive processing (Joshi et al.|2016). The LC is known to release the neurotransmitter norepinephrine, which
plays a key role in modulating neural activity in various regions of the brain (Joshi et al.[2016). Studies have
found that when the LC is activated, either through external stimulation (such as a stressful or emotionally charged
situation) or through internal cognitive processes (such as attention or decision-making), it leads to increased firing
rates of LC neurons and release of norepinephrine (He et al.|2023). This increase in norepinephrine release is
thought to be responsible for the associated increase in neural spiking activity and pupil dilation. In other words,
when the brain is engaged in a task that requires increased attention or cognitive effort, the LC is activated, leading
to increased release of norepinephrine, increased neural spiking activity, and dilation of the pupil. Overall, the
link between pupil dilation and neural spiking activity provides a valuable tool for measuring changes in cognitive
processing and brain states. By analysing changes in pupil size and neural activity in response to different cognitive
tasks and stimuli, researchers can gain insights into the underlying neural mechanisms of cognitive processing and

develop new interventions to improve cognitive function.

1.5.4.3 Pupil and auditory cortex

There is some evidence to suggest that changes in pupil size are also linked to changes in spiking activity in the
auditory cortex (Larsen & Waters|2018| Matthew et al.|2015). The J. McGinley and all paper (Matthew et al.|2015)),
examines the intricate relationship between arousal, behavioural performance, and neural activity, specifically in
the context of a tone-in-noise detection task (Figure AB). An inverted-U relationship, between brain states and

pupil diameter have been described (Figure B). Whereby both insufficient and excessive arousal levels detri-
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mentally affect performance, while intermediate levels yield optimal outcomes (Matthew et al.|2015). Intermediate

arousal levels correspond to a cortical state characterised by low noise, thereby facilitating superior behavioural
performance and eliciting optimal sensory responses in the auditory cortex. During this state, sensory responses
are notably amplified and reliable, while cortical membrane potentials remain consistently hyperpolarised. Conse-
quently, the signal-to-noise ratio of evoked cortical responses is significantly heightened. Conversely, heightened
arousal levels are associated with diminished amplitude/reliability of cortical sensory responses and compromised
behavioural performance. This decline in sensory-evoked responses may disrupt the precise spatiotemporal in-

teractions of cortical circuits crucial for optimal functioning (Matthew et al.|2015). The proposed mechanisms

underlying arousal-related changes in cortical responsiveness likely involve the engagement of multiple neuro-

transmitter systems, including adrenergic and cholinergic pathways (Bennett et al. 2013). Activation of these

pathways may modulate cortical excitability and the delicate balance between excitation and inhibition, thereby
influencing the sensory responsiveness of cortical circuits. In essence, unravelling the neural mechanisms govern-
ing arousal and its impact on performance holds great potential in enhancing our comprehension of optimal neural

network function, while concurrently mitigating trial-to-trial variability in sensory responses.
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(A) The relationship between AC neurons membrane potential, pupil diameter, and behaviour in mice is expanded
over time. (B) The relationship between state, behavioural performance, and auditory cortex responsiveness ob-
served by Both adapted from (Matthew et al[2015)).
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1.6 Investigating the neuronal activity

The comprehension of neuronal coding depends on the methodologies utilized for its investigation and the
metrics employed for extracting relevant information. The selection of techniques is dictated by the specific spa-
tiotemporal scale of analysis involved in the study. Investigating the information received by the auditory cortex
can be achieved by simultaneously recording the activity of a large number of neurons while presenting various
sound features. Comparing the evoked activity to the spontaneous activity can provide insights into auditory pro-

cessing (Rees|2009, Bahmer & Guptal2018).

1.6.1 Neuronal complexity and technological advances in brain research

The human brain exhibits a remarkable level of cellular complexity and organization. It is estimated that the
brain contains approximately 10!! neurons, each establishing connections with a vast network of 21-26 billion
neurons within the cerebral cortex (Herculano-Houzel|2009, Pelvig et al|2008). This intricate interplay of neu-
ronal connections forms the basis for the brain’s functionality and allows for complex cognitive processes to occur.
The high-density arrangement of neurons and their extensive connectivity contribute to the brain’s capacity to pro-
cess and integrate information, enabling the intricate operations underlying human cognition. The role of the brain
has been hypothesized to be significant since ancient times, with early thinkers such as the Egyptians (Fanous &
Couldwell|2012)), and Greek philosophers like Aristotle (Gross|[1995)), recognizing its importance. The study of
the brain’s function became more prominent in the 17th century. Francgois Pourfour du Petit observed a correla-
tion between the area of motor cortex injury and the resulting handicap in soldiers, establishing the principle of
contralateral motor action (Tacik et al.|2012). Thomas Willis and Descartes debated the significance of the cortex
(Caron/2015). In the field of electrophysiology, the story began with Luigi Galvani in the 1760s, who conducted
a famous experiment involving a frog and observed muscle contractions when the nerve was in contact with a
metal compound (Verkhratsky et al.|[2006). In the 19th century, the German physiologist Emil du Bois-Reymond
continued this work and demonstrated the electrical nature of nerve signals. He is considered the father of elec-
trophysiology due to his research on action potentials and resting potentials (Verkhratsky et al.|2006, Finkelstein
2015). In the 19th, Lord Edgar Adrian described the “all or none” property of action potentials and their specific
response to stimuli. He shared the 1932 Nobel Prize in Physiology with Sir Charles Sherrington for their discover-
ies regarding the functions of neurons (Grant|2006, |[Verkhratsky et al.|[2006). The effects of action potentials were
further established by L. Hodgkin and A. Huxley, who developed the voltage clamp technique using the squid giant
axon. They proposed the existence of two distinct independent conductances, one selective for sodium ions and
the other for potassium ions (Hodgkin & Huxley| 1952 [Verkhratsky et al.|[2006).

Together with J. Carew Eccles, they expanded these observations from nerves to neurons and characterised
synaptic connections by measuring excitatory postsynaptic potentials (EPSPs) and inhibitory postsynaptic poten-
tials (IPSPs) in the stretch reflex model. In this model, when the sensory neuron is stimulated, an EPSP is recorded
in the motoneuron that innervates the muscle, while an IPSP is recorded in the motoneuron that innervates the
opposing muscle. They also observed that a single EPSP is not sufficient to activate the motoneuron; instead, it

is the summation of multiple sensory stimuli that leads to the generation of an action potential. Their ground-
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breaking studies earned them the Nobel Prize in Physiology or Medicine in 1963 (Schwiening|2012, |Caron|[2015)).
After 20 years and a meeting with K. Popper, Eccles and Katz elucidated that synaptic transmission is chemical
rather than electric and described the role of acetylcholine as a neurotransmitter (Stahnisch(2017). In the 1970s, E.
Neher and B. Sakmann introduced the patch-clamp technique, a single-cell electrophysiological method in which
a micropipette filled with an electrolyte solution is used as a recording electrode to amplify the membrane po-
tential (Verkhratsky et al.|2006). This technique allows researchers to control the current or voltage and observe
the resulting voltage or current of the cell. Typically, the resting membrane potential varies between -60 mV
and -80 mV. Several variations of the patch-clamp technique have been developed. For example, the inside-out
and outside-out configurations involve excising the main body of the cell, enabling the observation of individual
channel behaviour. The patch-clamp technique earned Neher and Sakmann the 1991 Nobel Prize in Physiology
or Medicine and remains one of the most widely used intracellular recording methods (Neher & Sakmann|1976).
These advancements encouraged scientists to directly insert invasive electrodes into the brain and record neuronal
activity in vivo. The original studies by Renshaw, Forbes, and Morrison (1940) on the cat’s hippocampus demon-
strated that unitary discharge of pyramidal cell could be recorded with microelectrodes when they were placed
within the stratum pyramidal (Renshaw et al.|1940).

Hubel and Wiesel, recipients of the 1981 Nobel Prize in Physiology or Medicine, demonstrated a link between

visual sensory input and neuronal activity. They inserted a microelectrode into the primary visual cortex of an
anaesthetized cat and observed the response of neurons to light and dark patterns projected onto a screen. They
found that certain neurons fired in response to specific lines at a particular angle, which they termed ”simple cell.”
Other neurons, known as “complex cell,” responded to multiple edges and exhibited a preference for motion in
specific directions (Hubel & Wiesel|[1962). At the time, the cat’s visual system was relatively understudied, and
the use of invasive microelectrodes became more prevalent. Results were discussed in terms of intracellular or
extracellular recordings depending on the sign of the recorded potential (Renshaw et al.|[1940, |Li & Jasper|1953).
The emergence of large neural population studies was facilitated by the ability to simultaneously record from large
populations of cell.
In our modern times, technological advancements in neural interfaces have led to the development of better neural
interfaces with improved designs, components, and integrated devices. The field of neuroscience has expanded
significantly, with substantial progress and an ever-growing body of knowledge. Approximately 25,000 papers
were published annually between 2015 and 2020 that included the term “neuron” in their titles or abstracts (online
PubMed, September 2021). Various aspects such as the role of glia, microenvironment, dendritic integration, cell
types, brain organization, connectivity, white matter, and genetics serve as essential building blocks that contribute
to our understanding of how neurons function and thrive.

To encompass the broad field of neuroscience studies, these interfaces should enable the recording and/or
stimulation of multiple discrete neurons during specific periods. Additionally, for translational and clinical appli-
cations, additional requirements such as safety, reliability, acceptance, and cost-effectiveness need to be addressed.
Microfabricated electrode arrays, known as neural probes, consist of thin layers of conductors and insulators, such

as silicon or polymer substrates, and offer the advantage of being designed to meet specific experimental needs
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(Figure [I.8] A) (Kipke et al|2008] [Schjetnan & Luczak|201T). Silicon-based microfabrication technology allows
for the creation of high-density two-dimensional shapes with single or multiple shanks (Hong & Lieber]2019).

Various stimulating techniques can be employed. For instance, deep brain stimulation (DBS) involves surgically
implanting electrodes into specific brain regions. These electrodes, also known as leads, generate electrical im-
pulses to modulate abnormal brain activity. While this technique has applications in both research and clinical

settings, it is commonly used in the clinic to treat patients with conditions such as Parkinson’s disease or epilepsy

who do not respond well to medication (Bragin et al.|2000, Lozano et al.|2019).

Another cutting-edge technical tool for stimulation is optogenetics. Optogenetics allows for the selective acti-
vation of neurons through genetic manipulation, involving the transgenic expression of photon-gated ion channels,
known as opsins, into the membranes of neurons. By illuminating these cell with a specific wavelength, the ion
channels in the neurons can be opened, inducing either depolarization (e.g., Channelrhodopsin-2, ChR2) or hyper-
polarization (e.g., Arch). This approach enables researchers to selectively observe the effects of neuron activity,
its impact on brain activity and animal behaviour, and even the circuit patterns of nearby neurons
2011} [Airan et al.|2009). Optogenetics provides temporal precision at the millisecond scale, allowing scientists to

study rapid biological information processing, such as action potentials. In 2010, optogenetics was recognized as

the "Method of the Year” by the journal Nature Methods (Editorial, 2011).
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1.6.2 Spike train measures

The study of neuronal activity entails the examination of diverse electrophysiological measures. In this section,
we will explore several metrics, underlines electrophysiological recordings, that provide valuable insights into neu-
ronal dynamics. When an electrode array is inserted into a specific region of the brain, such as the auditory cortex,
it enables the acquisition of valuable data regarding neuronal activity. The inserted probe captures extracellular
currents, which represent the collective electrical signals generated by the neurons in that particular area. These
extracellular voltages result from the summation of individual neuronal action potentials and synaptic potentials.
By reading and analysing these extracellular currents, we can gain insights into the patterns, timing, and overall
dynamics of neuronal firing.

Spike sorting techniques utilize the similarities in spike shapes to group neurons into clusters. Generally, spike
sorting algorithms involve four major steps, starting from the raw data and concluding with classified spike shapes.
The initial step involves filtering the raw data by applying a band-pass filter to eliminate low-frequency activity and
enhance spike visualization. Next, spikes are typically detected from the filtered data using an amplitude thresh-
old, which can be manually set as a multiple of the standard deviation of the signal or automatically determined
(Pouzat et al.[2002| Rey et al.[2015). The third step entails extracting features from the spike shapes, which reduces
the dimensionality of the data points per spike. These features enable the separation of waveforms into distinct
clusters representing different spiking neurons. Finally, in the last step, spikes with similar features are grouped
into clusters corresponding to different neurons (Rey et al.[[2015)). These detected spikes are further analysed for
various spike parameters such as the firing rate or the entropy of the spike train. This is based on the principle that
each neuron tends to generate spikes with a distinct shape (Gold et al.|2006, [Pachitariu et al.|2016).

Independently, the filtered data is used to calculate the local field potential (LFP) by extracting the low-frequency
components of the signal. This LFP represents the summation of synaptic potentials and other collective neuronal
activities in the recorded area. LFPs can be used to investigate, neuronal rhythms. After analysing the spike activ-
ity of various neurons, the question arises as to what metrics we can extract from this data to characterise neuronal

behaviour.

1.6.2.0.1 Firing rate The firing rate refers to the rate at which a neuron generates action potentials or "fire”. It
is one of the fundamental measures used to understand and quantify neural activity (Tomar|2019). Neurons com-
municate with each other through AP. When a neuron receives inputs from other neurons, it integrates those inputs
and, if the accumulated electrical potential reaches a certain threshold, it generates an action potential (Gerstner
et al|[1997). The firing rate of a neuron is the average number of action potentials it produces per unit of time,
typically measured in spikes per second (or Hz) (Tomar|2019). The firing rate of a neuron can be influenced by
various factors such as the strength and timing of inputs from other neurons, the summation of different inputs,
the presence of neurotransmitters, and the neuron’s intrinsic properties. Neurons can exhibit a wide range of firing
rates, from a few spikes per second to hundreds of spikes per second (Vonderschen & Chacron|2011)). Different
firing rate patterns could represent different aspects of sensory stimuli or cognitive processes. For example, in the

auditory system, the firing rate could encode for frequency, intensity, orientation, or motion direction of the sounds
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stimuli (Kral & Sharmal[2023| [Phillips et al.[2002} Bitterman et al.|2008}, |Gold et al.[2006} |Pachitariu et al.|2016).

These measurements provide insights into how neural circuits process information and how changes in firing rates
contribute to various brain functions and behaviour. In many cases, an increase in firing rate can be associated
with the presence of a stimulus or the engagement of a specific cognitive process (Matthews||1999). For example,
in sensory systems, neurons often respond with increased firing rates when they are presented with a preferred
stimulus (Cooke et al.|[2020). However, it’s important to note that the interpretation of firing rates can vary de-
pending on the context and the specific neuronal population being studied. Additionally, the firing rate is just one
aspect of neural coding, and other measures such as spike timing, population activity, and synaptic connectivity
also play significant roles in understanding neural information processing. Similarly, in cognitive tasks or decision-
making processes, firing rates can reflect the encoding of relevant information or the involvement of specific neural
circuits. Neurons involved in memory formation or attention, for instance, increased firing rates during the task
compared to baseline levels (Lim et al.|[2015). On the other hand, a decrease or cessation of firing can also carry
information. In some cases, neurons may exhibit decreased firing rates in response to specific stimuli or as part of
an inhibitory mechanism (Revill & Fuglevand|2017)). Inhibition can be crucial for regulating the activity of neural
circuits, preventing excessive firing, or shaping the overall response patterns. It’s worth noting that firing rates
alone might not provide a complete understanding of neuronal activity. Other factors such as the precise timing
and pattern of spikes, as well as the synchronization of activity across multiple neurons, can also contribute to
the neural code. Additionally, the relationship between firing rate and information processing can be complex and
context-dependent, requiring careful experimental design and analysis to extract meaningful insights. In summary,
while higher firing rates often indicate more active neurons and can be associated with stimulus detection or cog-
nitive processes, the interpretation of firing rates depends on the specific experimental context and the properties

of the neurons being studied.

1.6.2.0.2 Analysing the spiking pattern Since neurons exhibit variable responses to the same stimulus (Einevoll
et al.2012), averaging the neural responses across multiple stimulus presentations provides a more representative
picture of natural brain processing and reduces spiking variability (Cooke et al.[[2020). Several techniques are
used to describe the spiking pattern of activity. The time to the first spike in response to a stimulus, known as
latency, is another measure used (Chase & Young||2007). It provides insights into the speed and efficiency of
neural processing, offering valuable information about sensory perception, motor control, and cognitive functions.
Latency measurements are crucial for understanding the timing and coordination of neural activity, contributing
to our understanding of brain function. These measures serve as valuable tools for studying neuronal dynamics.
The interval spiking, also known as the inter-spike interval (ISI), refers to the time duration between consecutive
spikes or action potentials generated by a neuron (Reich et al.|[2000). ISI analysis is a valuable tool to examine
the temporal patterns and regularity of neuronal firing. The ISI could give insight into the firing rate pattern. ISI
analysis plays a role in understanding the coding and communication processes within neuronal populations and
holds the potential for advancing our knowledge of various neurological disorders and their treatment. To observe
possible system-level activity, correlations and synchronicity can be measured among pairs or groups of neurons

that are thought to be functionally related. These measures can reveal special events and convey information that is
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not captured by the firing rate of individual neurons alone (Malsburg|1994). Temporal pulse correlations can also
be examined to determine if a pattern represents a meaningful event. For instance, in the case of a spike pattern
involving three neurons, if neuron 1 fires at time t1, followed by neuron 2 at time tl1+d, and then by neuron 3 at
t1+da+db, where da and db are constants, it might signify a specific stimulus condition (Abeles|1991 |Cessac et al.

2010).

1.6.2.0.3 Entropy Information theory offers a framework to quantify the information content in a signal or
system by considering the probabilities of different outcomes or events (Shannon|1948)). The entropy, a fundamen-
tal concept in information theory, represents the degree of uncertainty associated with the state of a continuous,
discrete system or a collection of data. The idea of information theory is to assess the information transmitted from
a source to a receiver (Figure (Reinagel|2000). The information transmission is based on a binary representa-
tion, responding the response: 1, ‘yes’, or, 0, ‘no’. For instance, if we consider the example of coin tosses (n), with
1 choosing a particular face, n repetition gives the N=2" formula. By then, 2" combination is 1og2(2™) =n bits of
information (Reinagel|2000). This binary logarithm captures the binary nature of Shannon’s information theory.
However, unlike coins tonnes, the probability of an event occurring is not equal (Borst & Theunissen||1999).

The Shannon entropy equation provides, then, a means to estimate the minimum average number of bits, consid-
ering the probabilities of those events. In the equation, H represents entropy, and pi denotes the probability of an
event, (Figure[I.9] A). The entropy is a dimensionless measure, and it is widely applicable to various types of data.
Its utility has been extensively recognized in the neuroscience fields (Borst & Theunissen| 1999, Timme & Lapish
2018], [Piasini & Panzeri/[2019), giving insights into statistical measures of the information contained in neurons,
the brain, or fibres, concerning different stimuli and conditions. However, measuring entropy can be challenging
due to potential sampling biases resulting from the signal size, quantization levels, and sampling methods, and
this aspect needs to be assessed in the study (Piasini & Panzeri|[2019). The information theory application to the
neurosciences was widely investigated at the end of the 20th Century, soon after the publication of the Shannon
paper (Bialek et al.|[1991} Rubio & Holden| 1975, Mackay & McCulloch| 1952, [Eckhorn & Popel|1974), where the
main goal was to adapt the entropy formula to the neural analysis. MacKay and McCulloch (1952) were among the
first to apply the concept of information to explore the transmission capacity of nerve cell (Mackay & McCulloch
1952). The (Attneave|[1954), and (Barlow|1961)), research proposed that the neural structure, particularly in sen-
sory systems, matches the statistical structure of the sensory environment, optimizing the information transmission
(Dimitrov et al.|2011). See (Dimitrov et al.|2011) for an intensive historical review of the information theory in
neurosciences.

However, after the first investigation efforts in the 60-90s, the information theory in the neurosciences field
decreased until the push to new technologies with the increase of recorded neurons. By then, the information
theory was used to investigate single unit spike train (Keshmiri|2020, Pryluk et al.|2019), EEG signals (Waschke
et al|[2017), or fMRI (Saxe et al.|2018)). Changes in the entropy of neuronal activity have been associated with
cognitive state and behaviour (Keshmiri||2020). Changes in the entropy of neuronal activity have been linked to
more sensitive (Waschke et al.|2017), efficient (Pryluk et al.|2019) coding strategies, or ageing (Saxe et al.[|2018))

and the entropy seems to be modulated by brain regions (Pryluk et al.[2019) or age groups (Waschke et al.[2017).
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Even though most metrics use information theory as their inspiration to compute entropy, we have not observed
a specific pipeline or sufficient control over the diversity of potentially sent information to enable a comparison
of entropy results between brain areas, cell types, or papers, nor particular clear conclusion on how the neurons
entropy change along age. The paper by Pryluk et al. (2019) is interesting in that it normalizes the computed
entropy by an analytical entropy that represents the maximum information a particular signal could hold. This
approach allows for the comparison of results between cell and brain areas that may have different capabilities
(Pryluk et al[2019). Overall, the entropy of neuronal activity could be an interesting measure of the underlying
dynamics of the neural system and can provide insights into how the brain processes and responds to sensory

information.
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Figure 1.9: The Shannon information theory

The entropy is calculated based on the probabilities to observe a particular pattern. The Shannon entropy formula
is given by the formula (A), where H(X) is the entropy of the discrete random variable, P(i) is the probability of
event i, n is the number of distinct events in the sample space, logb is the logarithm to the base b. Common choices
for the base of the logarithm 2 (for bits). The choice of the base determines the unit of entropy. (B) In the case of
two possible state of information, an entropy of zero represents a probability to observe one of the two information,
and an entropy of 1 represents the probability to observe both of the information. A higher entropy represents a
higher unexpectedness Adapted from (Shannon|1948)

1.7 Hypothesis and specific aims

Age-related hearing loss is a prevalent condition that affects a significant portion of the population, especially
as the population continues to age. Typically characterized as a peripheral auditory impairment, the presbycusis
has received limited research attention regarding its effects on auditory cortex (AC) (Jayakody et al. 2018, [Fuksa
et al.|[2022, |Gates & Mills|2005). However, given the crucial role of the auditory cortex in auditory integration,
it is imperative to investigate how it adapts to these peripheral impairments, as it may provide novel insights into
potential therapeutic strategies. The auditory cortex is composed of a complex network of excitatory and inhibitory
cell, each playing a crucial role in auditory information processing. The balance between excitatory and inhibitory
activity is vital for proper information processing and maintaining the integrity of auditory perception. Disrup-

tions in this delicate balance, which may occur as a result of age-related hearing loss, can lead to altered cortical
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responses and impaired auditory function. In addition to age-related changes in peripheral auditory function, age-
ing also affects the biophysical properties of the brain and cognitive functions. Based on this understanding, we
formulated the hypothesis that changes would be observed in the activity of the auditory cortex during the age-
ing process, we aimed to compare the presbycusis aging model to a non-pathological one. We hypothesise that
changes in auditory cortex activity will be observed in the ageing process, and comparing mouse models with
different auditory peripheral integrity will help differentiate the effects of peripheral and central ageing on audi-
tory processing. Instigating three axes: -Age-related hearing loss is an important condition that requires further
research on its impact on auditory cortex activity. -Understanding how the auditory cortex adapts to peripheral
impairments can provide valuable insights into potential therapeutic strategies. -The comparison between mouse
models with different auditory peripheral integrity allows for differentiation of the effects of peripheral and central

ageing on auditory processing.

To address this hypothesis, we conducted a comparative analysis using two mouse models that exhibit different
levels of auditory peripheral integrity. Specifically, we explored the differences in ageing between mice known to
carry a mutation affecting the peripheral system and mice without this mutation. By comparing these mouse strains,
we aimed to uncover differences in the ageing process within the auditory cortex and differentiate the effects of
peripheral and central ageing on auditory processing. The first model is the C57 mice, which carry a specific
mutation in the cdh23 gene, resulting in early-onset hearing loss that progressively worsens with age (Lyngholm’
& Sakatal2019). The second model is a congenic mouse line obtained by crossing C57 mice with CBA, F1 Hybrid
mice, referred to as Hybrid mice, which restore the cdh23 mutation and display age-related hearing loss without
the early onset (Li & Hultcrantz|1994, Lyngholm & Sakata|2019). Moreover, the mice model lifespan permits
us to explore these age-related changes and allows us to add our results to the understanding building of auditory
processing. To achieve our aims, we analysed the data of a designed experimental procedure (Lyngholm & Sakatal
2019) exploring the AC single-unit activity in awake, head-fixed mice presented to silence or natural sounds at
different age groups.

The experiment was conducted on awake mice to minimize the potential effects of anaesthesia on brain os-
cillation, synchrony, and spike train activities. Head-fixed setup facilitates the experiment procedure and permits
to minimisation of the effects of other cognitive functions on the spike train, such as running or exploring. To
monitor the states of the mice during the experiment, we utilized EEG and pupil tracking. These measures allowed
us to assess the behavioural states of the mice. A large number of single-unit activities in the AC were captured
by using silicon probes. The wide range of AC possible activities we explore by analysing both spontaneous and
evoked-response during the presentation of natural sounds and silence periods to the mice isoloated in an acoustic
chamber.

To comprehensively assess the auditory cortex’s adaptive changes, we employed natural sounds as stimuli.
Natural sounds offer a more ecologically valid representation of auditory inputs compared to synthetic or simple
tones. They encompass a wide range of acoustic features, such as temporal dynamics, spectral complexity, and
spatial cues, which are essential for auditory perception and higher-level processing. By presenting natural sounds,

we aimed to gain a deeper understanding of how age-related hearing loss affects the processing of complex auditory
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information. Furthermore, exploring the role of spontaneous activity in the auditory cortex is of great interest.
Spontaneous activity refers to the neural firing patterns that occur in the absence of external stimuli. It is thought
to play a crucial role in shaping the receptive fields of auditory neurons and maintaining the overall excitability
and plasticity of the auditory cortex. By investigating spontaneous activity, we can gain insights into the intrinsic
dynamics and functional organization of the auditory cortex. For that purpose, we analysed spiking train metrics as
the the firing rate, (FR), the contrast entropy (CE), the mutual information (MI) and the variation of spikes intervals
(CV). We hypothesized that these metrics would be complementary, with reflecting the excitability of the AC, and
providing information about the amount of information transmitted per spike train.

Age-related hearing loss poses a significant challenge to auditory perception and communication abilities.
Understanding the impact of peripheral impairments on the auditory cortex is crucial for developing effective
therapeutic interventions. Our comparative analysis of mouse models and exploration of the role of excitatory and
inhibitory cell, spontaneous activity, and responses to natural sounds will shed light on the adaptive changes in
the auditory cortex during the ageing process. These findings may provide valuable insights into the underlying
mechanisms of age-related hearing loss and inform the development of targeted therapeutic strategies to mitigate

its effects.
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2.1 Animals and experimental setup

2.1.1 Surgery

All animal experiments were performed in accordance with the United Kingdom Animals (Scientific Proce-
dures) Act of 1986 Home Office regulations and approved by the Home Office (PPL 70/8883). The C57BL/6
background (“C57”) and the F1 hybrid of C57BL/6 and CBA/Ca backgrounds (“Hybrid”) have been used, respec-
tively, as model of early age-related hearing loss and as a non-pathologic age-related hearing loss model. The

C57 X CBA F1 Hybrid restore the cdh23 gene mutation (Lyngholm & Sakatal2019] [Frisina et al|[2011) (Figure

1] A-C). As our study focused on age-related changes, mice were kept for up to 2 years within the local animal
facility. To maintain their body weight, low-calorie diet was given from 3 months of age.

Mice express the ChR2-EYFP in parvalbumin cell (PV-Cre) or in somatostatin cell (SOM-Cre) (PV-Crec57::Ai32¢57;
SOMCrec57::Ai32¢57; PV-Crec57::Ai32cba; SOM-Crec57::Ai32cba). In the present study, a total of 95 mice (39
PV-Crec57::Ai32c¢57; 28 PV-Crec57::Ai32cba/ca; 17 SOM-Crec57::Ai32¢57; 16 SOM-Crec57::Ai32cba/ca) were
used. Their age and gender are summarized in table 2.1} For the remainder of the thesis, ‘PV-Crec57::Ai32¢57
and SOMCrec57::Ai32c57 will be reported using ‘C57’ and PV-Crec57::Ai32cba and SOM-Crec57::Ai32cba ‘Hy-
brid’.

A c57  C57  CBA

Cdh43 mutation IHC i

Young ' Middle Age  Old
‘ L Abe
Followed metrics
Firing rate
Contrast entropy
Brain states
%]
Euof.. o oo <=190days ' 191-455days | >455days  Ade
=30} A0 wmo e o | ‘
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Figure 2.1: Animals
A. The crossing between a Cre-driver mice on a C57BL/6J background (top middle) with a Cre-dependent chan-
nelrhodopsin2 (ChR2) mice on CBA/Ca background (top right) restore the hearing deficit in the F1 Hybrid (bottom
right). B. Sound intensity threshold as a function of age. C57 present a linear hearing loss during ageing compared
to Hybrid Adapted from (Lyngholm & Sakata|2019). C. Measurements monitored on C57 and Hybrid, across age-
groups to investigate strain age-related changes.
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Lyngholm and Sakata (2019) performed and described all experiments in (Lyngholm & Sakata/|2019| [Yague
et al[[2017). Briefly, an initial surgery was performed to attach a head-post to the skull for cortical electroen-
cephalogram (EEG) recording and two screws over the cerebellum for ground and reference. Animals recover for
at least 5 days and placed in a head-fixed apparatus (SR-8N-S, Narishige) in a custom made in an acrylic tube.
This habituation phased extended gradually from 15 to 60 min. Simultaneously, animals were habituated to sound
exposure in the same manner as the electrophysiological recording, see Lyngholm and Sakata, 2019 and Josue G.
Yague, 2017 for details (Lyngholm & Sakata2019, Yague et al.|2017).

Animals were then anesthetized with isoflurane and a craniotomy was performed to insert the recording electrodes
into the primary auditory cortex (2 mm X 2 mm at 2.3 mm posterior and 4.2 mm lateral to bregma). The cra-
nial window is protected with a biocompatible sealant (Kwik-Sil, World Precision Instruments). Animals were
placed, awake, into the head-fixed setup for testing along with electrophysiological recording. In addition to neu-
ronal signals, a camera (acA1920-25mm, Basler Ace) with a zoom lens (M0814-MP2, Computar) and an IR filter
(FGL780,Thorlabs) was placed 10 cm in front of the mouse eye to record the pupil dynamic (Tsunematsu et al.
2020), and the EEG signals were monitored to evaluate brain states. Electrophysiological activities were mea-
sured across cortical layers with 32 or 64 channels silicon probes (NeuroNexus, A1x32-10mm-25 s-177-A32 or
A4x16-10mm-50 s-177-A64). A day after the accumulation period, the mice were anesthetized with isoflurane and
their primary auditory cortex was exposed through a craniotomy (2 mm x 2 mm at 2.3 mm posterior and 4.2 mm
lateral to bregma). The cranial window was protected with a biocompatible sealant (Kwik-Sil, World Precision

Instruments). An electrophysiological recording experiment was then performed at the desired age for the mice.

2.1.2 Invivo electrophysiology

All experiments have been performed by Lyngholm and Sakata, 2019, and are the same as those described
in previous works (McAlinden et al.[[ 2015} |Scharf et al.[[2016} [Yague et al.|[2017). Briefly, a 32 or 64-channel
silicon probe (Al x 32-10 mm-25 s—177-A32 or A4 x 16-10 mm-50 s-177-A64, respectively, NeuroNexus
Technologies) was inserted into the cranial window using a manual micromanipulator (SM-25A, Narishige). The
probes were inserted at an angle of 40°-50° to be perpendicular to the cortical surface (800 um to 1000 um depth
from the cortical surface), and the recording session was initiated > 30 min after the probe was inserted to its target
depth for signal stabilization. Local field potential (LFP) and multiunit activities (MUA) were used to evaluate the
AC localization in response to white noise auditory stimulation. The signals were amplified relative to the ground
(RHD2132, Intan Technologies, LLC) and digitized at 20 kHz (RHD2132 and RHD2000, Intan Technologies,
LLC). Lastly, a typical recording session consisted of an optical stimulation, > 15 min baseline recording of
spontaneous activity, followed by different sound types of presentation. This thesis analyzes data during silence

and natural sound presentations (Figure Figure A).

2.1.3 Sound stimulation

Briefly, the recordings were performed in a single-walled acoustic chamber lined coated by three inches of
acoustic absorption foam (MAC-3, IAC Acoustics). The sound was digitally generated (sampling rate 97.7 kHz,

RZ6, Tucker-Davis Technologies) and delivered through a calibrated electrostatic loudspeaker (ES1) located ~15
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cm in front of the animal. A silence period with no sounds or optical stimulation was used to assess the spontaneous
activity in the auditory cortex. Natural sound exposure was used to test the auditory cortex ageing of both mouse
strains. The natural sound presentation periods consisted of 10 seconds of stimulation with 1-second intervals at
65, 70, or 80 dB SPL for 30, 50, or 100 repetitions. The number of repetitions, decibel, and type of natural sound
presentation did not follow a particular order. The structure of natural sound stimulation was a concatenation of

digital natural auditory cues such as bird songs and door closings.

Control system

Head fixation bar

Acrylic tube

Acoustic chamber

Figure 2.2: Experimental setup
Animals were placed, awake, into the head-fixed setup in an acoustic chamber for testing along with electrophys-
iological recording. Electrophysiological activities were measured across cortical layers with 32 or 64 channels
silicon probes, signals were amplified and collected by the computer. The EEG, EMG and ground were connected
to an adaptor and amplifier and collected by the computer. Sounds were generated digitally and transmitted to the
speaker and camera was connected to the computer.

2.2 Electrophysiological analyses

Spike detection and spike sorting were done by Dr Lyngholm offline using freely available software (Klusta

package) (Rossant et al.|2016) or Kilosort (Pachitariu et al.[2016), and data was used to explore the spike train and
pupillometry (Figure 2.3).

2.2.1 Single-cell extraction and cell-type identification

Following spike sorting, the inclusion criteria of an isolation distance of > 20 (Schmitzer-Torbert et al.[2005])

was used. For each cluster of neurons, the spike waveform was averaged (Figure 2.4 A), and the trough-to-

peak duration, width at 20%, and 50% of spike amplitude were calculated (Madisen et al.|[2012} [Sakatal [2016)

(Figure [2.4] B-C). These measures present a bimodal distribution, and a trough-to-peak of 0.5 ms was enough to

discriminate between broad (> 0.5) and narrow spiking cell (< 0.5).
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A

A. Awake head-fixated mice were exposed to sound stimulation and silence, see (Lyngholm & Sakatal2019| | Yague|
et al]2017). Electrophysiological activities were measured across cortical layers with silicon probes inserted in
the auditory cortex (AC). A camera recording the pupil dynamic was placed in front of the mouse eyes. The spike
sorted data (by Daniel Lyngholm) have been used to characterize auditory cortex activity. B. The spike train of
each sorted neuron is used to compute the firing rate measure (FR) or converted to a binary vector for the contrast
entropy (CE) calculation. C. Brain states have been investigated using pupillometry and frontal EEG traces. See

B Auditory cortex activity
Spike train
L1 1 L1
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Figure 2.3: Data Analysis

each related materials and methods sections for formulas and details
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Figure 2.4: NS and BS cell-type identification, waveform features

A. Spike waveform example. Discrimination markers 20% and 50% width (W20, W50) and the trough to peak
(T2P). B. Histograms of the W20, W50 of all recorded cell (merged strain and age). And their scatter plot vs the

T2P. C. T2P histogram of all recorded cell.
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2.2.2 Responsiveness to sound

During the experiment, natural sounds lasting 10 seconds were repeated at least 30 times with 1-second inter-
vals between presentations. The number of spikes occurring in bins of 50ms was counted and converted to a firing
frequency. The firing rate during the 250ms preceding the stimulus onset (the baseline period) was then averaged.
The 10 seconds of sound presentation and the 250ms following it were defined as the evoked-response period, this
to include the offset response. A cell was considered responding if its firing rate during the evoked-response period
was greater than the baseline firing rate plus three times the standard deviation, otherwise the cell was labelled as

non-responding. Same protocol have been followed for noise, with a widows of 50ms for baseline.

2.3 Firing rate calculation

For each cluster of neurons, spike timings were extracted depending on the onsets and offsets of silence and
natural sounds. The firing rate of a neuron was then calculated by counting the number of spikes during the silence
or sound stimulation period divided by the respective stimulation time length (spikes/seconds). This gives the

mean firing rate per second of a particular neurons during silence or natural sound exposure.

2.4 Contrast entropy computation

To assess the efficiency of each neuron, we computed the contrast entropy as described in the (Pryluk et al.
2019) paper. This measure represents the amount of information transmitted within the spike train of a neuron. To
do this, we created a time vector with the same onsets and offsets as the sound and silence recording periods. We
discretized the vector into bins of length At (1, 4, 6, 8 or 16ms) and counted the number of spikes occurring during
each bin. If more than one spike occurred, the bin was recorded as a 1, otherwise it was recorded as a 0. This
resulted in a binary vector. Next, we read the binary vector from left to right, grouping it into words. For example,
the word 1100 indicates that at least one spike occurred in the first two bins, and no spike was counted in the last
two bins. We tested words of 4, 6, and 8 letters with At bins. We quantified the occurrence of each word, pi, by

counting the number of possible words (15 words for 4-letter words) and dividing by the total number of words.
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Figure 2.5: Contrast entropy
(A) The spike train of each sorted neuron is converted to a binary vector to compute the contrast entropy (Pryluk
et al.[2019). The binary vector was done with letters of 1, 2, 4, 6, and 16 ms. The words length were 4, 8 and 16
letters per words. (B) Example of possible words with 4 letters. .

Words

To calculate the contrast entropy, we first computed the Shannon entropy from information theory (Shannon
1948). This involved summing the binary logarithm of each probability to assess the entropy of the signal. Then
this entropy is divided by the total length of the words (T, in ms, sot the product of word length and bin size) to
give the entropy rate. (Figure[2.5] AB) (Rieke et al[1999).

To compare different cell types and strains, we divided the entropy rate by the analytic entropy (Pryluk et al.|[2019)).
The analytic entropy describes the theoretical maximum entropy that a neuron’s spike rate can hold. It is calculated
by assuming that each spike is a random event and follows the Poisson theory. In a random vector, the spikes are
indeterminate, and therefore the entropy is maximal. We calculated the probability of a spike occurring in one bin

as pr = At x FR, where FR is the firing rate. The analytic entropy is then calculated using the following formula:

_— >, pilogapi
(D ER=— i Pll0gzrt
=V o O pi(=ps)" "tloga(pi (1—ps)V )
) EA= 0 ~
3) ContrastEntropy = %ﬁﬁgf

For example, the word 1100 indicates that at least one spike occurred in the two firsts bins, and no spike was

occurred in the two last bins (Figure@]B). We tested words of 4, 6, and 8 letters with each At bins.
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To confirm that the contrast entropy is independent of the firing rate, we calculated the contrast entropy for
neurons with matching firing rates. We discretized the neurons into groups based on their firing rate, with each
group having a width of 0.1 Hz. The first group contained neurons firing from 0.1 to 0.2 Hz, the second group
contained neurons firing from 0.2 to 0.3 Hz, and so on up to the maximum firing rate of 92.8 Hz, for spontaneous

analyses, and 81.1 Hz, for the natural sound exposure.

2.5 Mutual Information

The Mutual information between the natural sound presentation and the neurons response have been computed
using the information theory toolbox on MATLAB, (Magri et al.|2009). The natural sound envelope of the natural
sound is determined using the magnitude of its analytic signal computed by filtering the natural sound signal with
a Hilbert FIR filter of 4ms length. The neurons spike trains were discretized in bins of 4ms, to be consistent with
the CE study, and the matrix of discretized spike train across trials was used for the MI calculation, performed
using the direct method with a quadratic extrapolation (Magri et al.|2009). Neurons with a difference between the
MI computed using all the spike train trials is different than the MI computed using only half of the trials is higher

than 5 percent, were discretized (Pachitariu et al.[2015)).
2.6 Spontaneous and evoked-response comparison

2.6.1 Database

In the spontaneous and evoked-response comparison analyses, only matching mice and cell were used to com-
pare the two conditions. As the experimental protocol for each mouse differed, some mice were not exposed to
natural sound stimulation. These mice were therefore excluded from our analyses. See table|2.1|for a summary of
the mouse and cell population numbers. To compare the firing rate (FR) and contrast entropy (CE) between the two
sound exposure conditions, a normalization index was calculated using the following formula. This allowed us to
center all the values around zero. When the value is negative, the FR/CE decreases during the sound presentation

period, and conversely, if it is positive, it increases during the sound presentation period.

2.6.2 Fraction of changes index

To compare the activity of the auditory cortex (AC) during periods of silence and natural sound presentation,
we employed a computational approach to determine the fraction of changes in firing rate (FR, equation (1)) and

contrast entropy (CE, equation (2)) between spontaneous and evoked-response activity .

— EvkFR—SpontFR
) Index FR = EvkFR¥SponiFR
_ EvkCE—SpontCE
) Index CE = 5 3 5 SponiC B

The computed result is expressed on a scale ranging from -1 to 1, where a value of 0 indicates no discernible
difference. A positive value signifies an increase in FR/CE from the spontaneous state to sound presentation, while

a negative value indicates a decrease in FR/CE.
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2.7 Pupillometry

2.7.1 Pupil dynamic computation

Recorded videos of the pupil (25 Hz) were used to track the pupil diameter for each mouse. A subset of video
frames at equal intervals was manually labelled at the left and right pupil edges and used to train the DeepLabCut
software (Figure A) (Mathis et al.|[2018)). The software then performed a training phase using the labelled 50
frames per video, after which the pupil edges for all recording sessions were automatically tracked by DeepLab-
Cut. This process took several hours (around 6h) and was performed for a total of 45 mice (see Table 2.T)). Using
custom MATLAB scripts, the pupil diameter was calculated using the following formula, where L and R are the

left and right pupil edges, respectively, and (x,y) are the label coordinates of the pupil edges per frame.

(1 D=\/((Lz — Rz)? + (Ly — Ry)?)

To minimize noise errors and experimental artifacts (such as closing eyes or light interference), the pupil dy-
namics (pupil diameter per frame) were filtered using the movemean function with a smoothing factor of 0.05 at a
0.5 Hz sampling rate (MATLAB signal analyzer app) (Figure [2.6] B).

To analyse the pupil dynamics signal, the distribution of the pupil diameter was evaluated using pupil distribution
histograms (with 40 bins, where the peaks represent the number of frames in a particular pupil diameter value) and
the first derivative histogram (which is the subtraction between each pupil diameter time point). Four arbitrary pupil
states were then established using the following boundaries: median, maximum, and minimum diameter and the
average between the median and the maximum/minimum values median+maximum/2 and median+minimum/2.
The pupil states maximally dilated (MD), dilated (D), constricted (C), and maximally constricted (MC) were
defined as follows: MD corresponds to the frames where the pupil size is between the maximum and maxi-
mum+median/2, D between maximum+median/2 and median, C between median and minimum-median/2, and

MC between minimum-median/2 and minimum.

Pupil states were then used for statistical analysis to compare the total fraction of time spent in each state (time
in one state/ total time), the number of transitions between states, and the mean duration of each state (time spent

in one state) across age and mouse strains.

2.7.2 Pupil dynamics and firing rate cross-correlation

To determine the correlation between the pupil dynamics and the spike train, we counted the number of spikes
that occurred during bins of 0.04s throughout the spontaneous recording. The histogram of firing activity was
aligned with the pupil’s dynamic signal, by then at a 25 Hz frequency. Each pupil diameter value was aligned with
the bins that occurred during the -0.02 s before to the +0.02 s after. The peri-stimulus time histogram (PSTH) was
then transformed into a single vector using a Gaussian filter function in MATLAB. To quantify the correlation, we
calculated the Pearson correlation coefficient and the cross-correlation between these two signals over a period of

30 seconds moving window using MATLAB functions corrcoef and xcorr (MathWorks).
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Figure 2.6: The pupil analysis
A) The pupil edges are labeled manually using the software Deeplabcut (Mathis et al|2018). The labeled frames
are used to train the deep learning algorithm to automatically label the remaining frames. The diameter of the
pupil is calculated using MATLAB and the dynamic of the pupil is observed along the frames converted to time in
seconds. B) This signal is then filtered to exclude technical or experimental artifacts.

2.8 EEG analysis

2.8.1 Frequency bands relative power determination

To assess the changes in the mice’ brain states, we compute the power spectral density (PSD) using the Pwelch
function in MATLAB (MathWorks). This function divides the signal into segments with an overlap of around
50%, deletes the white noise, and applies the Fourier transformation (DFT). In our analysis, we used 1024 as the
length of the windows vector and as the number of points in the DFT, 512 is the number of overlapped samples.
The signal is sampled at 1000 frames per second (Fs). The function used is pwelch(signal, 1024, 512, 1024, Fs).
As most of our recording contains experimental artifacts, the frequency band between 45 and 60 Hz was removed
and we ended our analysis at 90Hz. We then extracted the PSD of the most common frequency bands (delta: 0.5
to 4 Hz, theta: 4.5 to 8 Hz, alpha: 8.5 to 13 Hz, beta: 15 to 25 Hz, low-gamma: 30 to 45 Hz; high-gamma: 60 to
90 Hz) to calculate their relative power by normalizing their power spectral density with the total power spectral

density.

2.8.2 EEG and pupil dynamics cross-correlation

A correlation between pupil dynamics and EEG activity was determined by cross-correlating pupil diameter
for 1 ms and frequency bands’ power spectral density (PSD) for a 1-second window, using a 30-second moving
window (xcorr, MathWorks). PSDs of each frequency band were calculated for each second of the EEG signal,
which was divided into one-second bins. As a final step, we computed the pwelch function for each pupil state
episode to assess the correspondence between the pupil states and EEG power. The purpose of this analysis was

to determine whether a specific frequency band or pattern of frequency bands predominated during a certain pupil
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state.

2.9 Statistical analysis

Age groups have been established using the Jackson library (Flurkey et al.|[2007), where young mice have
been defined as those younger than 190 days old, middle-aged (adults) between 191 and 449 days old, and old
from 450 days old. Data analyses were performed using custom-written MATLAB scripts (MathWorks). The
Pearson’s correlation analysis between the firing rate (FR) and the contrast entropy (CE) or entropy rate (ER)
was done using the corrcoef MATLAB function (MathWorks). The cross-correlation between pupil dynamics
and power spectral densities (PSDs) or spike trains was performed using the xcorr function (MathWorks). The
linearity regression between the spontaneous and natural sound FR or CE or the frequency PSD along ageing was
tested with the fitlm function (MathWorks). Statistical analyses were performed using R-studio software (R core
team, 2022). Comparisons between multiple groups and variables were investigated using 2-way ANOVA and
Tukey post-hoc tests after testing for normality and homogeneity of variance. In the case of non-homogeneity,
data were transformed using their logarithmic function (in the firing rate analysis) or the Scheirer-Ray-Hare test,
and the Dunn test with Bonferroni correction as a post-hoc test or the ANOVA and Tukey post-hoc with 999
permutations were performed. Two variables were compared using a t-test or Wilcoxon Mann-Whitney test if the
data distribution was not homogeneous. Normality and homogeneity were tested using the Shapiro and Bartlett
tests. Proportions of responding and non-responding cell were tested using the prop.test function (R Core Team
2022). The CE figures were computed using the ggplot2 package (Hadley Wickham,(R Core Team|[2022)), and
the Rmisc, readxl, dplyr, and vegan packages were used to optimize the coding (Ryan M. Hope, Hadley Wickham,
Jari Oksanen, (R Core Team|2022)).
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Table 2.1: Table of mice and single unit used in the electrophysiology and pupillometry analysis

Strain | N mice Young | Adult Old N Young Adult Old
cells
female| | female |female | female BSINS BSINS BS|NS
male | male || male | |male
Silence | Hybrid | 19| 21 5|5 6|7 8|9 1361 | 124 |56 267|183 | 367 | 232
%
% Cc57 29139 6|3 107 13129 | 1497 | 189|123 | 218|136 | 649|314
‘@
=2
2 | Sound Hybrid | 20|15 5|5 116 9|9 1317 | 211|132 | 118|133 | 444 | 264
= Cc57 819 31 3|7 2|11 832 105] 42 16292 | 272|142
Silence | Hybrid | 8] 10 112 413 3|5
>
5 C57 7116 31 3|3 1112
=
=
‘a2, | Sound Hybrid | 6|9 112 113 4|4
&
C57 613 2|3 3|2 1110
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" The spontaneous activity of the auditory cortex

during silence

lll. Comparison
Spontaneous and
Evoked activities

l. Spontaneous . Natural evoked-
activity response activity

The AC plays a crucial role in processing and interpreting auditory information, contributing to our ability to
perceive and understand sounds. One important aspect of AC function is its spontaneous activity, which refers to
the ongoing neural patterns in the absence of external stimuli. Spontaneous activity in the AC is thought to be
involved in various physiological processes, including sensory processing, maintenance of receptive fields, and the
establishment of functional connectivity (Harris & Thiele|201 1} Meyer-Baese et al.|2022, |[Eggermont|[2015)).

As individuals age, there are changes in the auditory system that can lead to hearing loss, known as presbycusis

(Gates & Mills|2005). Presbycusis is a complex condition influenced by both peripheral and central factors. While
the peripheral components involve the loss of sensory hair cell and damage to the cochlea, the central components
involve alterations in neural processing along the auditory pathway. However, all these changes may be closely in-
tricate. Currently, it remains unclear whether the spontaneous activity differs between healthy age-related hearing
loss and presbycusis models. It is plausible to expect that the presbycusis model may exhibit distinct spontaneous
activity patterns, potentially representing different ongoing processes within the AC.
In this study, we aim to investigate the effects of ageing on auditory cortical processing using two mouse models:
the Hybrid mice mouse strain, which serves as a model of central age-related changes with minimal peripheral im-
pairment, and the C57 mouse strain, which serves as a model of age-related hearing loss with significant peripheral
impairment in addition to central ageing. By examining these models, we can gain insights into how age-related
hearing loss affects the spontaneous activity in the AC ageing, how the AC adapts and potentially identify specific
alterations associated with presbycusis.

To achieve our research objectives, we conducted experiments on awake, head-fixed mice, a setup that mini-
mizes the influence of other cognitive functions on the neural spike trains. Building upon a designed experimental
procedure previously utilized by Lyngholm et al. (2019), we analysed the single-unit activity of the AC in response
to silence at different age groups (Lyngholm & Sakatal2019). We analysed data from a total of 95 mice at different
ages (Table[2.T)). This allowed us to observe the activity of a large number of cell and cross-sectionally track the
changes in AC activity over time. We specifically focused on two spike train metrics : the firing rate (FR) and the
contrast entropy (CE). We hypothesized that these metrics would provide complementary information, with the
FR reflecting the excitability of the AC cells, while the CE would offer insights into the amount of information
transmitted within the neural network. By examining the spontaneous activity and its age-related changes in these

mouse models, we aim to shed light on the neural mechanisms underlying age-related hearing loss and the role
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of the AC in this process. Understanding these mechanisms could contribute to the development of interventions
and strategies for preventing or mitigating the effects of presbycusis, ultimately improving the quality of life for

individuals affected by age-related hearing loss.

3.1 Cell-types identification

We were initially interested in describing the AC cell-types and excitability, (Figure[2.4), for that we classified
recorded cell into two types, namely Broad-Spiking cell (BS) and Narrow-Spiking cell (NS), by analysing their
spike waveforms. Cell types were classified using a trough-to-peak threshold of 0.55ms (Figure 3.1 A), as out-

lined in the Materials and Methods section. These cell types are commonly described as putative excitatory and

inhibitory fast-spiking cell, respectively (Figure [3.1]C) (McCormick et al][1985] [Connors & Gutnick|[1990, [Frank|

2001), although there is ongoing debate about their exclusive identification (Lee et al.2021). A total of 1705
cell from C57 mice and 1543 cell from Hybrid mice were analysed, with proportions of 34% and 39% NS in C57

and Hybrid mice, respectively (Figure [3.1] AB). This proportion was generally consistent across our mice with
some exceptions (Figure[3.1]C).

The literature describes an average of 25% inhibitory cell and 75% excitatory cell in the cortex
2016). The slight variation in the ratio of cell types may be attributed to factors such as sampling variation, spike
sorting analysis, and inclusion criteria. We further analysed the firing rates and contrast entropy of the identified
cell to investigate changes associated with ageing. (Table [2.I) presents information on the total number of mice

and cell used in our study.
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Figure 3.1: Identification of Broad-Spiking (BS) and Narrow-Spiking cell (NS)
(A) Histogram of trough-to-peak, T2P, distribution per cell. The threshold for the T2P duration was set at 0.55 to
differentiate between NS (green) and BS (cyan). (B) The proportion of recorded cell in C57 and Hybrid mice: C57,
n=1705 cell with 577 NS and 1128 BS; Hybrid mice, n=1543 cell with 607 NS and 936 BS. (C) The proportion of
cell per mouse across different ages for C57 (top) and Hybrid mice (bottom), the mice are sorted by age.

3.2 Decrease in the spontaneous FR of BS and NS in Hybrid mice with age

We, then, aimed to observe the excitability of the cells. For that, we investigate the spike rate of the AC

cell by computing the Firing Rate (FR), which is the average number of spikes per second of each cell. We
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will, first, describe the spontaneous activity of the model of central age-related changes with minimal peripheral
impairment, Hybrid mice (3.0.2), and then compared it with the age-related hearing loss, C57 mice model (3.0.3).
We examined whether FR in Hybrid mice changes as they age (Figure A-C) and observed a slight decrease in
the FR in both BS and NS (Figure [3.2] A). The same trend was observed when plotting the mean FR per mouse
(Figure[3.2] B). To quantify this trend, we grouped the mice into three age groups based on the criteria of Jackson
Lab (Jackson library|[2017} |[Fox & ||Amsterdam)): young (>190 days old), middle-age (called "adult”) (190 - 450
days old), and old (>450 days old). We found that the FR of BS and NS decrease significantly across age groups
(BS, F(2)=12.43, p < e-3; NS, F(2)=6.57, p=.0015, one-way ANOVA with post-hoc Tukey HSD test) (Figure@
C). On the other hand, there was no significant difference in the FR between the two cell types at any age group
nor an interaction effect of age groups and cell types (Hybrid mice BS vs NS: F(2, 1) = 101.7, p = .1, two-way

ANOVA). Thus, in Hybrid mice, spontaneous activity decreases in both BS and NS as they age.

3.3 Increase in the spontaneous FR of BS C57 with age

We tested the FR activity in the C57 mice strain in the same way as we tested Hybrid mice FR. We found
that the BS FR increased their activity with age (Figure[3.2] DEF). This increase was observed progressively along
age groups, with an increase from young to adult and from young to old (F(2)=8.06, p=.0003, one-way ANOVA;
p=-005 and p=.0002, respectively, Tukey HSD Post hoc). The FR activity in the C57 NS is not significantly
different with age. In Hybrid mice, the FR activity in the C57 mice did not differ between cell types, and there was
no interaction effect between age groups and cell types (C57 BS vs NS: F(2, 1) = 13, p = .24, two-way ANOVA).

3.4 Age-related difference in the BS spontaneous FR between young and old Hybrid and
C57 mice

We compared the FR between Hybrid and C57 of all recorded cell in the AC (All), as well as BS and NS
subgroups (Figure [3.3] A). We found no significant difference in the FR between the two strains in either cell
type (Figure [3.3] A). However, along the age-groups, we observed a significant interaction between age-groups
and strain effect, (All cell: F(2,1)=20.53, p=1.4e-9, two-way ANOVA), reflecting the previous observed results,
with an increase in FR between young and adult and young to old in C57 (All cell: p=.01, p=.002, Tukey HSD
post hoc) and a decrease between young to old, adult to old in Hybrid mice (All cell: p>e-5, p=.0005, Tukey HSD
post hoc). These results confirm the results observed in Figure Cell-types analysis revealed that this increase
in FR was primarily due to the BS (Figure B), which exhibited a significant increase in FR from young to
adult and young to old age in C57 mice (Figure [3.3] C, F(2,1)=16.75, p=6.18e-8, two-way ANOVA, young to
adult p=.008, young to old p=.001, Tukey HSD post hoc), while the FR decreases between young to old and adult
to old in Hybrid mice (p=.0007, p=.0005 Tukey HSD post hoc). In the NS group, we observed and effect of the
age-groups and strain interaction (F(2,1)=4.01, p=.01, two-way ANOVA), but no significant difference is observed
instead of the decreases in the Hybrid mice FR from young to old, as observed in Figure [3.2] C (Figure 3.3 C,
p=.007, Tukey HSD post hoc).
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Figure 3.2: Age-related decrease in FR during spontaneous activity in Hybrid mice auditory cortex and increases in BS C57
(A) FR along with ageing. The logarithmic mean FR (Log FR) of BS (top, blue) and NS (bottom, green) of all cell
decreases with ageing. Each dot represents the cell Log FR. (B) Log FR per mouse along with ageing. Each dot
represents the mean Log FR of all recorded cell per mouse. (C) Boxplots of the Log FR per age-groups. BS Log
FR decreases significantly from young to adult and from adult to old (F(2)=12.43 p=4.8-06, one-way ANOVA,
both p<e-3, Tukey HSD Post hoc). In NS it decreased from young to old (F(2)=6.57 p=.0015, one-way ANOVA,
p<e-3, Tukey HSD Post hoc). (D) Same as in (A) for C57. (F) Same as in (B) for C57. (F) Same as in (C) for C57.
The BS Log FR increases from young to adult and from young to old (F(2)=8.06, p=.0003, one-way ANOVA;
p=-005 and p=.0002, respectively, Tukey HSD Post hoc)..

Differences in the FR between C57 and Hybrid mice strains were observed in BS in both young and old age
groups (Figure [3.3] B). The FR of young C57 was found to be significantly lower compared to that of Hybrid mice
(F(2,1)=16.75, two-way ANOVA, p=.0001, Tukey HSD Post hoc). Conversely, in old animals, an increase in the
C57 FR was observed alongside a decrease in the Hybrid mice FR, resulting in a higher C57 FR in the old group
(Figure @ B, F(2,1)=16.75, two-way ANOVA, p=.004, 2-way ANOVA, Tukey HSD Post hoc). These findings
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suggest that age-related changes in the AC FR may vary across the mouse strains and support the need for further
investigations into the underlying mechanisms driving these differences.

Here, we observed differences in the spontaneous mean FR between the two strains from a young age. They
followed divergent kinetic trajectories as they aged, eventually converging at adult age, and differing again at
old age. In C57, the FR increased, while in Hybrid mice, it decreased. In both strains, we observed cell-types
specificity in ageing, with Hybrid mice and C57 showing inverse changes in BS spontaneous mean FR and a
constant mean FR in C57 contrasting with a decrease in Hybrid mice. These findings suggest that peripheral

impairment in C57 may impact spontaneous activity in an age-dependent manner in the auditory cortex.
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Figure 3.3: Age-related difference in the BS spontaneous FR between young and old Hybrid mice and C57.

(A) All cell Log FR comparison between Hybrid mice and C57 (left panel), with respective medians of 0.7205 and
0.7586. BS (middle panel) with median CE of 0.7283 and 0.7082 for Hybrid mice and C57 and for NS (right panel)
with median CE of 0.7037 and 0.8318 for Hybrid mice and C57. (B) Age-related changes in Hybrid mice and C57
BS Log FR. In BS, the Log FR C57 increased from young to adult and from young to old (F(2,1)=16.75, two-way
ANOVA, young to adult p=.008, young to old p=.001, Tukey HSD post hoc) and decreases from young to old
(F(2,1)=16.75, two-way ANOVA, p=.0007, Tukey HSD post hoc). The Log FR of C57 is lower than Hybrid mice
in both young and old age groups (F(2,1)=16.75, two-way ANOVA, young p=.0001, old: p=.004, Tukey HSD Post
hoc). (C) Age-related changes in Hybrid mice and C57 NS Log FR. Significant interaction effect between strain
and age-groups (F(2,1)=8.20, two-way ANOVA, p=.01) is observed. Note that Hybrid mice Log FR decreased as
previously observed in Figure[3.2]C (young to old p=.0007, Tukey HSD post hoc).
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3.5 The contrast entropy metric

Since the firing rate does not take into account the structure of the spike train, we wanted to assess how the
spiking patterns of individual neurons are changed by ageing. To this end, we computed the contrast Entropy (CE),
which is defined as the proportion between the observed entropy rate of a neuron and the theoretically maximum
entropy rate, given a certain FR (Pryluk et al.|[2019, Rieke et al.||1999). The CE measure converts the neuron’s
spike train into a binary vector of words and assesses whether the neuron utilizes a significant proportion of its
total number of possible words. A high contrast entropy value indicates that the neuron is utilizing a large portion
of its possible words, while a low contrast entropy value indicates the opposite. Then, the CE of the neuron is not
influenced by the firing rate, thereby providing a more nuanced understanding of the spike train. In essence, the

CE provides a measure of the information efficiency of a neuron, (Rieke et al.||{1999).

If the CE along ageing is different between the C57 and Hybrid mice strains, this could represent the difference
in neurons capability in the utilization of the possible range of possible words and underlie difference in the AC
computation in case of impairment of the peripheral auditory system. If that is the case, different hypotheses can
be proposed regarding the relationship between CE and ageing (Figure [3.4] A). If the CE increases with age,
this represents a wider utilisation of the possible words and could reflect a) a compensatory mechanism of the
auditory cortex to convey information, b)or the coding specificity is altered. If the CE decreases along age, this
represents a more systematic vocabulary utilisation that could reflect a)an effect of ageing on the coding efficiency,
with the capability to transmit less information per spike train or b) a compensatory mechanism where the neuron’s
vocabulary needs to be robust. Finally, if the CE is maintained along with ageing, it could reflect that the efficiency
of the neurons is not affected by ageing, even if the FR is, or that underlying mechanisms are put in to maintain

the spike train capability as a function of ageing.

It is worth noting that when we discuss “the transmission capability”, the analysis only pertains to the trans-
mitter of information, the neuron spike train, and does not reflect the receiver’s capacity to receive the information,
the post-synaptic neuron. In addition, the CE value only assesses the ability of the neuron to utilize the available
words in its vocabulary and does not provide information about the size of the vocabulary or how it changes across
age-groups. Since we do not have any specific hypothesis regarding the optimal size of the vocabulary across dif-
ferent strains, age-groups, cell-types, and even within the same cell-type of neurons, the CE appears to be the most
suitable measure to gain insights into the pattern of spike trains. Finally, a difference in the CE between Hybrid
mice and C57 could reflect how the AC convey differently the information. Again, three hypotheses are possible .
If the CE in Hybrid mice and C57 is similar, the information transmission capability of the neurons spike train is
not affected even if the FR is different. If the CE is higher in Hybrid mice /C57 than C57/Hybrid mice, the Hybrid
mice neurons are more efficient, and they present more variability in their spike train. This could represent a) more
sent commands, and b) less robust spike trains. If the CE is lower this could represent, inversely a)a more restricted

number of sent commands and b) a more robust pattern of spike trains.
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3.6 Calculation of the contrast entropy during spontaneous acitivity period

We started with the examination of the AC CE during the spontaneous activity. In this study, we investigated
2,830 neurons comprising 1,469 cell from the C57 strain and 1,361 cell from the Hybrid mice strain. We first
calculated the Entropy Rate (ER), this measurement based on the Shannon entropy metric (Pryluk et al|2019),

represents the sum of words probabilities of the neurons, (Materials and Methods-Contrast entropy computation).

To minimize the impact of arbitrary choices in defining letter and word sizes, we evaluated the entropy rate using
15 different combinations of letter bins and word lengths (letter bins: 1, 2, 4, 8, and 16 ms; word lengths: 4, 8§,
and 16 letters/words). Next, we compared the ER to the analytic entropy (EA), which represents the probability of
all possible words that could be spoken by the neuron. To calculate this, each spike is defined as a random event
and the Poisson law is applied to compute all possible outcomes. Upon comparing the values of EA and ER, we

observed that their range of values is similar, which validates our calculations (Figure [3:4 B). This finding is

consistent with the pioneering research on CE by Pryluk et al., 2019 (Pryluk et al.2019).
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Figure 3.4: Spontaneous contrast entropy computation 1
(A) Hypothesis of the study along ageing and across strains. (B) Comparison between the analytical (EA, black
triangles) and observed entropy (ER, blue circles). (C) ER, comparison between the C57, red, and Hybrid mice,
blue. No significant differences. (D) Cells contrast entropy, (CE), vs FR. The CE computation minimizes the
relation between the ER and the FR. (E) Pearson correlation coefficient between the FR and the ER (R2=0.98) or
CE (R?2=-0.8). (F) Comparison of the CE computed for the first and second half of the record duration.
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As depicted in Figure [3.4 BC, an increase in the neurons FR leads to higher entropy, which is in line with
previous studies including the pioneering work by Pryluk et al. (2019) and a recent study by Ohyama et al. (2020)
(Pryluk et al.| 2019} |Ohyama et al.|2020). Moreover, we observed no difference in the ER between the Hybrid mice
and C57 (Figure [3.4] C, p>.05, Wilcoxon Mann-Whitney test).

Dividing the ER by the EA leads to the CE to limit the FR, age groups, cell type, or strain influence on the
word probability analysed (Figure [3.4|DE). After calculating the CE, our observations showed that the values were
found to fluctuate around 1, a finding consistent with prior studies (Pryluk et al.[2019, (Ohyama et al,|2020). A
value of 1 signifies that the spike trains were capable of generating all possible words with maximum probability,
implying that the neurons conveyed information efficiently. Therefore, a higher contrast entropy value is indicative
of a neuron using a more diverse range of vocabulary during its activity. In Figure DE, we observed that the
CE per cell distribution is no longer affected by the FR, and the correlation between ER and FR, (R?=0.98, Pearson
correlation), is abolished while comparing the CE with the FR (R?=-0.8). The length of the silent period, which we
studied, was approximately 20 minutes. To verify that the number of words was not affected by sampling size, we
compared the observed probability of words with the theoretical one during the spontaneous period and during the
all recording, (Figure [3.5] G Figure [3.5] H). We found that spontaneous recordings contained most possible words,
and their occurrences were consistent with the theoretic predictions (Figure G). Notably, neurons with high
CE overlapped with the analytical maxima more narrowly than those with low CE, as previously reported (Pryluk’
et al.|2019/|Ohyama et al.|[2020). When we analysed the probability of words for longer recordings, approximately
two hours, we found an overlap mismatch (Figure [3.5] H). Consequently, increasing the length of the recording did
not increase the overlap between recorded words and theoretical probabilities. Thus, the 20-minute spontaneous
recording is sufficient for analysing the contrast entropy. Finally, we analysed the CE for the first half and the

second half of the record by cross-validating the estimation of CE (Figure [3.4] F).

3.7 CE follows a U-shaped trend across aging in Hybrid mice BS while it stable in NS

during the spontaneous activity

As for the analysis of FR ageing, we first characterized the ageing CE of the non-pathological hearing loss
model, Hybrid mice (Figure [3.6] A-C). Quantifying across age-groups (Figure [3.6] C), we observed a U-shaped
trend with ageing in the BS CE of Hybrid mice. With a decrease in the CE from young to adult and an increase
from adult to old (Chi-squared (2)=11.52, p=0.003, Kruskal-Wallis test; p=.001 and p=.003, respectively, Dunn
test post hoc), while it remains constant in Hybrid mice NS. Comparing between the two cell-types, we observed
age-groups (H(2)=15.89, SRH test, p=.0003) and cell-type effects (H(1)=23.27, SRH test, p<e-6) effects, with the
BS showing higher CE than NS, but no significant interaction effect. This suggests that inhibitory neurons in the
Hybrid mice AC maintain their spontaneous vocabulary regardless of age, in contrast to excitatory neurons which

have a more limited vocabulary during adulthood.
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Figure 3.5: Spontaneous contrast entropy computation 2

(G) Accuracy between analytical and observed words probabilities. The graph shows the expected probability of
words (red triangles) and the recorded neurons’ word probability (blue asterisk) for four types of neurons (high and
low contrast entropy/firing rate activity) for the spontaneous time record of around 20 minutes. From left to right
and bottom to top: CE=0.99 FR=1.79, CE=0.99 FR=10.63, CE=0.7 FR=23.73, CE=0.86 FR=23.74. (H) Same as
(G) for the entire recording length of around 2 hours. Note the poorer overlap. Same neurons than in (G). (I) CE
vs letter bin size. The blue (Hybrid mice ) and red (C57) lines represent the mean of the contrast entropy and its
standard deviation for the different letter bin sizes for words of 8 letters. (J) Comparison of the CE values for the
15 combinations of letter and word length. All p are significant except for words with 16ms letters. From A to I-
results are presented for 4ms letters with 4 letters per word.

63



Chapter 3. The spontaneous activity of the auditory cortex during silence

3.8 The CE pattern in C57 is stable across ageing during the spontaneous activity

In C57, we found that the CE remained stable across age and in both cell-types (Figure [3.6] D-F). Comparing
the CE between the two cell-types with ageing, we observed no effect of ageing or interaction between the two
variables. However, as with the Hybrid mice group, the NS CE is lower than the BS (H(1)=27.55, p=1.52¢-7,
one-way ANOVA).
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Figure 3.6: U-Shaped CE pattern of Hybrid mice BS neurons with a stable CE pattern in NS and in BS and NS C57 during
spontaneous ageing

(A) Hybrid mice cell CE in both BS (top) and NS (bottom) along age. (B) Hybrid mice CE along age. Each dot
represent the mean CE per mouse. (C) Hybrid mice CE across cell types and age groups. In BS the CE follow
a U-shape (Chi-squared (2)=11.52, p=.003, Kruskal-Wallis test; p=.001 and p=.003, respectively, Dunn test post
hoc). NS CE is stable along with ageing. (D) as in (A) for C57. (E) as in (B) for C57. (F) as in (C) for C57. No
significant effect has been observed. The CE is computed for 4ms letter with 8 letters per word..
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3.9 CS57 neurons show a higher CE than Hybrid mice neurons during spontaneous activity

Comparing the cell CE between strains reveal that the C57 shows a higher CE than Hybrid mice during spon-
taneous activity (p=.0023, Wilcoxon Mann-Whitney test (Figure A). This difference is not attributed to
variations in the ER or EA calculation between the two strains, as shown in Figure [3.4] C. Furthermore, grouping
the neurons based on their FR range (+/- .1 HZ) reveals that the C57 neurons exhibit qualitatively a higher CE than
the Hybrid mice neurons in most of the FR groups (Figure B). Consistently, the C57 neurons demonstrate
higher CE than the Hybrid mice for all letter and word combinations, except for 16ms bin size (Figure [3.5] 1J).
These findings align with previous studies that have demonstrated that CE decreases with coarse bin discretization
for various species and brain regions (Pryluk et al.|2019} |Rieke et al.|[1999). In summary, our results indicate that
during spontaneous activity, the AC cell exhibit higher spike train efficiency in C57 mice compared to Hybrid

mice, providing support for hypothesis 3, Figure [3.4] A.

Comparing strains CE between cell-types (Figure C), we observed that the BS CE was lower in Hybrid
mice (p=.048, Wilcoxon Mann-Whitney test) while NS CE level did not differ between Hybrid mice and C57
mice. The CE in BS was higher than in NS for both mice strains (Figure [3.6l D, C57 p=1.57¢e-7, Hybrid mice
p=1.41e-6, Wilcoxon Mann-Whitney test). This result suggests that inhibitory cell have more robust spike trains
than excitatory cell during spontaneous activity, in both mice strains. Upon comparing between age-groups, we
observed that the CE of C57 mice remains stable with age in both cell-types (Figure E) at the same level
as young Hybrid mice. However, the CE is affected by ageing in Hybrid mice, while it decreases in adulthood
resulting in a significant difference between adult C57 and Hybrid mice CE, a difference attributed to the activity
of BS (Figure E, H(2,1)=6.09, SRH test, p=.04, adult C57 vs Hybrid mice p=.025, Dunn test Post hoc with

Bonferroni correction). The CE of NS remains constant along with ageing in both mice strains.

In this Chapter III of the thesis, we investigated the activity of the auditory cortex during spontaneous activity
in Hybrid mice and C57 mice, with a focus on ageing. Our findings indicate that while the FR decreases in both
Hybrid mice cell types, the CE follows a U-shaped pattern in adulthood, suggesting that neurons become more
robust or less efficient in adulthood compared to younger and older ages. In C57 mice, the FR increases in BS
with ageing and remains constant in NS, while the CE is stable with ageing in both cell types. Overall, the CE
and FR are similar between strains, but they show age-group and cell-type specificities. The NS mean FR is
similar between the two strains but is higher in BS in young and lower in old Hybrid mice compared to C57 mice.
Where the efficiency of the neurons is similar in NS and BS but lower in adult Hybrid mice BS. This suggests that
peripheral impairments affect the spontaneous FR of excitatory cell from a young age. These results suggest, also,
that the AC of C57 mice has similar capabilities as that of Hybrid mice. This makes sense as only the peripheral
auditory system is initially affected in C57 mice. However, these findings also indicate that peripheral impairment

affects the functional architecture of the cortex and its spontaneous activity with ageing.

65



Chapter 3. The spontaneous activity of the auditory cortex during silence

A B C
CE comparison of matching FR cells groups
— g —— G | Broad-spiking cells Narrow-spiking cells
oF B ) *%
: 1
30.9 .
£ 2
< 8
o € 09
—— o E
S g §08
O [§) £
05 8
0.6
c57 Hybrid
E Firing rate groups (0.1Hz :0.1: 92.8 Hz
9 groups ) 05 .
Broad-spiking cells Narrow-spiking cells | [T
* *
1 *% D
>‘ ]
8 os
t .. "
[0 > O <g= <\> 1 Q//> <‘>
3 aQ
ﬁ 08T T 8 / \ Zoo \‘
5 § o %
o 07 g E 0.8
§ 06 g o7
06 g
Q o6
Young Adult Old Young Adult Old e NS BS NS

Figure 3.7: The CE is higher in C57 BS compared to Hybrid mice

(A) CE vs mice strain. Hybrid mice show a lower CE than C57 (p=.0023, Wilcoxon Mann-Whitney test), median
CE Hybrid mice =0.977, n Hybrid mice =1361 cell; CE C57=0.979, nC57=1469 cell. (B) CE of neurons grouped
by FR in Hybrid mice and C57. Each FR group contain cell with the same FR +/- 0.1Hz/bin. The range of FR
was from 0.1Hz to 92.8Hz. (C) CE per cell-types. Hybrid mice show a lower CE than C57 in the BS (cyan)
(p=.04, Wilcoxon Mann-Whitney test), medians CE Hybrid mice =0.979, CE C57=0.981. There is no significant
difference in the NS CE (green), medians CE Hybrid mice =0.974, C57=0.973. (D) Cell-types CE within strains,
The BS showed a higher CE than NS in both Hybrid mice (left, blue) (p=1.41e-6, Wilcoxon Mann-Whitney test)
and C57 (right, red) (p=1.53e-7, Wilcoxon Mann-Whitney test). (E) CE ins BS (cyan, left) and NS (green, right)
along age-groups and across strains. In BS, left and NS, right. The C57 CE is higher than Hybrid mice in the adult
age group (F(2,1)=6.09, SRH test, p=.04, adult C57 vs Hybrid mice p=.025, Dunn test Post hoc with Bonferroni
correction). Note that the Hybrid mice BS CE follow a U-shaped (H(2,1)=6.09, SRH test, p=.04, young vs adult
p=.01, adult vs old p=.03, Dunn test Post hoc with Bonferroni correction)..

/ Key findings: \

*+ As mice age, the spontaneous firing rate decreases in both cell types in
Hybrid mice, while it increases in the BS of C57 mice and remains stable in

the NS.

¢+ The CE during spontaneous activity follows a U-shaped pattern with aging in
Hybrid mice (BS), while it remains constant in C57 mice.

<+ The CE during spontaneous activity is higher in C57 mice than in Hybrid mice

NBS), particularly at adult age. J
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cortex during natural sound presentation

II. Natural evok lll. Comparison
|. Spontaneous activity ) i Spontaneous and
responseiSEa Evoked activities

Ageing is associated with changes in auditory function, including alterations in the AC’s evoked-response ac-

tivity (Price et al.|2017). Age-related hearing loss, known as presbycusis, involves both peripheral and central
components. While peripheral factors such as the loss of sensory hair cell contribute to presbycusis (Gates & Mills
2005), the central components involve age-related changes in neural processing within the AC. Investigating the
evoked-response activity of the AC in age-related hearing loss models can provide insights into the neural mecha-
nisms underlying this condition. When presented with sounds, the AC generates a characteristic pattern of neural
responses that reflect the encoding and analysis of various acoustic features (Theunissen & Elie/2014). Analysing
the AC’s response to sound is essential for understanding the mechanisms underlying auditory perception and the

effects of ageing on auditory processing.

In this study, we aim to investigate whether the evoked response to natural sounds differs between a healthy
age-related hearing loss model and a presbycusis model. It is of particular interest to examine the response to
natural sounds, as they represent complex auditory stimuli that encompass a wide range of spectral and temporal
features (Theunissen & Elie| 2014} |[Nelken et al.||19994l [Theunissen et al.|[2000, Rieke et al.||[1995). By focusing
on natural sounds, we can gain a more comprehensive understanding of how the AC processes and represents
ecologically relevant auditory information. Therefore, this type of stimulus is more likely to resemble real-life
auditory stimulation (Theunissen & Elie|2014). Moreover, several studies support that natural sounds elicit more
robust and complex neural responses in the AC compared to pure tones (Nelken et al.||19994, Rieke et al.|[1995|
Theunissen et al.|2000). To the best of our knowledge, there is currently limited research comparing the evoked-
response activity of the AC to natural sounds across different age groups and between healthy and presbycusis
models. This knowledge gap highlights the importance of our study, as it can provide novel insights into the
alterations in evoked-response activity associated with ageing and presbycusis. By comparing the evoked responses
in these models, we can determine whether there are distinct patterns of AC activity related to the different hearing

profiles and explore potential differences in the neural coding of natural sounds.

To investigate these questions, we conducted experiments utilizing a well-established experimental protocol
to assess the evoked responses of the AC in both healthy age-related hearing loss and presbycusis models. We
analysed the neural responses elicited by natural sounds across different age groups, focusing on specific metrics
such as response magnitude, latency, and selectivity to different sound features. By elucidating the age-related

changes in the evoked-response activity of the AC during the natural sound presentation, we aim to enhance our
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understanding of the mechanisms underlying age-related hearing loss and the specific alterations in neural process-
ing associated with presbycusis. This knowledge can contribute to the development of targeted interventions and
therapies for individuals affected by age-related hearing loss, ultimately improving their auditory perception and
quality of life. We presented natural sounds to awake, head-fixed mice during the same experimental session as
the spontaneous analysis. The natural sound stimulation consisted of a succession of natural sounds (such as bird
songs and door closings) presented for 10 seconds, followed by a 1-second interval, and repeated 30, 50 and 100
times (Figure A). In this Chapter IV, we will first investigate the responsiveness of the mice AC to natural
sound presentation across age groups and strains. This will enable us to quantify the percentage of cell that respond
to such stimuli. Subsequently, we will analyse the FR and CE of the AC during natural sound-evoked responses,

focusing on age-related changes.

4.1 Responding (R) and non-responding (NR) cell identification

As the C57 mice become deaf over time (Lyngholm & Sakatal2019, [Ison et al.||2007), due to the peripheral
impairment, we wanted to investigate how the AC is activated by sound during ageing. To measure the respon-
siveness of AC cell, we counted the number of spikes occurring during the 10-second natural presentation over
the repetitions and compared it with the number of spikes occurring in the 250-ms preceding window, baseline
(Figure B-D, Materials and Methods Identifying Cell Responsiveness). Briefly, the peri-stimuli histogram
(PSTH), aligns all the sound stimulation spike trains and counts the number of events in a 50ms bins length. Then
the PSTH, converted to Hz, was then used to detect responding (R) and non-responding (NR) cell. A neuron was
considered an R cell if at least a one-time bin during sound presentation crossed a threshold of mean FR plus 3

standard deviations (Figure {.1] D).

Figure E shows examples of R and NR cell PSTH. We observed distinct types of responses, ranging from
sparse to dense. These different response types could reflect the neuron’s sensitivity to different sound structures
and/or components, Figure @ B, such as onset, offset, and harmonics) (Solyga & Barkat|[2021| Nelken et al.
1999b). This could also represent different strategies of coding (sparse or dense), as various signal coding schemes,

in particular the sparse coding have been described in the literature (Beyeler et al.[2019).

4.2 Proportion of responding cells to natural sound stimulation across strains and age-

groups

We first determined whether the proportion of responding cell is maintained across ageing and different mouse
strains. The proportion of R and NR cell is the fraction of R and NR on the total number of cell per mouse. We
presented the proportion of R and NR per mouse sorted by age for Hybrid mice and C57, as well as across age
groups (Figure [4.2] A-D). We observed a tendency for a decrease with age in both Hybrid mice and C57 mice,
particularly in Hybrid mice NS and in both BS and NS in C57.
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Figure 4.1: Identification of responding (R) and non-responding (NR) cell types

(A) Natural sounds presentation protocol. The protocol consisted of repeated ten-second natural sound stimulation
with a 1-second interval repeated 30, 50, or 100 times to awake head-fixed mice. Sounds with different dB levels
of 60, 70, and 75 dB were presented. Two types of natural sounds have been presented to the mice. No particular
order has been followed for the dB, number of repetitions or natural sound type presentation. Blue colour rectan-
gles represent sound exposure times. (B) The structure of both used types of natural stimuli with related neuron
responses examples. The blue areas represent the exposure time, the middle panels are the raster plot and the bot-
tom panel is the PSTH. (C) Procedure to identify responding (R) and non-responding (NR) cell. See Materials and
Methods-Identifying Cell Responsiveness for more details. From top to bottom, the neuronal response for each
repetition is aligned, and the number of spikes within 50 ms is counted in a histogram. The number of spikes per
histogram is converted to firing frequency (Hz), the PSTH. (D) The mean FR during the baseline period, 250ms,
plus three standard deviations (sd) was used as a threshold to label the cell as R if one bin crosses the threshold,3
or NR otherwise. (E) Example of responding (left) and non-responding cell (right). The blue ribbon represents the
10-second sound presentation window.
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Figure 4.2: Proportion of responding cell per mouse
(A) Proportion of responding cell along with ageing in the Hybrid mice strain. (B) Boxplot of the age-groups
proportion of R per mouse in the BS (blue, top) and NS (green, bottom) in Hybrid mice. (C) The proportion of R
along with ageing in the C57 strain. (D) Boxplot of the age-groups proportion of R per mouse in the BS (blue, top)
and NS (green, bottom), in C57.

Comparing between strain (Figure [{.3)), we computed the mean proportion of responding cell per mouse and
we observed the same tendency of decreasing in the number of R and a tendency to a lower proportion of R in C57
than in Hybrid mice, (Figure £.3] C-D). The analysis of the mean proportion of R per mouse can be biased by the
number of cell that were recorded per mouse, see the Materials and Methods chapter. This is because some mouse
might have only one recorded neuron, which could impact the observed proportion of responsiveness. To address
this issue, similar to the FR and CE analysis, we opted to compare the mean proportion of cell across groups of
mice rather than across the mean per mouse followed by the mean age-group. We found that the proportion of NR
was higher in C57 (Figure [d.3] E, p=6.35¢-5, proportion test). In both cell types, the proportion of R was lower in
the old group of C57 than in Hybrid mice (Figure 4.3] F, BS p=.003, NSC p=.002, proportion test). In addition,
the responsiveness decreased in the Hybrid mice NS (Figure [£.3] G, young to old p=.02, proportion test) as well
as in both cell types in C57 mice (Figure 3] G, BS p=1.29¢-5 and NS p=.002, proportion test).

4.3 Decrease with age in the natural sound evoked-response FR of both cell types in Hy-

brid mice

Similar to the previous section, we investigated age-related changes in FR in Hybrid mice during sound pre-
sentation, (Figure f.4] A-C). We computed the FR during all the sound-presentation protocol, including the 10
sec sound exposure repetitions and the 1 sec intervals (Figure @1} A). Our analysis revealed that FR tended to
decrease with age in both BS and NS, as observed by analysing cell FR (Figure .4] A) and mean FR per mouse
(Figure [£.4] B). We found that the Hybrid mice FR decreases from young to adult and from too old in the two
cell-types (Figure 4] C, BS: F(2)=9.2, p=.0001, one-way ANOVA; p=.002 and p=.0001, respectively, Tukey HSD
Post hoc, NS: F(2)=9.59, p=8.13e-5, one-way ANOVA; p=.0001 and p=.0013, respectively, Tukey HSD Post hoc).
While comparing the cell types we observed an age-groups effect (F(2)=16.81, p<e-5) and a cell-types effect,
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(F(2)=24.31, p=.0001, two-way ANOVA), where the FR of NS is higher than BS but no interaction effect with age

groups.
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Figure 4.3: Proportion of responding cell

(A) Boxplot of the mean proportion of responsiveness per mouse. Note the tendency to a lower proportion of
responsiveness in C57 than Hybrid mice, but with no significance. (B) Boxplot of the mean R proportion per
mouse across age groups. Note the tendency of a lower proportion of responsiveness in old C57, but with no
significance. (C) The proportion of the mean responsiveness in BS per mouse and per age group on the right. (D)
The proportion of the mean responsiveness in NS per mouse and per age group on the right. (E) The proportion
of responding cell in blue and the proportion of non-responding cell in black per strain (p=6.35e-5, proportion
test). (F) The proportion of responsive BS, top, and NS, bottom, per age groups and strain. Significantly higher
proportion of NR in C57 than in Hybrid mice in old BS (p=.003, proportion test) and NS (p=.002, proportion test).
(G) Changes in the proportion of responsiveness in BS, top, and in NS, bottom, along with ageing across strain.
Asterisks represent changes from young to old. Significant decrease is observed in Hybrid mice NS proportion of
responding cell (p=.02, proportion test) and in both C57 BS proportion of responding cell (p=1.29¢e-5, proportion
test) and NS (p=.002, proportion test).

4.4 Decrease with age in the natural sound evoked-response FR of NS in C57

In the C57 mice, we observed a decrease in the FR of NS (Figure [.4] D-F). This difference is significant
between young and old age, (F(2)=3.5, p=.03, one-way ANOVA, p=.02, Tukey HSD Post hoc). In BS, there is
a slight tendency to increase in panel E, however, no significant difference in FR is observed. When comparing

the FR ageing between the two cell-types, we observed a significant cell-type effect, (F(1)=5.78, p=.01, two-way

71



Chapter 4. The evoked-response activity of the auditory cortex during natural sound presentation

ANOVA) and an interaction effect between cell-types and age-groups, (F(1,2)=3.22, p=.04, two-way ANOVA).
The analysis shows that the NS FR was higher than the BS in young C57 mice, (p=.05, Tukey HSD Post hoc).
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Figure 4.4: Age-related decrease in FR during sound presentation in BS and NS of Hybrid mice and decreases in NS C57
(A) Logarithmic firing rate (Log FR) per cell of Hybrid mice BS (top) and NS (bottom) along with ageing. (B)
Mean Log FR per mouse of Hybrid mice along with ageing. (