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Abstract

We find accurate optical responses of metallic and dielectric axisymmetric
nanoparticles in the resonant region - where the particle has at least one
dimension comparable to the excitation wavelength - at any point in space
by defining surface Green functions (SGF’s) for the particles in terms of a
finite number of exact solutions of the Maxwell equations. We study both
the near and far field properties of these particles, offering a flexibility that
is unsurpassed by alternative techniques. For each problem, we carefully
monitor the convergence and error in our solutions to justify our results, a
process often overlooked in similar studies. By optimizing these SGF’s, we
minimize the error in our solutions and are able to study wide families of
particles to examine how the size, shape and composition of the particles
affects their optical properties at all points in space.
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Chapter 1

Introduction

We shall begin in this chapter by examining the historical background to

modern electromagnetic analysis and highlighting why the optical properties

of nanoparticles have received constant and varied scientific interest for well

over one hundred years. We will outline the fundamental electromagnetic

theory required throughout our study and introduce several modern solution

methods used widely, specifically their advantages and limitations. Finally

we will outline very briefly the general problem we wish to solve in this work.

1.1 A brief history of nano-optics

Nanoparticles are generally considered to be an invention of modern science,

although they have a history that dates back thousands of years. They have

been used for their striking optical properties as decoration in materials such

as glass and pottery, albeit unknowingly, since Roman times [2]. Of course, at

this time, there was no real understanding that the optical properties of these

materials were due to the presence of very small particles which had intriguing

optical properties. The use of nanomaterials in this capacity continued for

thousands of years without any understanding of the mechanisms at work.

It was the chemist, Michael Faraday, who provided the first scientific
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study of the optical properties of nanoparticles in his seminal 1847 publica-

tion [3]. In this work he outlined his findings that the optical properties of

gold colloids differed from those of bulk gold. Many consider this to be the

birth of the scientific field of nanoscience, even though the properties of these

metallic nanoparticles was not fully understood at this time.

Some twenty-five years later and in the field of atmospherics, Lord Rayleigh

outlined theory that showed that the blue sky could be explained by the

scattering of light by small particles [4]. Assuming that the scatterers were

small in comparison to the wavelength of the incident light, Rayleigh showed

that the scattered intensity was inversely proportional to the fourth power of

the wavelength of the incident light, and that this was in excellent agreement

with the spectral distribution of the light experimentally observed. Although

particles in air are typically smaller than the colloidal particles described by

Faraday, Rayleigh’s analysis made fundamental steps to the advancement of

nanoscience by providing a mathematical description to the optical properties

of small particles.

In the intermediate period between Rayleigh’s research and the beginning

of the 20th century, there was a large gap in the theory of the optical proper-

ties of nanoparticles. Very small particles could be adequately described in

the far field by Raleigh theory, while geometrical optics [5] could describe the

properties of large particles. The range between these two extremes where

the wavelength of excitation was comparable to the size of the particle - the

so called resonant region - remained a theoretical gap.

It was not until 1908 that the German physicist Gustav Mie outlined a

a theory for spheres that was independent of the relative size of the particle

to the incident light [6]. Mie theory allowed the fields of interest to be

determined at any point in space, but did not prove useful for decades to

come due to the enormous amount of calculations required in an age before

the advent of the computer.

Decades later, with the advent of the computer Mie theory became a
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realistically usable theory and since WWII there has been an explosion in

the number of scattering theories reliant on computational techniques. Due

to the breadth of the field, we will not study all of the various techniques

in this work but we will investigate some of the important areas of modern

computational electromagnetics in more detail in Section. 1.5. For now, we

shall move on to study from a modern perspective a few examples from the

vast range of exciting particles that can be produced and the corresponding

optical properties of these nanoparticles.

1.2 Nanoparticle production and types

The field of nanoscience is progressing at a rate faster than ever due to mod-

ern production techniques allowing the fabrication of wide ranges of sizes and

shapes of materials from an equally wide variety of materials. The field of

nanoparticle fabrication is a vast science in itself and we will not study all

the production methods here. The main methods of fabrication, however,

are by attrition [7], pyrolysis [8] and wet chemistry techniques [9]. Of pri-

mary interest to our study is the shapes, sizes and materials of particles that

can be produced via these various methods. We will concern ourselves in

this study with particles having a rotational axis of symmetry. This is not

a significant limitation as most fabrication methods in practice produce ro-

tationally symmetric particles. Also, many of the physical effects of interest

we shall describe in Section. 1.3 are precisely due to the particle symme-

tries. In Fig. 1.1 [10] we show a selection of polystyrene nanoparticles which

have been produced by so called ”bottom down” techniques (spheres that

have been reduced down by chemical processes to form new axisymmetric

particles). We can see in Fig. 1.1 a wide range of both oblate and prolate

nanoparticles and we will discover in our studies that these particles can have

drastically different optical properties. Examples of commercially available

metallic nanoparticles are shown in Fig. 1.2. The elongated metallic par-
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Figure 1.1: Examples of various shapes of both prolate and oblate dielectric
nanoparticles with a size range of 500nm shown on each.

Figure 1.2: Examples of commercially available elongated gold nanoparticles
of length ≈ 1µm.

ticles shown in Fig. 1.2 have particularly interesting practical applications

due to the high field enhancements possible with such particles, which we

discuss further in Section. 1.3. As can be seen from the examples presented,

elongated (and flat) nanoparticles tend in practice to have rounded edges

as straight edges tend to be difficult to manufacture via the available pro-

duction techniques. As a result, in this work we shall model most particles

with rounded ends to recreate practically produced nanoparticles faithfully.

These brief examples are by no means an exhaustive list of the variety of
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nanoparticles that can be produced today, but serve to illustrate the vari-

ety of geometries available. Now that we have shown some of the various

structures that can be produced with nanoparticles, in Section 1.3 we shall

discuss some of the optical properties of these particles that makes them so

interesting.

1.3 Optical properties of nanoparticles

Throughout the rest of this work we shall confine ourselves to study the opti-

cal properties of axisymmetric nanoparticles in the resonant region, between

the limits of the Rayleigh regime and the regime of geometrical optics. We

note, however, this is by no means any real restriction due to the wealth of

optical properties nanoparticles in this range produce. We will briefly intro-

duce some of the key properties of dielectric and metallic particles in both

the near and far field.

1.3.1 Far field properties of particles

Although the majority of recent interest in nanoparticles has been in near

field effects, accurately modeling the far-field properties of nanoparticles is

of great interest in many different fields. In atmospherics, the ability to

study how satellite communications are affected by clouds, dust and ice is of

importance [11]. Also, the investigation of the optical properties of cosmic

dust grains detected in astronomical objects is of importance in astrophysics

[12].

1.3.2 Near field effects

Nanojets

Photonic nanojets are intense, narrow beams emerging from the shadow side

surface of plane wave illuminated dielectric cylinders or spheres of diameter
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greater than approximately one wavelength [13]. Nanojets can appear for

a wide range of diameters of the cylinder or sphere and for a variety of

refractive indices [14]. Typically, the jets can propagate with little divergence

for several wavelengths into the surrounding medium while maintaining a

transverse beam width smaller than the illuminating wavelength. In fact,

transverse beam widths as small as 0.3λ have been reported [15]. We show

a real nanojet imaged via confocal microscopy in Fig. 1.3. Nanojets such as

Figure 1.3: Image of an experimentally observed photonic nanojet from a
dielectric sphere of radius 2.5µm taken via confocal microscopy [1]. The in-
tensity of the field has been sampled around the particle via confocal microscopy
and a composite image formed to show the spatial variation.

the example shown in Fig. 1.3 have received significant interest recently as

obtaining the finest possible optical resolution is of relevance to a wide range

of areas. Potential applications include high-density optical data storage

[15] and microscopy [16], where nanojet microscopy obviously holds many

advantages over conventional electron microscope based techniques, since in

biological applications the sample need not be killed to be imaged.
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Nano resonators

Ever since the discovery of very high quality factor micro resonators in spher-

ical particles [17] there has been constant interest in such structures along

with a wide range of publications, many aiming to find the largest possible Q

value particles. The interest in micro and nanoparticle resonators has been

driven by the diverse range of related studies from investigations of strong

coupling in quantum electrodynamics [18] to ultra-sensitive bio-sensing [19].

Surface Plasmon Resonances

One of the most exciting properties of metallic nanoparticles first described

by Mie in 1908 is that the interaction of light with the particle can result in

the collective oscillation of its free electrons. This oscillation is referred to as

the surface plasmon resonance (SPR) [20].

This SPR can produce large optical polarizations which result in a huge

local electric field enhancement at the nanoparticle surface as well as strongly

enhanced light absorption and scattering by the particle, provided the inci-

dent field is at the SPR frequency. This SPR frequency depends not only

on the material, but also on the size and shape of the nanoparticle [21, 22],

the dielectric properties of the surrounding medium [23], and inter-particle

interactions [24]. These properties provide a large degree of tunability to the

response of the particle to the incident field.

These strongly enhanced and tunable absorption and scattering proper-

ties of such metal nanoparticles have made them invaluable as optical and

spectroscopic tags for biological sensing and imaging [25] and for biomedical

applications [26]. Also, the SPR sensitivity to the host medium refractive in-

dex and inter-particle interactions has also been used for the optical detection

of biological and chemical species [27].

The huge local electric field resulting from the SPR can lead to a strong

enhancement of the spectroscopic signal from molecules in the vicinity of an

SPR active particle [28]. Important examples of this include surface enhanced
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fluorescence [29], and surface-enhanced Raman scattering (SERS) [30, 31]

with enhancement factors large enough to allow single molecular detection

[32, 33].

A detailed understanding of the laws which govern electromagnetics is re-

quired in our studies, and we shall present a brief introduction in Section. 1.4.

1.4 Fundamentals of electromagnetics

The relationships showing the behavior of the macroscopic electric and mag-

netic fields in a media were formulated by James Clerk Maxwell and are of

the form [34]:

∇× E = −∂B

∂t
(1.1)

∇× H = J +
∂D

∂t
(1.2)

∇ · D = ρ (1.3)

∇ · B = 0 (1.4)

where E is the electric field, H the magnetic field, B the magnetic induction,

D the electric displacement, J the current density, ρ the free electric charge

density and t is time.

Also, it is trivial to show from Maxwell’s equations the continuity equation

for electric charge is of the form

∇ · J +
∂ρ

∂t
= 0 (1.5)

Since the Gauss magnetic field law and the charge continuity equation can

be obtained from the first three Maxwell’s equations, they are sometimes

thought of as being supplementary or dependent equations.

The charge and current densities are associated with free charges and for

a source free medium J = 0 and ρ = 0. For this case, only the first two of
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Maxwell’s equations are independent.

Throughout our study, we shall assume that the fields and sources are

time harmonic with an angular frequency ω and can be written in the form

E(r, t) = Re{E(r)e−iωt} (1.6)

With similar relations for the other fields of interest. Thus it can be seen

that in the time domain that the field E(r, t) is a real quantity. However, in

the frequency domain E(r) is a complex quantity and Maxwell’s laws in the

frequency domain are of the form

∇× E = iωB (1.7)

∇× H = J − iωD (1.8)

∇ · D = ρ (1.9)

∇ · B = 0 (1.10)

1.4.1 Boundary conditions

If more than one medium is involved, the fields at the boundary of two

media may be discontinuous. However, a boundary condition is associated

with each of Maxwell’s equations. If we consider a boundary between two

media separated by a surface S which has an outward unitary normal (see

Appendix. C) vector n̂ as shown in Fig. 1.4 it is possible to show that the

tangential component of E is continuous while the tangential component of

H is discontinuous:

n̂ × (E2 − E1) = 0 (1.11)

n̂ × (H2 − H1) = Js (1.12)
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Where Js is the surface current density and, conversely, the normal compo-

nent of B is continuous while the normal component of D is discontinuous:

n̂ · (B2 − B1) = 0 (1.13)

n̂ · (D2 − D1) = ρs (1.14)

where ρs is the surface charge density.

Figure 1.4: The interface between two linear isotropic media showing the
outward unitary normal at the surface S.

1.4.2 Poynting’s Theorem

Energy conservation follows from Maxwell’s equations and Poynting’s theo-

rem in the time domain states that:

∇ · (E × H) + H · ∂B

∂t
+ E · ∂D

∂t
= −E · J (1.15)

and the Poynting vector is given by:

S = E × H (1.16)

which be interpreted as the power flow density. By integrating over a finite

domain D with surface S and using Gauss’ theorem we find that:

−
∫

D

E · JdV =

∫

S

S · n̂dS +

∫

D

(

H · ∂B

∂t
+ E · ∂D

∂t

)

dV (1.17)
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Which simply describes that the power supplied by the sources within the

volume is equal to the sum of the increase in electromagnetic energy flowing

out of the volume.

In a similar fashion, the Poynting vector can be represented in the fre-

quency domain as:

∇ · (E × H) = iω(B · H∗ − E · D∗) − E · J∗ (1.18)

where the asterisk denotes the usual complex conjugation. The complex

Poynting vector is defined as:

S = E × H∗ (1.19)

However, practically, it is not possible for real devices to respond at optical

frequencies and so what is actually measured is the time averaged power flow.

The time averaged Poynting vector is given by:

〈S〉 =
1

2
Re{E × H∗} (1.20)

1.4.3 Constitutive Relations

The first three independent Maxwell’s equations are, in themselves, insuffi-

cient to form a complete system of equations to solve for all unknown scalar

functions since there are sixteen unknown scalar functions and only seven

scalar differential equations.

If we consider a source free medium, the number of unknown scalar func-

tions decreases to twelve with six scalar differential equations. To make the

equations definite additional information is required about the interdepen-

dencies of the vector fields. This additional information is given by consti-

tutive relations. We note that from this point onwards we will assume all

fields to be time harmonic and so the frequency domain form of the Maxwell

equations apply. The frequency domain constitutive relations for isotropic
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media are:

D = ǫE (1.21)

B = µH (1.22)

J = σE (Ohm′s Law) (1.23)

where ǫ is the electric permittivity, µ is the magnetic permeability and σ is the

electric conductivity. The above equations provide nine scalar relations that

make the number of equations and unknowns in Maxwell’s equations compat-

ible, and for the source free medium, only the first two constitutive relations

are required. We draw special attention to Ohm’s Law, which quantifies

the conductivity (σ) of a medium. In this work we shall study the electro-

magnetic properties of real metallic materials that have finite conductivities

and as such support internal fields to the particle. For the case of metallic

particles, the large conductivity produces rapidly attenuated internal fields.

In free space, the electric permeability and magnetic susceptibility are

given by ǫ0 = 8.85×10−12Fm−1 and µ0 = 4π×10−7Hm−1 respectively. Inside

a medium, however, the permeability and susceptibility are determined by

the electric and magnetic properties of the medium.

Dielectric materials can be characterized by two terms, one free space

term and one polarization vector term, P, such that:

D = ǫ0E + P (1.24)

where the polarization vector is the average electric dipole moment per unit

volume and is quantified by:

P = ǫ0χeE (1.25)

where χ is the electric susceptibility. Similarly, magnetic materials can be
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described by a free space term and magnetization vector term, M, such that:

B = µ0H + µ0M (1.26)

where M is the magnetic dipole moment per unit volume:

M = χmH (1.27)

where χm is the magnetic susceptibility. Throughout our study we shall deal

only with nonmagnetic media where the permeability is given by µ = µ0.

For isotropic media, the permeability and susceptibility can be written as:

ǫ = ǫ0ǫr = ǫ0(1 + χe) (1.28)

µ = µ0µr = µ0(1 + χm) (1.29)

1.4.4 Index of Refraction

For source free media, the simplest solution to Maxwell’s equations is the

vector plane wave solution. The behavior of the plane wave is determined by

the dispersion relation

k = ω
√

ǫµ (1.30)

which relates the angular frequency of the wave, ω, to the wavenumber k.

The dimensionless quantity

n = c
√

ǫµ = c
√

ǫ0µ0

√
ǫrµr (1.31)

is the refractive index of the medium where c is the speed of light (c=1/
√

ǫ0µ0),

ǫ0 and µ0 are the free space permittivity and permeability and ǫr, µr are the

relative permittivity and permeability of the material in question.
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1.5 Computational electromagnetics

There are countless real-world situations where the interaction of electromag-

netic radiation with structures is of great importance. Examples include the

design and modeling of telecommunication systems, antenna, radar, satellite

communication systems, the study of nanophotonic devices, high speed sil-

icon electronics and medical imaging. However, very few of these problems

are analytically solvable and as a result numerical methods must be em-

ployed. The multitude of methods that are employed in the solution of this

broad range of problems forms the wide and growing field of computational

electromagnetics. The typical aim of computational electromagnetic tech-

niques is to solve the problem of computing the electric and magnetic fields

in and around some object, which is subject to an incident excitation. Some

solution methods allow the solution fields to be found across all space, while

others only allow the fields to be found in a predefined area or grid. There

are a wide variety of computational electromagnetic techniques and the exact

method employed to solve a particular problem depends on the nature of the

object being studied and the area for which a solution is desired. Almost all

methods aim to take advantage of natural symmetries and three dimensional

problems can often be reduced to problems of lower dimension providing a

specific symmetry exists. In this work we are mainly interested in the simula-

tion of how electromagnetic fields interact with axisymmetric nanostructures,

and a brief overview of some of the main techniques used in this field as well

as advantages and disadvantages of each will be outlined. Specifically, we

will briefly outline Mie theory, the Finite Difference Time Domain method,

the Discrete Dipole Approximation and the Extended Boundary Condition

Method with Distributed Sources. Currently, these are the most widely used

techniques in the study of the optical properties of nanoparticles.
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1.5.1 Mie Theory

As we discussed in Section. 1.1, Gustav Mie’s motivation was the characteri-

zation of the optical properties of colloids, which were mainly in the resonant

region of the incident excitation, i.e. between the Rayleigh and geometrical

optics limits. Mie ultimately formulated a solution to the scattering of elec-

tromagnetic plane waves by spheres and so Mie scattering theory is named

after him.

Unlike Rayleigh scattering, Mie theory is applicable to all aspect ratios

of particle size to incident light wavelength and is one of the few analytical

solutions of the Maxwell equations for particles electromagnetics. It repre-

sents the various incident, internal and scattered fields as expansions of a set

of functions and is an exact solution to Maxwell’s equations provided infinite

expansions are used. As previously discussed, at the time of its inception, Mie

theory’s viability was questionable since it required a large number of compu-

tations. The computer age has allowed the fast and accurate computation of

these large sums of special functions, and as a result Mie’s paper’s influence

continues even today and in fact Mie’s original paper receives around 160

citations each year.

As we outlined in Section. 1.2, modern production techniques have al-

lowed the manufacture of a wide range shapes of nanoparticles and Mie theory

cannot be directly used to solve problems involving non-spherical particles.

However, since scattering of a plane electromagnetic wave by a sphere is one

of the few analytically solvable problems in electromagnetics, Mie theory is

frequently used as a standard reference to validate methods designed for more

complex electromagnetic problems.

1.5.2 Finite Difference Time Domain Method

The Finite Difference Time Domain (FDTD) method is a time domain method

which involves the direct solution of Maxwell’s time dependent curl equations
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[35]. It uses simple central-difference approximations [36] to evaluate the

space and time derivatives of the fields of interest. The region being studied

is represented by two interlaced grids of discrete points. One grid contains

the points at which the magnetic field is evaluated, the second contains the

points at which the electric field is evaluated. By alternately calculating the

electric and magnetic fields at a series of time steps, the fields of interest are

propagated throughout the grid. Time stepping is continued until a steady

state solution with appropriate precision is reached. The main advantages

of the FDTD method are that is does not involve the solution of system of

linear equations and frequency domain results can be obtained by applying a

discrete Fourier transform to the time domain results. Also, the particle be-

ing studied can be of arbitrary shape and this makes the method particularly

suited to the study of non-axisymmetric particles. There are however some

significant disadvantages of the FDTD method. Firstly, the fields of interest

can only be found on the predefined grid and, because the basic elements

are cubes, curved surfaces on a scatterer must be stair- cased as illustrated

in Fig. 1.5. Of course, by increasing the resolution of the FDTD method

the area which is not modeled can be decreased arbitrarily, but in reality

the computational requirements of the FDTD method are significant and in-

creasing the resolution comes with significant additional computational cost.

Furthermore, no matter how high the resolution is made, there will always be

areas which are not modeled. Probably the most major disadvantage of the

FDTD method, however, is that if either the particle or input field change,

the entire calculation must be performed again. Since one calculation can

take hours or even days to complete, it makes evaluating the behavior of

a particle for a range of incident fields difficult. For these reasons, FDTD

methods tend to be used to periodically confirm the results of other more

efficient computational methods.
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Figure 1.5: A diagramatical representation of a staircasing effect in the near
field of a particle calculated via the FDTD method.

1.5.3 Discrete Dipole Approximation

One of the most most well known and widely used methods in computational

scattering analysis is the Discrete Dipole Approximation (DDA) [37]. Using

DDA, an arbitrarily shaped particle is treated as three dimensional collection

of dipoles. When subject to an incident field, the points acquire dipole

moments which interact with one another as well as the incident field. For

this reason the DDA is also sometimes referred to as the coupled dipole

approximation. By taking into account the interaction of all the dipoles with

each other and the incident field, it is possible to form a linear system of

equations, and, by solving this system the fields of interest may be found.

DDA has the main advantage that the dipoles that form the object can be

placed in any configuration and so even irregularly shaped particles without

any symmetry can be studied. However, the main disadvantage of DDA (as

with FDTD) is that the linear equations generated need to be solved for each

incident field which can be computationally demanding.
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1.5.4 Extended Boundary Condition Method with dis-

tributed sources

The Extended Boundary Condition Method (EBCM) is a multipole method

which connects the coefficients of the expansions of the scattered and incident

fields in terms of a complete system of the vector basis functions via a matrix

commonly known as the T-Matrix. It was first described by Waterman in

his seminal paper [38]. Due to the matrix relations between the expansion

coefficients being at the heart of the theory, the EBCM is often referred

to as the T-Matrix method. There have been many modifications of the

EBCM since its inception, for elongated or flat particles the most important

modification of the EBCM is use of distributed multipole sources within the

particle, as opposed to sources defined from a single origin [39].

The main advantages of the distributed source formulation of the EBCM

are the low computational costs and wide range of particle shapes, materials

and sizes that can be modeled [40]. One of the major drawbacks of the

EBCM, however, is the inability to model the near field effects of many

of the particles it can model in the far field. This is due to the fact that

the method can only determine the fields inside and outside the particles

smallest and largest circumscribing spheres respectively as shown in Fig. 1.6.

The volume of space that cannot be modeled in the near field increases as the

aspect ratio increases, making this method unsuitable for near field studies

in non spherical particles. Due to this limitation, the method is primarily

used in far field studies where this disadvantage is not important.

1.6 Statement of our problem

In this study, we wish to characterize the electromagnetic fields at all points

in space due to an input field being imposed on an axisymmetric nanopar-

ticle. We assume that the nanoparticle and surrounding medium are both
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Figure 1.6: Near field diagram showing the area between the inscribing and
circumscribing spheres that the EBCM with distributed sources cannot find,
the main limitation of the model.

linear and isotropic, and that the surrounding medium is infinitely extended.

A diagramatical representation of a particle with an input field incident upon

it is shown in Fig. 1.7. We note in Fig. 1.7 that the particle is axisymmetric

since it is produced by the revolution of the generatrix about the symmetry

axis (the z-axis). We will make use of both Cartesian and spherical polar

coordinates in this work, the relationship between the two is given in Ap-

pendix. A.
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Figure 1.7: The geometry of a general particle we wish to model showing
the surface S separating the internal and external domains Di and Ds, the
incident, internal and scattered fields f0,i,s (which can be electric or magnetic),
the outward unitary normal to the surface n̂ and the major and minor semi
axes A, B along z and x, respectively. The surface of the particle is produced
by the revolution of a line, or generatrix, about the z axis.
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Chapter 2

Electromagnetic Properties via

the Surface Green Function

In this chapter we shall lay down the theory that will enable us to find

the electromagnetic properties of axisymmetric nanoparticles as described in

Section. 1.6.

2.1 Multipole expansions in electromagnetics

In this study, we represent electric and magnetic fields as expansions over

some set of appropriate functions. We deem functions to be appropriate

if they satisfy certain criteria. Firstly, we require that the functions are

exact solutions to the Maxwell equations. In this way, we can be assured

that any linear combination of these functions we produce via a multipole

expansion are also solutions to the Maxwell equations. We also require that

our functions (and hence field expansions) satisfy the radiation condition at

infinity [41]:
r

r
×√

µsH
s +

√
ǫsE

s = 0(
1

r
), as r → ∞ (2.1)

The radiation condition assures that the scattered fields propagate away from

the particle i.e. the energy of the scattered field propagates outward from
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the particle and assures uniqueness in our solutions. Additionally, we require

that the set of functions we use is complete and linearly independent [42].

Requiring the functions to be complete ensures that we can represent any

field in our multipole expansions to an arbitrary precision by carrying out

the expansion to high enough order. Linear independence ensures that the

there is no degeneracy in our system of functions. There are many sets

of functions which satisfy these criteria [43] , although we choose to work

with the Spherical Vector Wavefunctions (SVWF’s) M and N which are

introduced in detail in Appendix. B.

The expansions of the various fields are written in terms sums over the

SVWF’s such that for the internal field:

Ei =
∞

∑

n=1

n
∑

m=−n

ai
mnM

1

mn + bi
mnN

1

mn (2.2)

and for the scattered field

Es =
∞

∑

n=1

n
∑

m=−n

as
mnM

3

mn + bs
mnN

3

mn (2.3)

where m,n are the indices of the SVWF’s M and N (m is the azimuthal

mode and n is the order of the Legendre polynomial within the SVWF),

1, 3 specify the type of radial function within the SVWF (1 specifies the

regular functions used for expanding the incident and internal fields in terms

of Bessel functions and 3 specifies the radiating functions used for expanding

the scattered fields which are in terms of Hankel functions.) and ai,s
mn and

bi,s
mn are the expansion coefficients for the internal and scattered fields. There

are of course similar relations for the magnetic fields.

Practically, however, we must use truncated expansions and so the sums

22



in the above expressions become:

∞
∑

n=1

n
∑

m=−n

→
N

∑

n=1

M
∑

m=−M

(2.4)

where N,M are the truncation parameters for n,m that control the size of

the sum.

Throughout our study, we will refrain from writing out such bulky ex-

pansions, instead we use the compact notation which combines the electric

and magnetic fields as:

|F i/s >= |Ei/s,Hi/s >= c
i/s
ν/µ|F

i/s
ν/µ > (2.5)

where F i represents the internal electric and magnetic fields we wish to ap-

proximate, ci
ν contains the expansion coefficients, ν is a multi-index that con-

tains both m and n, Fν contain the SVWF’s such that Fi
ν = |Mi

ν ,−iCiNi
ν >

for 1 ≤ ν ≤ νM/2 and Fi
ν = |Ni

ν ,−iCiMi
ν > for νM/2 + 1 ≤ ν ≤ νM and

νM is the number of functions we use in the expansion of the internal fields

where Ci =
√

ǫi

µi . There are similar expressions for the scattered fields, for

which the index and total number of functions used in the expansion are

µ, µM , since we need not use the same number of functions for the internal

and external field expansions, which we shall discuss in more detail later.

2.1.1 Surface Green Functions

The surface Green function (SGF), G, gives an exact relation between the

internal and scattered fields and the incident fields, F0, in terms of the surface

integral [44, 45],

F =

∫

S

GF0ds, (2.6)

where F represents the internal fields inside the particle and the scattered

fields outside the particle. The SGF is a function solely of the particle in
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question (not the incident field), and, once calculated, can be used to find

the field at any point from any incident field. We show in this section how to

find numerically efficient approximations of Eq.(2.6) by using the boundary

conditions on E,H at the particle surface.

We can enforce the boundary conditions at the particle surface by match-

ing the expansions of the fields in SVWF’s so that the residual of the surface

fields is minimised around the particle in a least squares sense [46]. Consider

Up, Dp, an auxiliary system of (possibly generalized) vector functions which

are linearly independent and have the component orthogonal to S identically

null. Using a finite subset of these functions with p ≤ Np and the boundary

conditions, we can define the matrix equation relating the incident fields ,

F0, to the internal and scattered fields

[

< Up|F i
ν > < Up|F s

µ >

< Dp|F i
ν > < Dp|F s

µ >

][

ci
ν

−cs
µ

]

=

[

< Up|F0 >

< Dp|F0 >

]

, (2.7)

where we use the notation < a|b >=
∫

S
a∗ ·bds to indicate the surface integral

of the scalar product of complex vector functions over the surface S. Note

that we can find a least-square solution for the expansion coefficients c
i/s
ν/µ

even when the left hand side matrix in Eq. 2.7 is rectangular by calculat-

ing, through Singular Value Decomposition (SVD) [47], the Moore-Penrose

pseudo-inverse, a generalised matrix inverse defined for non-square complex

matrices which we will discuss in greater detail in Section 2.1.3. By solving

Eq. 2.7, we can find an approximate surface Green function,

GνM+µM ,Np = [F i
νIi,−F s

µIs]L
−1

ν+µ,p

[

Up

Dp

]

, (2.8)

where Ii is 1 inside the particle and 0 elsewhere, Is is 0 inside the particle

and 1 elsewhere, and L−1 is the pseudo-inverse of the left hand side matrix

in Eq.(2.7). For fixed νM , µM , the value of Np at which one reaches conver-
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gence depends on the choice of Up, Dp. It can be shown that by increasing

νM , µM and Np, GνM+µM ,Np converges to G [48]. The algorithm requires

O(N3
p ) operations, but uniquely determines the fields at all points in space.

Furthermore, once GνM+µM ,Np has been determined, it need not be evaluated

for each individual input field, offering a computational saving over methods

such as the Finite Difference Time Domain technique and DDA.

In this study we take advantage of the fact that, for axisymmetric scatter-

ers, the azimuthal modes decouple and we can thus project on each harmonic

exp (imφ) and solve each azimuthal mode individually. We consider particles

whose surface can be parametrized by the angles θ and φ and use generalised

projection functions |Up >= [up, 0]T , |Dp >= [0, up]
T with

up ◦ S ≡
∫

δ(θ − θp)
e−imφ

2π
[n̂(θ) × φ̂(θ, φ)] · [n̂(θ) × S(θ, φ)]dθdφ

=
1

2π

∫

e−imφ[n̂(θp) × φ̂(θp, φ)] · [n̂(θp) × S(θp, φ)]dφ, (2.9)

for 1 ≤ p ≤ Np and

up ◦ S ≡
∫

δ(θ − θp)
e−imφ

2π
φ̂(θ, φ) · [n̂(θ) × S(θ, φ)]dθdφ

=
1

2π

∫

e−imφ[n̂r(θp)Sθ(θp, φ) − n̂θ(θp)Sr(θp, φ)]dφ, (2.10)

for Np + 1 ≤ p ≤ 2Np. In this work we choose p as an index for points on

the surface where the boundary conditions are matched. φ̂ is the unitary

vector along φ in spherical polar coordinates, δ(θp) is the Dirac delta at the

point θp on the surface of the particle and n̂(θp)× φ̂(θp, φ), φ̂(θ, φ) are tangent

to S and orthonormal. This choice of functions leads to a point matching

system, where the matrix equations must be overdetermined, i.e. the number

of points must be larger than the number of functions used in the expansion

of the fields.

Now that we have described the formulation of the SGF method we must
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find reliable and accurate ways of numerically calculating the SGF for various

particles. The formulation requires that we invert a non-square matrix, and

we will discuss practical methods of doing so in Sections. (2.1.3-2.1.6).

2.1.2 Physical Interpretation of SGF system

Much work in the area Greens functions is mathematically dense but this

need not be off-putting as the underlying physical concept is very straight-

forward. Greens functions simply allow us to represent the fields in one area

of space to the fields at different area of space. They are simply a mapping

of how the known fields in one area are combined to produce the fields in

some other area. In our case we know the fields at the particle surface via

the boundary conditions of Maxwell’s equations and wish to find the solution

fields at different points in space away from this surface. Since the area in

which we know our fields is a surface, the resultant Greens function mapping

is referred to as a Surface Green Function. So, physically, the SGF we derive

is simply a set of mathematical rules which tell us how we can combine the

fields at the surface to approximate the fields at all other points in space. In

other works Free Space Green Functions and Volume Green Functions are

often referred to, these are simply a different variation to the SGF where the

field is known not just on a surface, but in free space and within a volume.

Furthermore, the compact notation used in this work may be somewhat

opaque at first glance. It is used such that bulky systems of equations need

not be written out multiple times. So, for the avoidance of doubt, we show

in Fig. 2.1 a more physical representation of the point matching equation

matrix at the heart of our method (L in Eqn. 2.8). From Fig. 2.1 we can see

that we are using two sets of projection functions (D1 and D2) to project

the electric and magnetic fields at the particle surface. The fields shown in

this diagram are the superpositions of the internal and scattered fields at the

particle surface, since the incident field it contained on the right hand side

of the system of equations. The width of the matrix depends on how many
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Figure 2.1: Boundary condition matrix at the heart of the SGF approach
presented in this work. Np is the number of matching points on the surface.

expansion functions we use in our solution while the height depends on how

overdetermined our system is. We can see from this diagram that we are

simply sampling the electric and magnetic fields along two directions on the

surface of the particle.

2.1.3 Matrix inverses

Matrix inverses are used in many areas of mathematics, statistics and the

sciences and are crucial in the solution of linear systems of equations. A

brief introduction to matrix inverses is given in Appendix. D. Since in our

study we aim to find the matrix inverse of a rectangular matrix, we em-

ploy the Moore-Penrose pseudoinverse as described in Appendix. D.3. The

pseudoinverse can be calculated in a variety of ways using for example QR-

factorization [49] and iterative methods [50]. The most popular method,

however, due to its computational simplicity and accuracy is the calculation
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of the pseudoinverse via Singular Value Decomposition [47], which we will

introduce in the Section 2.1.4.

2.1.4 Singular Value Decomposition

The SVD is a matrix decomposition which is one of the methods which can

be used to calculate the Moore-Penrose pseudoinverse. We shall examine the

underlying theory of the SVD carefully as it is crucial to our solution and

will become increasingly important in our analysis in Chapter. 3.

The SVD exists for any matrix A with entries aij ∈ C and decomposes

the matrix into a product of three matrices:

A = USVH (2.11)

where U is an m × m unitary matrix with entries uij ∈ C, V is an n × n

unitary matrix with entries vij ∈ C and S is an m × n matrix which is zero

everywhere except for the main diagonal which contain entries σi ∈ R with

σi ≥ 0. The diagonal entries of S are usually ordered in decreasing magnitude

such that σi ≤ σj for j ≥ i. Thus, when using SVD on a 5 × 3 matrix, the

structure of the matrix S would be:



















σ1 0 0

0 σ2 0

0 0 σ3

0 0 0

0 0 0



















(2.12)

with

σ1 ≥ σ2 ≥ σ3. (2.13)

In this simple example U would be a 5 × 5 square matrix and V is a 3 × 3

square matrix.
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2.1.5 Singular values and vectors

The diagonal elements of S are referred to as the singular values of A. For

each singular value there are corresponding left and right singular vectors

which are stored in the matrices U and V respectively. A singular value

for which we can find two left (or right) singular vectors that are linearly

independent is said to be degenerate. Non-degenerate singular values always

have unique left and right singular vectors, consequently, if all singular values

of A are non-degenerate and non-zero, then its singular value decomposition

is unique.

2.1.6 Pseudoinverse via SVD

The singular value decomposition can be used for computing the pseudoin-

verse of a matrix. The definition of the SVD

A = USVH (2.14)

was defined in Section. 2.1.4. We know since U,V are unitary and from

trivial matrix properties that the pseudoinverse of the matrix is then given

by:

A−1 = VHS−1UH (2.15)

Where we have calculated the inverses of the unitary matrices U,V by taking

the Hermitian conjugate. The inverse of the matrix S is also trivially found

by taking the reciprocal of the non-zero diagonal elements and transposing

the matrix. It can therefore be seen that calculation of the SVD of a matrix

essentially produces the pseudoinverse of the original matrix, aside from a

few matrix operations.
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2.1.7 Quality of results and errors

We have now laid down the basic theory for the SGF method and have studied

some of the tools we use to enable us to approximate SGF’s for particles. We

must now ensure we have a robust measure of the error in our solutions such

that we can justify the validity of our simulations. In our point matching

implementation of the SGF our aim is to solve a linear system of equations

which minimizes the sum of the residual field at the particle surface in a least

squared sense such that:

|f0 − f i + f s|2 (2.16)

is minimal across the surface of the particle, where we have used f to denote

the tangent components we are point matching along at the particle surface:

|f0,i,s >= |e0,i,s,h0,i,s >= |n̂ × E0,i,s, n̂ × H0,i,s > (2.17)

where n̂ is the outward unitary normal at the particle surface. The points

p at which matching occurs are usually chosen to be equally spaced around

the particle generatrix. From this we can define the error at a specific point

p on the surface to be

δp =
|f0

p − f i
p + f s

p |2
|f0

p |2
, (2.18)

where f0,i,s
p are the fields evaluated at the point p. This gives us the fractional

size of the residual at the particle surface with respect to the incident field at

that point. We can also study the maximum and average errors as a function

of matching point position, and these are defined by:

δmax = max(δp) (2.19)

and

δav =

∑Np

p=1
δp

Np

(2.20)
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We note that in similar studies, the far field results have been shown to be

stable provided that the surface error δav ≤ 10−3 [51]. This is the cutoff that

we shall use in this work for the maximum error we deem acceptable.

2.2 Precursor to results

Before we progress to study the electromagnetic properties of various exam-

ples using the SGF method, we will briefly introduce some of the results we

shall be studying. Some of these results are produced as standard in nearly

all scattering studies, such as the scattering cross sections. Some are less

common, such as the near field to the particle and the surface error varia-

tion as a function of matching point position. It is useful before continuing

to review the geometry and parameters associated with of our particle in

Fig. 1.7.

2.2.1 Excitation field

We can excite our particle with any incident field we wish such as a plane

wave, Gaussian beam or spherical wave. However, throughout this work we

will consider all particles to be illuminated by an infinitely extended plane

wave, which we expand in terms of SVWF’s consistent with the notation

used in [52, 34]. This is the standard excitation field used in most literature

and allows us to easily compare our simulations to accepted results. We

shall characterize the input field by the direction of propagation with respect

to the particle’s symmetry axis (Ωk). Ωk is the angle the wavevector of

the incoming plane wave makes with the symmetry (z) axis of the particle

as shown in Fig. 2.2. The particle coordinate system (x,y,z) is shown in red

while the input field coordinate system is shown by dashed lines. Throughout

this work axial incidence is taken to mean Ωk = 0◦.
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Figure 2.2: For an input infinitely extended plane wave, the incident angle
of the wavevector is specified by Ωk, the field can be polarized in any direction
by the rotation of E,H about k̂. In this diagram the direction of polarization
of E and H is shown to be DE and DH respectively.

2.2.2 Particle descriptors

It is typical to label particles with characteristic dimension (i.e. largest length

along one of the semi axes A,B as shown in Fig. 1.7) D by their size parameter

(SP):

SP =
2πD

λ
(2.21)

where D = max(A,B). The aspect ratio, AR, is defined from Fig. 1.7 as:

AR =
A

B
(2.22)

where A is the real dimensional length of the semi-axis along the z direction

and B is the real dimensional length of the semi axis along the x direction.

Note that the size parameter and aspect ratio are dimensionless. Addition-

ally, we use the convention of calculating the aspect ratio of the particle as

AR = A/B (always the semi axis length along the z-axis on the numerator)

such that prolate particles have AR > 1 and oblate particles have aspect
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ratio AR < 1.

We generalize our study further by using adimensional units in all our

calculations, such that all lengths are scaled by 2π/λ (the wavenumber in

free space) and are thus dimensionless. We can then re-label our particle

lengths with a = 2πA/λ and b = 2πB/λ, the rescaled dimensionless sizes

along z and x respectively, such that the characteristic dimension is now

d = 2πD/λ and the size parameter and aspect ratio are redefined as:

SP = d (2.23)

and

AR =
a

b
(2.24)

where all variables are adimensional. This adimensional formulation means

that all solutions that we shall solve in this study are applicable to a fam-

ily of scalable particles, which could be of any physical size as long as the

wavelength of excitation is in the same ratio with respect to the particle size

as the solution. This is of course providing that the dispersion relation [53]

for the refractive index is a constant over the range we consider, which may

or may not be a reasonable approximation depending on the material and

range considered. We will discuss this fact in greater detail when we begin

demonstrate our results for real metallic particles. We note that with this

rescaling, the new dimensionless free space wavenumber is ks = 1 while the

internal wavenumber is simply ki = nrel, the relative refractive index of the

particle we are considering with respect to the surrounding medium.

2.2.3 Differential scattering cross-section

The differential scattering cross-section (DSCS) is an important measure used

in scattering analysis and gives the angular distribution of electric field in-

tensity as the observation point tends to infinity [54]. The DSCS used in this

work has units of area. It is also a very useful test of the convergence of scat-
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tering methods as it should theoretically converge on constant distribution

as we expand the scattered fields with progressively more functions.

σs
P,S = lim

r→∞

|e−iksrrEs
θ,φ|2 (2.25)

where the P and S polarizations refer to the θ and φ components in the

far field respectively. It is standard practice when comparing far field re-

sults from various methods to use the total DSCS by adding the P and S

polarizations over the range which they are evaluated:

σs
T = σs

P + σs
S (2.26)

where σs
T is the total cross section. Throughout this study, we will take

DSCS to mean the total DSCS unless otherwise stated. Due to typically

large order of magnitude variations in the DSCS’s as a function of angle we

plot DSCS’s on a logarithmic scale. When we plot the DSCS’s the angular

range will be over the range ’DSCS angle’, such that a particle illuminated

axially will have a maximum in the DSCS at a DSCS angle of 0◦, i.e., the

forward direction.

In order to evaluate the DSCS we make use of the asymptotic form of

the SVWF’s. We may denote these asymptotic forms by M∞

mn, N∞

mn and are

given by [55]:

M∞

mn ∼ exp iksrp

r
(−i)n+1mmn(θ, φ) + 0(

1

r2
) (2.27)

N∞

mn ∼ exp iksrp

r
(−i)nnmn(θ, φ) + 0(

1

r2
) (2.28)

where the functions mmn and nmn are the angular part of the SVWF’s, i.e.

the SVWF’s with the Hankel functions removed. Note the radial variation

is contained within an exponential multiplier which decays as 1/r. We build

the asymptotic form of the electric field in the same way as our usual field
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expansions:

E∞ =
Ns
∑

n=1

M
∑

m=−M

amnM
∞

mn + bmnN
∞

mn (2.29)

where amn and bmn have been determined from our SGF applied to a par-

ticular incident field and Ns is the number of functions used to expand the

scattered field, i.e. the number of functions contained within the multi-index

µM in Section. 2.1.1.

2.2.4 Near field plots

There has been a significant increase in interest recently in the study of the

near field properties of nanoparticles. One of the main advantages of our

SGF formulation is that we are able to find the fields at any point in space,

whether internal or external to the particle. We plot near field electric field

intensity plots in order to view the distribution of energy in and around

particles. We use colour plots to picture the near field plots, and a typical

example along with the colour scale is shown in Fig 2.3. It should be noted

that these colour plots are on a linear scale and each image has maximum

numerical value of the brightest point set equal to unity when the colour map

is applied.

2.2.5 Error plots

For particles we study we will show the corresponding error plot as function

of position on the particle surface, as well as the maximum and average

errors. This enables us to gain an overall impression of how accurate the

solution is for a particular particle, as well as showing how the error varies

across the surface. This could be of relevance to applications which involving

multiple particles in contact with each other. In such cases we may wish to

drive down the error at the point of contact, for instance at the pole of the

particle.
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Figure 2.3: An example of a near field plot slice through the x − z plane
showing the colour key that will be used in this work.

2.2.6 Convergence plots

We will also study how various measures converge as we change a solution

parameter. For instance, we may study how the error varies as we increase

the number of functions we use in the solution of our problem.

One of the standard tests for far field results to ensure convergence is to

monitor how the cross section varies when more functions are used in the

solution of the problem. Typically, convergence is said to be attained when

a certain percentage of the DSCS elements remain within some tolerance

of each other when the problem is solved for two consecutive numbers of

functions. So a single point on the DSCS plot is said to be convergent if:

(1 − δDSCS)DSCSi
p ≤ DSCSi+1

p ≤ (1 + δDSCS)DSCSi
p (2.30)

where DSCSi+1
p is the DSCS at an angle indexed by point p evaluated for

i + 1 functions, DSCSi
p is the same DSCS element evaluated for one less
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function and δDSCS is a variable parameter which controls how closely the

points must match in order to be said to be convergent. The entire DSCS

is then said to be convergent if a certain fraction of all the points on the

scattering cross section fulfill this criteria. Thus, if the number of points

convergent across the DSCS is is Nconv and the total number of angles for

which the DSCS is evaluated is NDSCS then the cross section is said to be

convergent if:
Nconv

NDSCS

≥ ∆DSCS (2.31)

Where ∆DSCS is our DSCS convergence fraction. Typical tolerances that

are used in literature are δDSCS = 0.05 and ∆DSCS = 0.8 [55], i.e. cross

sections are said to converge if 80% of the points on the DSCS are within

5% of their previous value when the problem is solved for one less function.

This standard convention will be used in this work.

2.3 Simulations for spherical particles

We shall now study the results of our simulations for spherical particles,

and we will study both dielectric and real metallic particles. As previously

discussed, there are very few analytical solutions in computational electro-

magnetics, however, for spheres there is an analytical solution, namely Mie

theory. By implementing widely available routines for Mie theory [56], we

can compare the far field results calculated via SGF’s to exact solutions.

The functions we use for the solution of spherical particles are the SVWF’s,

defined at the origin of the particle as shown in Fig. 2.4.

2.3.1 Dielectric spheres

We will begin by studying some examples of dielectric spheres. Such nanopar-

ticles have been of increasing interest in recent years due to applications

such as photonic nanojets. In our first example, we will consider a spherical
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Figure 2.4: A spherical particle with SVWF sources defined at the origin of
coordinates.

nanoparticle with refractive index n = 1.50 and SP = 10, typical values that

can be produced practically [13]. In Fig. 2.5 we study the average error in

our solution as a function of the number of functions used in the calculation

of the SGF, for a particle illuminated axially. We can see that the error

Figure 2.5: Variation of δav and δmax for a dielectric particle with SP=10,
AR=1, n=1.5 illuminated axially for increasing numbers of solution functions.
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varies strongly as a function of the number of functions used in the expan-

sion. By selecting the appropriate number of solution functions (Ns = 25

in this case) we see that errors of the order δav = 10−16 are obtainable. As

we increase the number of functions beyond this value, the solution becomes

more unstable and eventually becomes unusable. Such behavior is common

for methods based on sources defined from the origin of coordinates, such as

the non distributed source formulation of the EBCM, which can have narrow

ranges of solution convergence.

We can also study the convergence of the scattering cross section which is

shown in Fig. 2.6 , where we use the standard definition of convergence used

in section 2.2.6. We see that the DSCS converges (80% of points converge

Figure 2.6: Convergence of the DSCS for a dielectric particle with SP=10,
AR=1, n=1.5 illuminated axially for increasing numbers of solution functions.

within 5% of their previous value) at Ns = 24, ultimately progressing to total

convergence at Ns = 25 where it remains converged over the range considered.

If we then select the solution with the number of sources at which we obtain

the lowest error result we can study how the error varies over the surface of

the particle, which we show in Fig. 2.7. The surface error (δp) at the surface

varies by almost three orders of magnitude and is maximal at the poles and
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Figure 2.7: Variation in δp as a function of matching point on the particle
surface for a dielectric particle with SP=10, AR=1, n=1.5 illuminated axially
for Ns = 25 functions, showing δav = 4.477 × 10−16.

equator of the sphere. These results satisfy our requirements of a convergent

DSCS with average error less than δav = 10−3 as outlined in 2.1.7. We are

therefore confident in the quality of our solution and proceed to calculate the

scattering properties in both the near and far field. We show the near field

and DSCS in Fig. 2.8 and note the exceptional agreement with Mie theory

for the DSCS. We can see the formation of a strong intensity spot on the

shadow side of the particle which is close to a photonic nanojet, although we

shall study the formation of jets in more detail in the next section.

Nanojets

We may carry out a systematic calculation of the near field properties of

families of various sizes of dielectric spheres. By examining these results, we

are able to find particles which exhibit photonic nanojets and study the jet

properties. We saw in our example Fig. 2.8 that we had what appeared to

be the beginnings of a jet like structure. By increasing the size parameter

of the sphere in question we find that at SP = 16.2 we find a very strong
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Figure 2.8: Near field and DSCS for a dielectric particle with SP=10, AR=1,
n=1.5 illuminated axially for Ns = 25 functions. We overplot the results of
Mie theory in the DSCS for comparison and see that the agreement between
results is excellent.

photonic nanojet as shown in 2.9. This nanojet is typical of results found in

Figure 2.9: A dielectric sphere with n = 1.5, SP = 16.2 and AR = 1, under
axial incidence from a plane wave showing a photonic nanojet on the shadow
side of the particle. The jet extends for several wavelengths and has a Full
Width at Half Maximum (FWHM) of 0.62λ.

literature, with a full width at half maximum less than the wavelength which

extends outwards from the particle for several wavelengths.
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2.3.2 Metallic spheres

As previously discussed, the optical properties of metallic nanoparticles makes

them one of the most interesting areas in nano-science, and such materials

possess complex refractive indices. With these complex refractive indices, the

arguments of the spherical Bessel and Hankel functions used in the computa-

tion of the SGF also become complex. The complex nature of the arguments

causes the functions to oscillate extremely rapidly, which in general makes the

modelling of such particles more difficult than for dielectric particles. This

has in fact been a widely known problem in computational electromagnetics

for many years, and intuitively it is understandable that the modelling of a

real metal is more difficult than a dielectric particle, due to the more rapidly

oscillating fields. Accordingly, the range of the size parameter of the spheres

which are able to be accurately modeled via the SGF method is smaller for

metallic particles than for dielectrics. We shall see throughout this work,

however, that we are still able to accurately model metallic particles over a

a wide range.

Refractive index of metallic particles

Very careful consideration must be taken when selecting the refractive in-

dex of the metallic particles we consider. Obviously, in general all materials

possess a frequency dependent refractive index, that is, they exhibit disper-

sion. However, for metallic particles the refractive index is strongly frequency

dependent (much more so than for dielectrics) and so for the avoidance of

ambiguity we must select a material and frequency of incident excitation.

Due to its wide range of potential applications, we choose gold as our stan-

dard metallic material and the refractive index to be that of gold in the range

λ ≈ 600 − 700nm, which is n ≈ 0.32 + 3.18i [57].

42



2.3.3 Results for metallic spheres

We examine gold particles in much the same way as we did for dielectric

particles. First we ensure that we have convergent solutions with respect to

our surface errors and scattering cross sections, and then we study the near

and far field properties of the particles. The variation in the average surface

error as a function of the number of expansion functions is shown in Fig. 2.10.

We can again see that the error varies strongly as a function of the number

Figure 2.10: Variation of δav and δmax for a metallic sphere with n ≈ 0.32+

3.18i, SP = 3 and AR = 1 illuminated axially for increasing numbers of
solution functions.

of functions used in the expansion and by selecting the appropriate number

of solution functions (Ns = 13), we obtain errors in the range δav = 10−16.

The convergence of the scattering cross section is shown in Fig. 2.11. We

see that the DSCS converges for a lower number of solution functions than

for the larger dielectric particle we considered in Section. 2.3.1, as we would

expect due to the smaller size relative to the excitation wavelength. We

also observe strongly convergent behavior in the DSCS. If we then study the

solution with the number of sources at which we obtain the lowest value of

δav we can view how the error varies over the surface of the particle, which we
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Figure 2.11: Convergence of the DSCS for a gold particle with n ≈ 0.32 +

3.18i, SP = 3 and AR = 1 illuminated axially for increasing numbers of
solution functions.

show in Fig. 2.12. The average surface error at the surface varies by around

Figure 2.12: Variation in δp as a function of matching point on the parti-
cle surface for a gold particle with n ≈ 0.32 + 3.18i, SP = 3 and AR = 1

illuminated axially for Ns = 13 functions showing δav = 1.942 × 10−16.

two orders of magnitude and is maximal at the equator of the sphere. These

results satisfy our requirements of a convergent DSCS with average error less
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Figure 2.13: Near field and DSCS for a gold particle with n ≈ 0.32 + 3.18i,
SP = 3 and AR = 1 illuminated axially for Ns = 13 functions. We over-
plot the results of Mie theory in the DSCS for comparison and see that the
agreement between results is excellent.

than δav = 10−3 as outlined in 2.1.7. We are confident in the quality of our

solution and proceed to calculate the scattering properties in both the near

and far field. We show the near field and DSCS in Fig. 2.13 and note the

exceptional agreement with Mie theory for the DSCS. Obviously, metals are

opaque in the visible region and as a result the internal field is present only

within a very small skin depth. We note, however, the presence of strong hot

spots on the surface of the sphere. These are common features of metallic

particles we will see throughout our study.

2.4 Elongated particles

We now turn to consider the properties of elongated (prolate) particles. It

is important to have clearly in mind the geometry we are studying since the

terms prolate and oblate are often confused. For prolate particles, it is often

helpful to think of the particles as being elongated or stretched, resembling a

grain of rice as shown in Fig. 2.14. This geometry has very different scattering

properties to oblate particles which we will consider in Section. 2.5.
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Figure 2.14: Geometry of an elongated (prolate) rounded top cylinder.

2.4.1 Limitations of the SVWF’s for non-spherical par-

ticles; Localized and Distributed sources

If we apply the SGF method we used for spheres in Section. 2.3.1 to elongated

particles, we find that although the problem can be solved to a high quality

for particles with low aspect ratio, the errors associated with larger aspect

ratio particles rapidly increase making such solutions unusable. This is illus-

trated in Fig. 2.15. We can see that the error rapidly increases as a function

of aspect ratio, the same is true if the particle is flattened to a disk shape

also. The error increases as the problem is poorly posed. As the aspect ratio

increases, the distance from the origin to the matching points on the surface

varies over a wide range and as a result the matrix elements corresponding to

these points can vary by orders of magnitude. The pseudo-inversion of such

a matrix is difficult, and the matrix and corresponding system of equations

is said to be ill-conditioned. Obviously, this is much less of a problem for

spheres as the distance from the origin to each of the matching points is a

constant.

Since we know that the reason our matrix becomes difficult to invert

is due to these large variations in matrix elements, we can aim to try to

alter our SGF method such that we minimize the ill conditioning of the
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Figure 2.15: δav and δmax as a function of aspect ratio for a dielectric particle
with n = 1.5 and SP = 10 showing a marked increase in surface errors as the
particle becomes more elongated.

matrix which produces the SGF. One of the most successful techniques aimed

at improving the conditioning of problems involving elongated particles is

the use of distributed sources [58]. Instead of having our usual system of

SVWF’s which are defined from one origin of coordinates, we can instead

use a spatially distributed set of functions which are defined on multiple

origins as illustrated in Fig. 2.16. The distributed functions we choose

to use are the lowest order SVWF’s for a particular azimuthal mode m,

and are distributed along the axis of symmetry of the particle. Using the

symmetry axis ensures that surface integrals over such functions reduce to

line integrals as in Section. 2.1.1. The third index q in Fig. 2.16 allows us

to index the spatially distributed sources. The term max(1, |m|) is present

to ensure that the index n 6= 0 since the SVWF’s are zero for this case and

n ≥ m, i.e. to ensure that the angular quantum number is high enough to

produce the azimuthal quantum number of the specific mode we are studying.

Physically, we use lowest order functions so that the functions at the surface

are as regular as possible to help improve the conditioning of the matrix since

lower order functions vary less rapidly. Also, we distribute the functions
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Figure 2.16: The spatial distribution of SVWF sources along the symmetry
axis of an elongated particle.

such that each point on the particle surface has a source close to it, this

ensures that we no longer deal with matrix elements which vary over many

orders of magnitude. Of course, we still have the same requirements on our

functions that was discussed in Section. 2.1, namely that the functions we

use are complete, linearly independent solutions of the Maxwell equations.

It is possible to show that the distributed lowest order SVWF’s do indeed

satisfy these criteria [55]. We will henceforth refer to the distributed lowest

order SVWF’s as distributed sources. Correspondingly, we shall refer to the

functions defined at a single origin as localized sources. In order to distinguish

the localized and distributed sources, we will label the distributed sources as

M̃m,q (with a tilde) where we have contracted the first two indices to a single

index m (they are both functions of only m) and the second index q is the

index of the position of the source.
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2.4.2 Formulation of the SGF method with distributed

sources.

Since our distributed sources satisfy all the criteria we require to be used in

our electromagnetic problem, we can use the results of section Section. 2.1.1

directly and define our SGF in exactly the same way, the only difference is

that the internal and scattered fields are now expanded as sums over dis-

tributed sources:

Ei,s =

Ni,s
∑

q=1

M
∑

m=−M

ai,s
mnM̃

1.3
m,q + bi,s

mnÑ
1.3
m,q (2.32)

Where there are also corresponding terms for the magnetic fields.

2.4.3 Asymptotic form of distributed SVWF’s

We saw in Section. 2.2.3 that the localised SVWF sources had corresponding

asymptotic representations which we used in the calculation of the far field

properties of particles. In order to find the far field properties of particles

modeled with SVWF sources, we need to find the asymptotic form of these

functions also. Consider the geometry illustrated in Figure. 2.17. Obviously,

r = a + b = L cos(θ) + r′ cos(α). (2.33)

However, as the point P moves further from particle, r → ∞ and α → 0,

therefore it can be shown that

r′ → r − L cos(θ) (2.34)

and

θ′ → θ (2.35)
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Figure 2.17: Geometry of distributed SVWF sources. Consider a source
point denoted by a cross located a distance L along the axis from the particle
coordinate origin O. The angle of an observation point P is given by θ, θ′

for the global and source origins respectively and, similarly, the distance to P
is given by r, r′. The angle between r and r′ is α and the distance r can be
subdivided into a and b which are separated by the normal to r which passes
through the source.

and also obviously

φ′ = φ. (2.36)

From these relations we can define the asymptotic form of the distributed

functions as a modification to Eqns. 2.28, where each individual source on

the symmetry axis is deposited some distance Lq from the global origin:

M̃∞

mq ∼ exp (−iksLq cos θ)
exp iksr

r
(−i)n′+1m(θ, φ)m,n′ + 0(

1

r2
) (2.37)

Ñ∞

mq ∼ exp (−iksLq cos θ)
exp iksr

r
(−i)n′

n(θ, φ)m,n′ + 0(
1

r2
) (2.38)

with n′ = max(1, |m|) and m(θ, φ)m,n′ , n(θ, φ)m,n′ the vector spherical har-

monics. Thus we have expressed the asymptotic form of the distributed

spherical wavefunctions as an exponential term which is a function of the

source position multiplied by a corresponding spherical harmonic. This al-
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lows us to readily compute the scattering cross sections for elongated particles

calculated via distributed sources.

2.4.4 Elongated particle results

We shall now progress to study the optical properties of elongated nanoparti-

cles using the SGF via distributed sources. We should note that there are no

analytical solutions for the general problem of elongated axisymmetric par-

ticles and so we do not have exact solutions to compare our results against.

Instead, we will compare our far field results to the results of Doicu et. al.

[55] (where available, these solutions do not apply to metallic particles) who

implement the Extended Boundary Condition Method (EBCM) as discussed

in Section. 1.5.4.

2.4.5 Elongated dielectric particles

We will begin our analysis of the electromagnetic properties of elongated par-

ticles by studying an illustrative example of a dielectric rounded top cylinder.

We choose our rounded cylinder to have n = 1.50, SP = 13 and AR = 4.33.

First, in Fig. 2.18, we check the behavior of the surface errors as a function

of the number of solution functions. We can see form Fig. 2.18 that the error

varies as a function of the number of functions used in the expansion. We

see that the behavior in the error is different to that which was observed

for spheres, the error decreases steadily and is still decreasing at the end of

the range considered. For larger numbers of sources the error decreases by

a small amount, but there is significant additional computational expendi-

ture for little error reduction. By selecting the largest number of functions

considered (Ns = 50 in this case) we see that errors of the order δav = 10−5

are obtainable. At first glance this seems larger than the errors for spheres,

but errors in this range are typical for nonspherical particles, however the

average error is still below our cutoff of δav = 10−3. In Chapter. 3 we will
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Figure 2.18: Variation of δav and δmax surface errors for a dielectric particle
with n = 1.50, SP = 13 and AR = 4.33 illuminated axially for increasing
numbers of solution functions.

study ways of optimizing our solutions in order to decrease the error, but

for the time being our errors are sufficiently low for us to be able to accu-

rately model the near and far field properties of a wide range of particles.

The convergence behavior of the DSCS is shown in Fig. 2.19. We note that

by the standard definition of convergence, we would deem the DSCS to be

converged at Ns = 10 functions, where the surface error is still appreciable.

With more solution functions, there is a dip in the percentage conversion

before the graph rises to 100% where it remains converged over a wide range.

Careful attention must be paid to such convergence behavior since the DSCS

may seem to converge but the large error indicates a poor quality of the

solution. In fact, the shape of the DSCS curve at the first point where it

first becomes ”converged” often bears no appreciable similarity to the cor-

rect curve found with a higher number of solution functions and lower error.

These ”false convergencies” are common in the particles we shall study, and

highlight a major flaw in using the convergence criteria of the DSCS as the

sole measure of convergence in our solution. This is one of the main reasons

we also study the error conversion plots, and we are confident in our solutions
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Figure 2.19: Convergence of the DSCS for a dielectric particle with n = 1.50,
SP = 13 and AR = 4.33 illuminated axially for increasing numbers of solution
functions.

only when we have a converged far field and low average error. If we then

select the solution with the largest number of sources (and lowest error) and

plot the surface error variation we obtain Fig. 2.20. The error at the surface

Figure 2.20: Variation in δp as a function of matching point on the particle
surface for a dielectric particle with n = 1.50, SP = 13 and AR = 4.33

illuminated axially for Ns = 50 functions δav = 1.214 × 10−5.
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Figure 2.21: Near field and DSCS for a dielectric particle with n = 1.50,
SP = 13 and AR = 4.33 calculated for Ns = 50 functions. We overplot the
results of the EBCM in the DSCS for comparison and see that the agreement
between results is excellent.

varies by a larger range than for spheres, varying by around five orders of

magnitude. It can be seen that the error at the top pole of the particle is

extremely small and there are two distinct peaks in the error where it climbs

towards δp = 10−3. These peaks coincide with the location of the discon-

tinuity in the derivative of the surface curvature, since we are modelling a

particle formed by joining a cylinder with two hemispherical tops. However,

we are satisfied that average error in our solution is low enough to provide

convergence we proceed to calculate the scattering properties in both the

near and far field which we show in Fig. 2.21. We note from Fig. 2.21 that

there are strong intensity spots within the particle and, again, the formation

of a jet like structure on the shadow side of the particle.

Results for Ωk 6= 0

We note that the plots shown in Figs.(2.18-2.21) are all for a single input

wave which is axially incident. Additionally, in section 2.3.1 we did not study

the properties of spheres for non axial incidence since the solution fields are

simply rotated by the same angle at which the input field is rotated. However,
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for non spherical particles this symmetry disappears and we cannot obtain

the scattering properties at different incident angles by the simple rotation

of the solution fields of the same particle illuminated at axial incidence. We

thus have to calculate the electromagnetic properties for each incident field

individually. This means that for each input field for the same particle, we

have individual convergence and surface error variations. We will refrain

from showing all of these convergence and error plots for each particle and

incident field we study, we do however observe exactly the same type of

behavior in these plots as for axial incidence. For non axial incidence, we

will simply show the near and far fields and state the average surface error,

in this way we can be clearly quantify the quality of our solutions. We

will therefore study the near and far fields for this particle as a function of

input beam angle. If we illuminate the particle at angles Ωk = 30◦, 60◦, 90◦

and solve for an appropriate number of azimuthal modes (usually between

M = 3 to M = 6; in this case M = 3), we produce the near and far field

results shown in Figure. 2.22. We can see that the intensity distribution is

very sensitive to the input beam angle. For the axially incident case, the

majority of the intensity is located within the particle whereas at Ωk = 90◦

we see that almost all of the intensity is located outside the particle. As

with the spheres studied in Section. 2.3.1, most of the intensity is located

in the forward direction, which is reflected in the scattering cross sections

also. We shall study the effect of size, shape and material on near field

energy distribution in more detail in Chapter. 3 where we shall make some

qualitative arguments to justify what is observed in our simulations. For the

cross sections, we can see that the position of the maximum rotates as the

input beam angle is varied, as expected. We can also see that the far field

results are in excellent agreement with those calculated with the EBCM.
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Figure 2.22: Near fields and DSCS’s for a dielectric particle with SP=13,
AR=4.33, n=1.5 illuminated at Ωk = 30◦, 60◦, 90◦ (from top to bottom). The
corresponding errors are δav = 1.332 × 10−5, δav = 3.904 × 10−5 and δav =

2.360 × 10−5, respectively.
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2.4.6 Elongated metallic particles

We may also use the SGF method with distributed sources to study materials

with a complex refractive index. We shall study a gold particle with n ≈
0.32 + 3.18i, SP = 4 and AR = 2 and in the same way as was previously

discussed we may view the convergence of the average surface error and

scattering cross section in Figs.(2.23-2.24) respectively. Again, we see in

Figure 2.23: Variation of δav and δmax surface errors for a gold particle
with n ≈ 0.32 + 3.18i, SP = 4 and AR = 2 illuminated axially for increasing
numbers of solution functions.

Fig. 2.23 that the error decreases to around δav = 10−4 where it appears

to vary by a small amount, although the smallest error is for the largest

number of functions used in the expansion. In Fig. 2.24 we see that the

DSCS converges rapidly for this particle, after displaying false convergence

for a lower number of functions. The lowest error solution is obtained at

Ns = 50 and we study how the error varies over the surface of the particle in

Fig. 2.25. The error at the surface varies by around five orders of magnitude

and is maximal at the poles where the error is large, but the low average

error makes us confident in the quality of our solution and we proceed to

calculate the scattering properties in both the near and far field in Fig. 2.26.
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Figure 2.24: Convergence of the DSCS for a gold particle with n ≈ 0.32 +

3.18i, SP = 4 and AR = 2 illuminated axially for increasing numbers of
solution functions.

Figure 2.25: Variation in δp as a function of matching point on the parti-
cle surface for a gold particle with n ≈ 0.32 + 3.18i, SP = 4 and AR = 2

illuminated axially for Ns = 50 functions showing δav = 1.822 × 10−4.

Results for non axial incidence

We can study the near and far field variation as a function of input beam

angle for this metallic particle, which is shown in Fig. 2.27. We note that
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Figure 2.26: Near field and DSCS for a gold particle with n ≈ 0.32 + 3.18i,
SP = 4 and AR = 2 calculated for Ns = 50 expansion functions.

the surface hot spots change position as the beam rotates and, of course, the

internal field is almost zero throughout due to the small skin depth.

2.5 Flat particles

We now turn to study the electromagnetic properties of flat (oblate) particles.

Again, it is important to have clearly in mind the geometry we are studying.

For oblate particles, it is often helpful to think of the particles as being flat

or squashed, resembling a pancake as shown in Fig. 2.28.

2.5.1 Modifications to distributed sources; imaginary

sources

We saw in Section. 2.4.4 that the conditioning of our matrices could be

greatly improved by using distributed sources which were distributed on the

symmetry axis of the particle, such that all points on the particle surface had

a source within close proximity. By doing so we found that we could accu-

rately model much more elongated particles than with conventional localised

sources. However, for flat particles the major axis does not coincide with the
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Figure 2.27: Near fields and DSCS’s for a gold particle with n ≈ 0.32+3.18i,
SP = 4 and AR = 2 illuminated at Ωk = 30◦, 60◦, 90◦ (from top to bottom).
The corresponding errors are δav = 3.597 × 10−4, δav = 4.419 × 10−4, δav =

5.110 × 10−4
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Figure 2.28: Geometry of an flat (oblate) rounded cylinder

symmetry axis and so there is no benefit to distributing sources in this way.

We require a modification to our theory and we shall see that this naturally

leads us to the idea of sources of radiation deposited in the complex plane.

2.5.2 Complex Sources

For flattened particles, it can be understood from an intuitive viewpoint that

depositing sources along the symmetry axis of the particle leads again to a

poorly conditioned problem, in much the same way as the localized source

solution would be ill conditioned. Furthermore, we choose not to deposit

the sources in some other area in real space (other than the symmetry axis),

since our surface integrals would not simplify to 1− d integrals and so would

become more complicated and time intensive to evaluate. In order to solve

this problem, we use analytic continuation to generalize the SVWF’s into

the complex plane [59] such that the sources are distributed as shown in

Fig. 2.5.2. These complex distributed sources fulfill our criteria of being

complete, linearly independent solutions of the Maxwell equations [60].

2.5.3 Asymptotic form of imaginary distributed SVWF’s

In order to find the far field properties of particles modeled with complex

SVWF sources, we need to find the asymptotic form of these functions also.

Consider the geometry illustrated in Fig. 2.30. By studying Fig. 2.30 we

may make an analogous argument for the complex sources as we carried out
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Figure 2.29: The distribution of complex sources on the imaginary z axis.

Figure 2.30: A source deposited in the complex plane.
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for the sources deposited in the real plane. We can thus show that as the

observation point moves to infinity:

r′ → r − iL cos(θ) (2.39)

where L is real number that determines the distance of the source point along

the imaginary axis from the particle coordinate system. Furthermore

θ′ → θ (2.40)

and

φ′ → φ (2.41)

From these relations we can show that the asymptotic form of the complex

distributed functions, where each individual source on the complex axis is

deposited some real distance Lq from the origin:

M̃∞

mq ∼ exp (ksLq cos θ)
exp iksr

′

r′
(−i)n′+1m(θ, φ)m,n′ + 0(

1

r′2
) (2.42)

Ñ∞

mq ∼ exp (ksLq cos θ)
exp iksr

′

r′
(−i)n′

n(θ, φ)m,n′ + 0(
1

r′2
) (2.43)

where the imaginary terms in the first exponents have eliminated each other.

2.6 Simulations of flattened particles

In order to illustrate the differing electromagnetic properties of prolate and

oblate particles we shall study the corresponding flat dielectric particle to

the elongated particle studied in Section. 2.4.4. We therefore choose our

rounded cylinder to have n = 1.50, SP = 13 and AR = 0.231. First, in

Fig. 2.31, we check the behavior of the average surface error as we alter

the number of solution functions: We can see from Fig. 2.31 the general

trend that increasing the number of solution functions decreases the error,
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Figure 2.31: Variation of δav and δmax surface errors for a dielectric particle
with n = 1.50, SP = 13 and AR = 0.231 illuminated axially for increasing
numbers of solution functions.

although there is a noticeable variation in the error level. The minimum error

is approximately δav = 10−5 and is reached at Ns = 37 functions. We study

the convergence of the DSCS is Fig. 2.32. We see that the DSCS in Fig. 2.32

Figure 2.32: Convergence of the DSCS for a dielectric particle with n =

1.50, SP = 13 and AR = 0.231 illuminated axially for increasing numbers of
solution functions.
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displays false convergence but eventually converges at Ns = 18, ultimately

progressing to 100% converged at Ns = 24 where it remains converged over

the range considered. We may then select the solution with the number of

sources at which we obtain the lowest error result and study how the error

varies over the surface of the particle, which we show in Fig. 2.33. The error

Figure 2.33: Variation in δp as a function of matching point on the particle
surface for a dielectric particle with n = 1.50, SP = 13 and AR = 0.231

illuminated axially for Ns = 37 functions δav = 5.097 × 10−6.

at the surface varies by around two orders of magnitude and is maximal at

the discontinuities in the derivatives of the surface curvature. After studying

these results we satisfy our requirements that our results are convergent with

low average and maximum errors. We are confident in the quality of our

solution and proceed to calculate the scattering properties in both the near

and far field in Fig. 2.34.

Results for Ωk 6= 0

We may now study the near and far fields for this particle as a function of

input beam angle. If we illuminate the particle at angles Ωk = 30◦, 60◦, 90◦

and solve for an appropriate number of azimuthal modes (M = 4 in this
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Figure 2.34: Near field and DSCS for a dielectric particle with n = 1.50,
SP = 13 and AR = 0.231. We overplot the results of the EBCM in the DSCS
for comparison and see that the agreement between results is excellent.

case), we produce the near and far field results shown in Figure. 2.35. We

can see again that the intensity distribution is very sensitive to the input

beam angle and that the cross sections are in excellent agreement with those

calculated with the EBCM.

2.6.1 Flat metallic particles

Next we progress to study a gold particle with n ≈ 0.32 + 3.18i, SP = 4

and AR = 0.5 and in the same was as previously discussed we may view

the convergence of the average surface error and scattering cross section

in Figs.(2.36-2.37) respectively. We can see that the error in Figure. 2.36

approaches δav = 10−5 as we increase the number of solution functions, and

appears to converge smoothly. We also show the convergence of the DSCS

in Figure. 2.37. We observe that the DSCS in Figure. 2.37 converges to total

convergence at Ns = 13 functions where it remains converged over the range

considered. If we select the solution with the number of sources at which we

obtain the lowest error result we produce Fig. 2.38. Again, in Figure. 2.38,

we see that the surface error is maximal at the points on the surface where

there is a discontinuity in the derivative of the surface curvature. We plot
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Figure 2.35: Near fields and DSCS’s for a dielectric particle with SP=10,
AR=0.231, n=1.5 illuminated at Ωk = 30◦, 60◦, 90◦ (from top to bottom).
The corresponding errors are δav = 8.527 × 10−5, δav = 7.663 × 10−5, δav =

9.419 × 10−5.
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Figure 2.36: Variation average and maximum surface errors for a gold par-
ticle with n ≈ 0.32 + 3.18i, SP = 4 and AR = 0.5 illuminated axially for
increasing numbers of solution functions.

Figure 2.37: Convergence of the DSCS for a gold particle with n ≈ 0.32 +

3.18i, SP = 4 and AR = 0.5 illuminated axially for increasing numbers of
solution functions.

the near and far field for this particle in Fig. 2.39.
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Figure 2.38: Variation in δp as a function of matching point on the particle
surface for a gold particle with n ≈ 0.32 + 3.18i, SP = 4 and AR = 0.5
illuminated axially for Ns = 50 functions. showing δav = 1.498 × 10−5.

Figure 2.39: Near field and DSCS for a gold particle with n ≈ 0.32 + 3.18i,
SP = 4 and AR = 0.5.

Results for Ωk 6= 0

We may study the near and far field variation as a function of input beam

angle for this metallic particle, which is shown in Figure. 2.40
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Figure 2.40: Near fields and DSCS’s for a gold particle with n ≈ 0.32+3.18i,
SP = 4 and AR = 0.5 illuminated at Ωk = 30◦, 60◦, 90◦ (from top to bottom).
The corresponding errors are δav = 6.497 × 10−5, δav = 5.503 × 10−5, δav =

8.466 × 10−5 × 10−5.
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2.6.2 Particle shapes

The analysis throughout this work is applicable to any shape of particle,

provided it is axisymmetric and is generated by the rotation of a genera-

trix about the symmetry axis. As we have discussed, the main particle we

shall study in this work is the rounded cylinder owing to its similarity to

the majority of practically produced oblate and prolate nanoparticles and its

difficulty to model due to the combination of straight and curved sections.

However, we can just as easily generate our particle from the rotation of any

generatrix about the axis of symmetry. In Fig. 2.41 we show the near field

plots for a dielectric prolate cylinder with SP = 12, AR = 6, n = 1.5 solved

for Ns = 40 functions and a gold oblate ellipsoid with SP = 3, AR = 3,

n ≈ 0.32 + 3.18i also solved for Ns = 40 functions. The DSCS’s for these

particles and incident fields (not shown) match to a very high precision. Note

the higher value of the error in Fig. 2.41 for the cylindrical particle. One of

the most difficult challenges in the modelling of particles in computational

electromagnetics (beside dealing with complex refractive indices) is the pres-

ence of edges in the particle to be modeled. For the cylinder, the system

of functions is no longer complete on the surface (one of the fundamental

requirements we specified in for our functions) due to the presence of sharp

edges. We note however the ability of the method to model with the particle

albeit with reduced accuracy. Contrastingly, the ellipsoidal particle has no

edges whatsoever and as such the surface error is correspondingly less even

though it is metallic. These examples illustrate the flexibility of the method,

however, for the rest of this work the majority of the examples we study will

be rounded top cylinders as previously justified.
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Figure 2.41: Near fields for a dielectric prolate cylinder illuminated at Ωk =

0◦, 45◦, 90◦ (left column and from top to bottom) and an oblate gold ellipsoid
illuminated at the same angles (right column). The corresponding errors are

δcylinder
av = 8.491 × 10−4, 9.492 × 10−4, 9.566 × 10−4 and δellipse

av = 1.319 ×
10−6, 1.679 × 10−6, 1.372 × 10−6 from top to bottom.
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Chapter 3

Improvements to the SGF

approach

In Chapter. 2 we laid down theory which enabled us to find the electromag-

netic properties of axisymmetric nanoparticles via Surface Green functions

at any point in space, whether internal or external to the particle. We have

discussed the practical evaluation of these Green functions via Singular Value

Decomposition and outlined the modification of our theory to deal with par-

ticles that were either elongated or flat. We have used this theory to model

several example particles, while studying the convergence properties, errors

and near and far field behavior of these particles. In the following chapter we

will make considerable refinements to our theory, we aim to define the error

in our solutions in a more mathematically correct manner and find effective

methods for evaluating these errors. We also investigate the practical evalua-

tion of the SGF via SVD and modify our approach in an attempt to improve

the accuracy of our solutions. We also aim to study the relative importance

various parameters have in our solution error, in much the same way as we

studied the surface error as a function of the number of solution functions

in Chapter. 2. By doing so, we aim to find optimized SGF’s which minimize

our error for all possible excitation fields incident on our particle. By car-
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rying out this optimization, we shall see that we can study wide families of

particles with a tight control over the surface error. This enables us to study

these families of particles to investigate how the size, shape and composition

of the particles affect the distribution of near field intensity and measurable

far field intensity.

3.1 Surface errors revisited

In Chapter. 2 we defined our surface error at a point on the surface as the

ratio of the field residual at that point respect to the incident field at the

same point.

δp =
|f0

p − f i
p + f s

p |2
|f0

p |2
, (3.1)

and correspondingly we defined average and maximum errors. These are

indeed well defined and useful measures of the error, especially when studying

the surface error variation, but we believe that a more useful overall definition

of the error makes use of the Euclidean norm of the fields on the surface. The

L2, or Euclidean, norm of a function f(x) defined on an interval (a, b) is [61]

L2[f(x)] = ||f(x)||2 =

(
∫ b

a

|f(x)|2dx

)
1

2

. (3.2)

For surface integrals, this can be generalised to the surface norm

L2,S[g] = ||g||2,S =

(
∫

S

|g|2dS

)
1

2

(3.3)

where g is a vector function defined on S. From this definition of surface

norm, we can define an overall error for a single particle via

δL2 =
||f0

p + f s
p − f i

p||22,S

||f0
p ||22,S

. (3.4)

We therefore have a new definition of the error we wish to minimize in
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our problem which is defined using surface integrals. We have a few options

on how to proceed in the calculation of these surface integrals. Firstly, we

note that for axisymmetric particles, the azimuthal integration is carried out

analytically and as a result the surface integral reduces to a line integral:

∫

S

|g|2 dS =

∫

2π

φ=0

∫ π

θ=0

|g|2 r2 sin θdθdφ =
∑

m

∫ π

θ=0

|gm|2 r2 sin θdθ (3.5)

where gm are the m components of an azimuthally symmetric vector field g

defined at the surface. So in order to find the surface integrals for our error

we in fact only have to perform a much simpler line integrals in θ.

3.1.1 Evaluating errors via numerical integrals

For the case as in Chapter. 2 where we solved our electromagnetic problem

on a set of equally spaced points in θ, we may calculate the surface integral

via the crude numerical sum:

∫

S

|g|2 dS =

Np
∑

p=1

|ge
p|2re

p
2 sin θe

p, (3.6)

where the superscript e signifies that the points are equally spaced, θe
p are

the set of discrete angles at the matching points and re
p are the corresponding

radial coordinates of the points.

However, there are far more accurate, stable and reliable methods of cal-

culating these types of integrals that involves Gaussian Legendre quadrature

[62]. One possibility is that we could continue to solve our problem by point

matching at arbitrary equally spaced points along the generatrix and then

re-evaluating the fields at the Gaussian quadrature points to form the error.

However, this is computationally wasteful and may not give the best measure

of the error. Instead we can choose to point match and solve our problem at

the Gaussian quadrature points which are used in the calculation of the error.
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This saves computational time by removing the need for field re-evaluation.

The new form of the sum using Gaussian quadrature would be:

∫

S

|g|2 dS =

N ′

p
∑

p=1

|gG
p |2wG

p rG
p

2
sin θG

p , (3.7)

where the superscript G signifies the matching points are chosen via Gaus-

sian quadrature, the factor wG
p is the Gaussian weighting factor and N ′

p is

the number of matching points with N ′

p = max{Np, NG} where NG is the

number of points required in the Gaussian integration to have integral con-

vergence. Obviously, we must ensure that the number of matching points is

large enough so that the integral converges..

We can, however, take our evaluation of the error one step further. As

previously discussed, we aim to minimize the residual at the particle surface

in a least squares sense such that

∑

p

|f0

p + f s
p − f i

p|2 =
∑

p

|fR
p |2 (3.8)

is minimal where fR
p is the total residual summed over all fields. However,

since our error δL2 is defined in terms of surface integrals, we can instead

choose not to minimize the sum of the residuals around the particle but

instead minimize δL2 directly. We can do this by taking advantage of the fact

that we are evaluating the functions at the particle surface at the Gaussian

quadrature points and by rescaling the functions in our linear system such

that:

fG → fG
√

wG
p rG

p
2 sin θG

p = fR,G (3.9)

Where fR,G denotes the rescaled functions evaluated at the Gaussian quadra-
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ture points. In this way, our least squares solution now minimizes:

∑

p

|fG
√

wG
p rG

p
2 sin θG

p |2 =
∑

p

|fG|2wG
p rG

p

2
sin θG

p (3.10)

which is exactly the definition of the surface integral which forms our error

in Eqn. 3.7. Thus by rescaling the functions used in our linear system and

point matching at the Gaussian quadrature points we can minimize the δL2

error directly.

3.1.2 Comparison of error calculations

We will now study the relationship between the various errors that come

from the different possible methods of calculating the surface integrals. To

recap, we will study the error formed by:

1. Point matching our problem at equally spaced matching points and

evaluating our integral error by re-evaluating our surface fields at the

Gaussian quadrature points.

2. Point matching our problem at the Gaussian quadrature points and

calculating our integral error using the fields defined at these points.

3. Point matching our problem at the Gaussian quadrature points with

rescaled functions and calculating our integral error using the fields

defined at these points.

In theory, methods one and two should give a similar error as the basic

principle is the same, method one just requires an additional computational

step of re-evaluating the fields at a different set of points than the problem

was solved for. This additional computational step has the possibility of

introducing error. The third method should give lower error estimates since,

as discussed, we minimize the surface integral directly. We evaluate these

errors for an example particle in Fig. 3.1. It can be seen from Fig. 3.1 that
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Figure 3.1: δL2
for the various azimuthal modes for a prolate (flat) dielec-

tric rounded ellipsoid (SP=12, AR=6, n=1.5) illuminated by an plane wave
at Ωk = 45◦. The errors are evaluated with 1) equally spaced matching points,
field re-evaluation and Gaussian quadrature integration (triangles) 2) Gaus-
sian quadrature matching points and Gaussian quadrature integration (dia-
monds) and 3) Gaussian quadrature matching points with rescaled functions
and Gaussian quadrature integration (squares).

the errors become progressively better for all modes as we move from the

simple method of solving our problem on a set of equally spaced matching

points to using matching points at Gaussian quadrature nodes with rescaled

functions. Thus we can see that by rescaling our functions and using an

appropriate set of matching points we can decrease the error in our solutions.

Comparison of δL2
and δav

In this work we have studied the errors of simulations of particles in terms

of two errors. In Chapter. 2 we introduced the measure δav, which was the

average size of the residual with respect to the incident field at each matching

point. In this chapter we have introduced δL2
, the integral norm error. We

highlight this distinction for clarity, the reasons behind the differing error

selections are mostly historical. In reality, both errors are useful. Since δav is

defined in terms of the average error at all the points on the surface, it (and
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δp) enable us to study how accurate our field solutions are at different points

on the surface, which could be of crucial importance in the study of surface

effects of particles. The δL2
error is more useful in providing an overall

estimate of the error for the particle and has a more strict mathematical

formulation in terms of the Euclidean norm.

3.1.3 Azimuthal and total errors

We must also be careful in this work to understand the difference between

the total error for a particle δL2
which takes into account fields from all az-

imuthal modes considered in the solution, and the individual azimuthal mode

errors δm
L2

. Extra care must be taking when comparing errors from different

azimuthal modes since a large error calculated for only one mode does not

necessarily mean that summing across all modes will produce a solution that

is invalid, since the mode in question may contribute a vanishingly small

contribution to the solution field. In fact, in general, as the order of the az-

imuthal modes increases, the error for that mode increases while the field

contribution of that mode to the total solution field decreases. Therefore

we cannot simply add the errors in the final error estimate as the sum of the

individual azimuthal mode errors.

δL2
6=

M
∑

m=−M

δm
L2

(3.11)

Instead we must sum the errors as

δL2
=

M
∑

m=−M

||f0

p + f s
p − f i

p||m2,S

M
∑

m=−M

||f0

p ||m2,S

, (3.12)
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such that the vanishingly small contributions in the fields from larger az-

imuthal modes are given their proper weighting in the evaluation of the total

error.

3.2 Modifications to the SVD

The pseudoinverse via SVD described in Chapter. 2 could be calculated to

an arbitrary precision by using every singular value to calculate the pseu-

doinverse. Practically, however, the SVD is calculated using computational

methods and as a result there are numerical issues which can affect the ac-

curacy. For instance, we will see that in the solution of electromagnetic

problems there can be tens of orders of magnitudes between the magnitudes

of the largest and smallest singular values and as such the small singular

values can be heavily influenced by numerical noise and need to be treated

carefully. However, since we know the many of our singular values may be

affected by noise we may take steps to minimize the error we introduce into

our solution. We can, in fact, choose a value below which the singular values

are discarded, thus building a so called truncated SVD. This serves to remove

the singular values which are most susceptible to numerical noise. We will

see that using the truncated SVD can be advantageous in our analysis, and

study it in more detail in 3.2.1.

3.2.1 Truncated SVD

Consider the general form of the SVD as discussed in Section. 2.1.4 where

we decomposed our original matrix via:

A = USVH (3.13)

where U was an m×m unitary matrix with entries uij ∈ C, V was an n×n

unitary matrix with entries vij ∈ C and S was an m×n matrix which is zero
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everywhere except for the main diagonal which contained the entries σi ∈ R

with σi ≥ 0.

The truncated SVD of the same matrix is defined in a similar way, al-

though instead of using all of the min(m,n) singular values of the matrix

we only use the r largest values, where r < min(m,n), thus producing the

approximation [63]:

A ≈ UrSrV
H
r (3.14)

where Ur is an m × r unitary matrix with entries uij ∈ C, Vr is an r × n

unitary matrix with entries vij ∈ C and Sr is an r × r matrix with the r

largest singular values on the main diagonal in decreasing magnitude. This

change in structure of the matrix S → Sr is illustrated in Eqn. 3.15.



















σ1 0 0

0 σ2 0

0 0 σ3

0 0 0

0 0 0



















→
[

σ1 0

0 σ2

]

(3.15)

Where we stress that there matrices U and V are reduced in size also, such

that the matrix multiplication which forms the approximation is well defined.

The truncation of an SVD can be of use not only in decreasing the number

of numerical calculations needed in the evaluation of the SGF, but can also

serve to remove values dominated by noise which are detrimental to the error

in the solution. In practice we may choose to truncate off any values with

σi < ǫt, where ǫt is the truncation parameter. We effectively define a floor in

the singular value spectrum below which we assume the singular values are

dominated by noise and so will not be used in our decomposition. We will

see later that the value of the parameter ǫt can drastically affect the error

in our solution, and we will aim to find the best parameter for a particular

problem that minimizes this error. The effect of truncated SVD is discussed
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in greater detail in Section. 3.2.2.

3.2.2 Truncated SVD and error

In order to understand the implications of using the truncated SVD on the

solution of our linear systems, it is helpful to have a clear idea of the re-

lationship between the singular values. The singular value spectrum for a

matrix used in the evaluation of a SGF for a typical particle (a rounded

cylinder with n = 1.5, SP = 9 and AR = 4.5 for the m = 1 mode) is shown

in Fig. 3.2. Note the spectrum in Fig. 3.2 is for one azimuthal mode only.

Figure 3.2: A typical singular value spectrum encountered in the evaluation
of the SGF of a particle.

There are of course similar graphs for the rest of the azimuthal modes used

in the solution of the problem in question. We can identify three distinct

areas in the singular value spectrum from Fig. 3.2:

1. For the largest singular values, there is a gentle but noticeable decrease

in the magnitude of the singular values

2. At a particular singular value index, there is a rapid transition in the

spectrum where the magnitude of the singular values decrease rapidly.
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3. For the lowest singular values, there is effectively a plateau in the spec-

trum.

The relative positions and proportions of these spectrum features change

from particle to particle, but are almost always present in all spectra, for

all particles and azimuthal modes we consider in our study. At first glance,

it is natural to treat the smallest singular values with caution since their

numerical value relative to the largest singular value is of the same order as

the precision of our calculations (the machine precision in double precision).

We thus suspect that these values may have be subject to numerical noise

and including these may be detrimental to our approximation of our SGF

and ultimately the error in the solution of our problem. We will thus study

the effect of truncating the SVD of our matrix at various levels on the error in

the solution when a particular excitation field is incident upon our particle.

We can envisage the structure of the truncated matrices used by examining

the singular value spectrum with the various truncation levels as shown in

Fig. 3.3. If we then choose to have the particle in question have a plane

Figure 3.3: The singular value spectrum from Figure. 3.2 with possible trun-
cation levels shown as horizontal dotted lines. The lowest horizontal line repre-
sents no truncation while the highest is total truncation. As we move vertically
from one truncation line to another we produce smaller truncated matrices.
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wave incident upon it with Ωk = 45◦ and study the error in our solution as a

function of the truncation levels as shown in Fig. 3.3, we produce Fig. 3.4.

Figure 3.4: L2 error as a function of truncation parameter for the particle
corresponding to Figure. 3.2 when subject to a plane wave at Ωk = 45◦. We see
that there is an optimum level of truncation at which the error is minimal. In
this case, the optimum truncation level corresponds to the third horizontal line
from the bottom in Fig. 3.3 with corresponding optimal error δL2

= 2.360 ×
10−5.

If we study similar graphs to Figs.(3.3-3.4) for a wide variety of particles

and input fields we find a very common trend about the optimal level of

truncation. We find that the optimal place to truncate our singular value

spectrum is at the last point before the lower plateau in the spectrum be-

gins. This gives quantitative evidence to support our concerns that the lower

plateau may contain singular values which are significantly affected by noise.

We thus refer to the lower plateau from now on as the noise level, and we

aim to always truncate our system at this optimal point. We will discuss

the practical aspects of doing so when we discuss optimization in a broader

sense, in Section. 3.3.
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3.3 Optimization

We have previously discussed the fact that one of the main advantages of

the SGF method is that once we calculate a suitable approximation of the

SGF, it may be stored and re-used for any possible incident field. It is

therefore important to ensure that our initial evaluation of the SGF is to

a sufficiently high quality to be able to produce results with low errors in

any given situation. We therefore aim to optimize our analysis and be able

to calculate optimal SGF’s for particles, as the additional initial effort in

calculating the optimized SGF is justified since it is being stored ad re-used

potentially many times. We define our SGF’s to be optimal if they are

constructed via a specific set of parameters which minimize our error for all

possible incident fields. Before we proceed it is important to have an idea

of some of the fundamental concepts in the field of optimization and we will

outline some of the basic concepts of optimization in Section. 3.3.

3.3.1 Global and Local minima

The field of optimization is a broad with many analytical and computational

techniques depending on the particular problem in question, and a broad

overview can be found in [64]. We aim to highlight some key concepts,

advantages and limitations through a simple example. Suppose we solve

some general numerical problem computationally and the solution has an

error associated with it. Let us further assume that we have no a priori

method of calculating the error of this problem, but we wish to minimize

the error in our solution. If the problem is one involving two variables a and

b, and the error function is denoted by f(a, b), we wish to find the values

of a and b such that f is minimal. We can think of our error function f

as being a surface plot of the two variables a and b as shown Fig. 3.5. In

Fig. 3.5 we aim to highlight the distinction between the local and global

minimum for the problem. A local minimum is defined as being any point
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Figure 3.5: A contour plot of the error in a general numerical problem as a
function of two independent variables showing both a global and local minimum,
MG and ML, respectively. We assume that the entire parameter space for these
variables is shown.

in the parameter space where moving some infinitesimal distance along any

direction results in a larger error. Furthermore, the global minimum is simply

the lowest overall local minimum in the entire parameter space. Finding

global minimum is, in general, a computationally expensive process as a

very high number of calculations need to be performed. Additionally, the

parameter space may not be bounded and so the lowest minimum in some

subset of the space is not necessarily the true global minimum. In our analysis

we do not attempt to find the global minimum in our parameter space as

this would be computationally very demanding. We can, however, optimize

our SGF’s such that we can find local minima in our parameter space with

relatively low cost. In this way, we aim to drive down the errors in our

solutions and study wider ranges of particles than would be possible without

any optimization procedures. The procedure in finding a local minimum is

shown in Fig. 3.6. We see in Fig. 3.6 that we begin our optimization procedure
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Figure 3.6: A diagramatical representation of the search for a minimum in
a general parameter space. The circles represent a grid at which the error
in the solution can be evaluated, darkened circles represent the ”walk” of the
optimal error through the space until a local minimum is found. The explicit
shape of the function we are sampling at the grid points is not known at points
off the grid, although it is shown for illustrative purposes. We can see that
different initial guesses of parameters can lead to different minima found by
the optimization procedure.

by guessing some combination of parameters at point 1. We may then sample

the errors at the nearest neighbors of the initial parameter guess combination.

By selecting the surrounding point with the lowest error and repeating the

same procedure at this new point we ”walk” through the parameter space

always moving to a point with a parameter combination with lower error.

Eventually we reach a combination where a specific point is a local minimum

and the optimization procedure stores the parameters for this local minimum.

We can see from Fig. 3.6 that the selection of the initial guess can affect the

minimum where the optimization procedure stops.

We now move form this general example of an optimization procedure to

our electromagnetic problem, where we must find a suitable set of parameters

87



to optimize over.

3.3.2 Selection of optimization parameters

For our electromagnetic problem we saw in Chapter. 2 that differing num-

bers of solution functions had an effect on our error. There are, however,

several solution factors which can affect our error which we kept constant in

Chapter. 2. Explicitly, factors which affect the error in our solutions are:

1. The total number of solution functions used (which we have studied in

Chapter. 2)

2. The ratio between the number of functions for the internal and external

fields

3. The number of matching points used on the surface (i.e. how overde-

termined our linear system is)

4. The position of the distributed sources within the particle

5. The number of singular values in the solution which are used

Each of these factors can affect our error, although some are more impor-

tant than others. It is important to find a minimum set of factors we wish to

optimize over since the number of operations needed in our optimization pro-

cedure increases exponentially with the number of parameters we optimize

over. The ratio between the number of functions used for the internal and

scattered fields is important, however it has been shown in related electro-

magnetic studies [51] that the optimal ratio should be equal to the relative

refractive index between the two materials. In this way, we use more func-

tions for the expansion of the internal field than the scattered field. The

number of matching points (i.e. the degree to which our system is overde-

termined) can also be set at a fixed level between 2 − 4 [51] times the total

number of solution functions used for the problem, such that the system is
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overdetermined but not unnecessarily so. We thus do not need to optimize

over these parameters since well established criteria already exist.

However, we have already seen in Chapter. 2 that the overall error in our

solution varies strongly with the number of functions used in the solution and

so we choose this to be one of our optimization parameters. Additionally, we

have seen in Section. 3.2.2 that by making use of the truncated SVD, we can

greatly decrease the error in our solutions, we thus choose this truncation

level to be our second optimization parameter. Finally, we suspect that the

error in our solution may vary with the position of sources within the particle,

but a quantitative analysis is needed, which we shall now study.

Error as a function of distributed source location

In Chapter. 2 we discussed the fact that we placed the distributed sources

evenly on the symmetry axes when modeling elongated or flat particles. We

distribute sources such that they are evenly spaced but we have control over

how close we allow the sources to come to the particle surface, as indicated

in Fig. 3.7. We give the length Lprox as the percentage distance from the

surface with respect to the size parameter of the particle. Therefore, if we

were to place sources over only half the total length of the symmetry axis

we would have Lprox = 25%. We may study how our surface error varies

as we change the proximity of sources to the surface for example particles,

and we show these results in Figs.(3.8-3.9). We can see from Figs.(3.8-3.9)

that the surface error does indeed vary significantly with the proximity of

the sources to the surface. These results are typical of the behavior for a

variety of particles, the lowest errors are typically found when Lprox < 10%.

However, the precise optimum value of Lprox for different particles does not

vary in a predictable way and so we choose to optimize this parameter also

in our optimization set.
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Figure 3.7: A typical prolate particle showing the location of the distributed
sources on the symmetry axis, with minimum separation from the surface
Lprox.

Figure 3.8: δL2
for the m = 1 mode as a function of Lprox for a prolate

dielectric ellipsoid with n = 1.5, SP = 9 and AR = 4.5, illuminated at Ωk =

45◦ for Ns = 30 solution functions.
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Figure 3.9: δL2
for the m = 1 mode as a function of Lprox for an oblate

dielectric ellipsoid with n = 1.5, SP = 9 and AR = 0.22, illuminated at
Ωk = 45◦ for Ns = 30 solution functions.

3.3.3 Practical optimization considerations

Now that we have identified the three main parameters that we with to

optimize, namely the number of solution functions, the SVD truncation pa-

rameter and the distributed source surface proximity we may consider the

practical implementation of our optimization procedure. Recall that we re-

quire to solve our problem for a range of azimuthal modes, and as such there

are two ways main ways in which we can choose to optimize our problems:

1. Optimize for one set of parameters that are used in the calculation of

all azimuthal modes. We produce a global set of parameters Popt =

{αopt, βopt, ...} which are used in the solution for each mode −M ≤ m ≤
M , where αopt is the optimum value of some parameter α which affects

our error. Similarly for β, and any other parameters we optimize over.

2. Take advantage of the natural azimuthal mode decoupling of the prob-

lem and optimize each azimuthal mode individually, thus producing a

set of optimal parameters indexed by each mode Popt,m = {αopt,m, βopt,m, ...}
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for each mode −M ≤ m ≤ M . Here, the optimal parameters have only

been optimized for one azimuthal mode.

Since the problem we are solving naturally decouples into a series of problems

over a set of azimuthal modes we should be able to produce a lower error

by optimizing over each mode individually, rather than optimizing all modes

together.

Next, before we begin our optimization procedure we must decide which

error we wish to minimize. Throughout we shall always use the δL2
error,

but we may either optimize the average or maximum δL2
. We highlight the

distinctions and outline our general optimization procedure in Fig. 3.10. The

Figure 3.10: An optimization cycle, where the errors are the δL2
integral

errors for each input field. The cycle continues until we find a local minimum
in either the maximum or average δL2

for all the input fields considered.

optimization procedure in Fig. 3.10 involves

1. Selecting an initial guess set of parameters

2. For this parameter set, calculating δL2
for a series of input fields for

various Ωk incident upon the particle
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3. Comparing the δL2
errors calculated for each input field and storing

either the maximum or average δL2
error

4. Repeating this cycle a number of times with a series of new parameter

sets until a set is found that locally minimizes the average or maximum

δL2
.

Very careful attention must be paid to the notions of average and maximum

errors used in this context. Explicitly, these refer to the maximum and

average δL2
surface integral errors of a series of input fields. That is,

each input field incident upon the particle has a single surface integral error

associated with it. So a series of n input fields would produce a series of

n errors which we aim to minimize in a maximum or averaged sense. This

is different form the notions of average and maximum errors discussed in

Chapter. 2, where the maximum and average refer to the errors as a function

of angular position of the matching point for a single input field.

We now have a clear understanding of the meaning of the average and

maximum δL2
surface errors, we must decide on which measure we wish to

optimize. Since we aim for our SGF’s to be as flexible as possible and to be

able to find accurate solutions for any incident field, we choose in this work

to optimize on the maximum error. In this way, providing we subject our

particle to a sufficiently high number of incident fields in our optimization

procedure, we can state the optimized surface error in such a way that any

incident field on the particle will produce an error result below our optimized

value. In this way, our optimized maximum surface integral error δL2
forms

an upper bound on the error for the particle in question, thus quantifying

the error in the solutions for this particle in a well defined and succinct

manner. Furthermore, if we evaluate the average and maximum δL2
errors

we see that they are often comparable, thus indicating that the maximum

error is reasonable choice for the overall level of the error in our optimization

procedures.
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one parameter set separate parameter
for all modes sets for each mode

Dielectric particle, average δL2
5.792 × 10−6 2.167 × 10−6

Dielectric particle, maximum δL2
7.629 × 10−6 3.840 × 10−6

Gold particle, average δL2
5.629 × 10−5 2.968 × 10−5

Gold particle, maximum δL2
9.854 × 10−5 3.227 × 10−5

Table 3.1: Comparison of the optimization calculations for two example par-
ticles, an ellipsoidal prolate dielectric with SP = 12, AR = 5.5 and a gold
oblate rounded cylinder with SP = 5.5, AR = 3. The selected optimized er-
rors for these particles are shown in bold.

We can tie up our discussion regarding the optimization options with re-

spect to treatment of azimuthal modes and specific error measures on which

to optimize in Table 3.1, where we compare the options for two typical exam-

ple particles, both calculated for M = 4 modes and subject to ten incident

fields during the optimization procedure between Ωk = 0◦..90◦. From Ta-

ble 3.1 we can see that optimizing on each mode individually does indeed

produce lower errors than optimizing for all modes with one parameter set.

We also see that the average and maximum δL2
surface integral errors are

comparable. Throughout the rest of this work, the stated δL2
surface integral

errors will refer to the optimized maximum errors over a set of input fields

unless otherwise stated.

3.3.4 Optimization results; families of particles

We aim for the SGF method presented in this work to be applicable for a

wide range of axisymmetric particles and we have laid down in Section. 3.3.3

an optimization procedure which aims to maximize the range of particles

that can be studied by minimizing our maximum integral surface error over

a range of input fields. We aim in this section to highlight the flexibility of

the SGF method by studying families of particles which range from being

elongated to flat, as depicted in Fig. 3.11.
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Figure 3.11: A diagramatical representation of a family of axisymmetric
particles ranging from prolate to oblate, highlighting the drastically different
geometries.

Results for particle families

If we carry out an optimization procedure on families of gold and dielectric

particles, ranging from elongated to flat we may study the error in our solu-

tions as a function of aspect ratio as shown in Fig. 3.12. For these families we

optimize each particle over a set of ten input waves ranging from Ωk = 0◦..90◦

in equally spaced increments. As we make note of in the caption, the error

in Fig. 3.12 is the total error for the particles, i.e. we have optimized each

mode individually thus producing a set of optimal parameters for each mode

and then evaluated the total errors by summing the errors for each mode as

outlined in Eqn. 3.12. We note that the optimization produces a wide and

flat distribution of errors across the families of aspect ratios. There is only

significant deviation at the extreme edges and when the particle is close to

spherical, as we would expect.

Additionally, we may directly observe the action of the optimization pro-

cedure as it minimizes the error as we ”walk” through the parameter space.

We show in Fig. 3.13 the various steps in the optimization procedure for a

dielectric particle of AR 1/5 for the mode m = 1 contained in Fig. 3.12.

Note that although each step in Fig. 3.13 decreases the error, the optimiza-

tion procedure in fact evaluates a range of parameters between each step and
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Figure 3.12: The variation in total (summed over all m) optimized maximum
surface integral errors δL2

as a function of aspect ratio (Sx/Sz where Sx,z are
the lengths of the particle along the x and z axes respectively) for families of
dielectric (circles) and gold particles (stars).

finds the lowest error out of these intermediate parameter sets and selects it

as the next optimization point. These intermediate spikes with higher error

have been omitted from the graph as they are not optimal error points in the

section of the parameter space that has been examined at each step. The

process is repeated until the last point (a local minimum) is reached.

3.4 Experimentally measurable optical effects

So far in this study in the far field we have only studied the DSCS. Although

the DSCS is a very useful measure of the electromagnetic properties of par-

ticles, it is experimentally not practical to measure and as such we aim to

study properties which can be easily evaluated experimentally. Probably the
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Figure 3.13: δL2
maximum surface error for a dielectric particle as a function

of position in the three dimensional parameter space of our optimization. Each
iteration in the process moves the error to a lower (or equal) error value until
a local minimum is obtained at step 17. The value at step 17 is our optimized
error for the mode m = 1 for this particle. Note that the index of iteration
physically corresponds to a move along any of the three orthogonal directions
in our parameter space, the direction of the ”walk” in the parameter space is
not indicated.

most simple property of a particle that can be easily measured is the amount

of power that it removes from a beam incident upon it. The power removed

from the beam is due to scattering and absorption by the particle and is

determined by the the extinction cross section, Cext. The extinction cross

section is defined in the optical theorem [65]- a fundamental theorem in wave

scattering theory as:

Cext =
4π

ks|E0|2
Im{E∗

0 · Es∞(eΩk
)} (3.16)

This gives the relation between the total amount of radiation scattered or

absorbed as a function of the amplitude of the scattered field in the forward

direction eΩk
. Because of this relationship, the optical theorem is sometimes

referred to as the extinction or forward scattering theorem. This simple
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formulation allows us to readily compute the extinction cross section from

the asymptotic form of the electric field in the forward direction, which we

already calculate as part of the DSCS. The extinction cross section quantifies

the combined effect of two physical processes, namely the amount of power

both absorbed and scattered by a particle. We therefore define separate cross

sections for the various processes:

Cext = Cscat + Cabs (3.17)

where Cscat is the total scattering cross section and Cabs is the absorption

cross section. For the total scattering cross section we move from the concept

of the relative angular amplitude of the scattered radiation at infinity (the

DSCS) to a measure of the total amount of radiation scattered by the particle

over the solid angle Ω = 4π. Thus the total scattering cross section is defined

in terms of the integral [65]:

Cscat =
1

|E0|2
∫

4π

σsdΩ (3.18)

where we have integrated the DSCS over the solid angle Ω = 4π, and divided

by the amplitude of the incoming wave such that Cscat gives the fractional

size of the incoming wave amplitude scattered by the particle over Ω = 4π.

In much the same way as we defined the total scattering cross section, we can

define an absorption cross section as a coefficient which indicates the amount

of power absorbed by the particle. Since we can calculate directly Cext and

Cscat, by using Eqn.(3.17) we can find Cabs trivially via:

Cabs = Cext − Cscat (3.19)

We note that for non-absorbing particles (such as the dielectrics we study in

this work) Cabs = 0 and so Cext = Cscat, i.e. the only removal of power from

the incident beam is due to scattering by the particle.
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We have now defined the cross sections of a particle which quantify how

much power has been removed form a beam incident upon it and found rela-

tions that relate the proportions of power lost via the processes of scattering

and absorption. However, typically, we study these parameters as a function

of the size parameter or aspect ratio of a range of particles. As such, the cross

sections are not directly comparable as the size of the various particles is not

constant. In order to account for this we define three corresponding particle

efficiencies, which are given by the ratio of the cross sections to the cross

sectional area of the particle perpendicular to the direction of propagation,

G, (i.e. the area of the particle ”seen” by the incoming wave):

Qext =
Cext

G
Qscat =

Cscat

G
Qabs =

Cabs

G
. (3.20)

By defining these efficiencies, we may study the relative ability of differ-

ent sized particles to absorb and scatter radiation incident upon them. In

Fig.3.14 we show the scattering efficiencies of the optimized gold particle

family we studied in Section. 3.3.4. The effect of the angle of incidence is

Figure 3.14: The scattering efficiencies (arbitrary units) of the family of
optimized gold particles studied in Section. 3.3.4. At AR = 1 the particles are
spheres.
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very obvious in Fig.3.14, this shows that depending on the angle of incidence,

the scattering properties of the particles can be very different.

3.5 Near field detail and internal field

One of the major advantages over the SGF method over methods which dis-

cretize the particle volume or have areas where the field solution is unknown

(such as FDTD and EBCM respectively) is the ability to resolve the fields

of interest at any point in space. The limitations of the EBCM in the near

field are apparent, as there are large areas between the inscribing and super-

scribing spheres to the particle where the field is unknown. However, this is

a method principally used for far field simulations. With discretizing meth-

ods such as FDTD, however, the method is primarily targeted at near field

modelling. One of the main disadvantages of this method is that there is

always a degree of staircasing in the solution, as discussed in Section. 1.5.2.

This is where there are discontinuities in the field at the particle edges due

to the discretizing of the space that are an unavoidable aspect of the solution

method. For certain materials, particularly real metals, the most interesting

area we wish to study is precisely the surface of the particle itself and so this

can be problematic. With the SGF method, however, there is no staircasing

in the boundary and as a result we may produce near field plots on any scale

without showing field discontinuities due to approximations in the surface

shape. This makes the SGF method an ideal approach in studying the near

field and surface effects of particles, particularly in real metals. We have

shown many such examples throughout this work.

There are further problems with methods that approximate metals as

being perfect conductors when in reality they have finite conductivity. In

these methods the internal field is artificially set to zero. In the SGF method,

however, by using the real finite conductivities of materials we can model

how the internal field varies even within real metals. In Fig. 3.15 we show
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Figure 3.15: A standard near field image of a gold rounded cylinder illumi-
nated axially and a near field contour plot on a log scale of the same particle.

a regular near field image of a gold prolate rounded cylinder under axial

incidence (Ωk = 0◦). Observing near field variations within the particle is

difficult on a linear scale and when using colour plots. We therefore also show

on Fig. 3.15 a log contour plot of the intensity in the interior of the particle

showing the field variation. We note that this plot is somewhat artificial

since it is on a log scale, but it does serve to highlight that we have field

permeating into the particle (albeit a vanishingly small intensity) and being

attenuated to a very low level at the center.

3.6 Qualitative near field analysis

For the particles investigated in Section. 3.3.4 our optimization procedure

leads to errors below the convergence threshold. This allows us to study

the effect of the particle’s shape and the direction of incidence field on sur-
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face fields.. The optimal distribution of distributed sources and the ana-

lytical form of their fields allow us to analyze qualitatively the position of

the sharpest and most intense spots around the particle, a problem of great

practical relevance. The brightest and sharpest spots will be in a region of

space where a relatively large number of multipole fields have one or two

components in phase. This will depend on the phase of the coefficients of

our expansion functions that, for a given incident field, depends on the ge-

ometry and the relative refractive index of the particles. By looking at the

optimal distribution of the distributed sources and at the analytical form of

their fields we can see that points along the symmetry axis for rods have two

special properties: they have the same angular coordinates in all spherical

systems centered on the multipolar sources, and the radial component of the

total field at these points is the sum of the radial components of the multi-

poles, and similarly for each of the two tangential components. We can see

that these points are most likely to have many multipoles with one or two

components in phase when the direction of incidence is at 0◦. This produces

a bright or a dark region depending on the relative phase between the cor-

responding components of scattered and incident fields. For disks a similar

situation happens at points on the equatorial plane when the direction of

incidence is at 90◦. In both cases, the incident wave is perpendicular to the

smallest section of the particles. This analysis does not distinguish between

backward and forward directions but, for the dielectric and metallic parti-

cles considered here, we expect the sharpest and brightest intensity spots to

appear on the shadow area because, for these angles of incidence, the flow of

energy is larger in the forward than in the backward direction. Bright spots

can be found in other positions for different angles of incidence, but will in

general be less sharp. When the direction of incidence is orthogonal to the

largest section, a similar analysis shows that multipoles of a given order have

fields components that are almost in phase on straight sections orthogonal to

the direction of incidence, if the expansion coefficients are in phase. When
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the incident field is a plane wave, this leads to the formation of standing

waves in the backward direction, even when most energy is scattered in the

forward direction.

Figure 3.16: Near field electric field intensity plots for elongated and flat
dielectric particles with incident excitation at 0◦ (left column), 40◦ (middle
column) and 90◦ (right column) to the symmetry axis.

This qualitative analysis is confirmed by a quantitative numerical investi-

gation. We show the near field results for both dielectric and metallic prolate

and oblate particles calculated in our optimization procedure in Figs.(3.16-

3.17). For dielectric rods the region of highest intensity moves from the inside

to the outside as the incidence varies from 0◦ to 90◦ degrees. For these par-

ticles, the most intense points on the surface are not necessarily near the

regions of highest curvature. This is very different in dielectric discs, where
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Figure 3.17: Near field electric field intensity plots for elongated and flat
metallic particles with incident excitation at 0◦ (left column), 40◦ (middle
column) and 90◦ (right column) to the symmetry axis.

the region of highest intensity are mostly outside the particle and away from

the surface, except at 90◦. In both cases, sub-wavelength jets appear on the

shadow side, in agreement with the fact that the differential scattering cross

section (not shown) is larger in the forward than in the backward direction.

For metals, internal fields are confined very closely to the surface, because

of the very strong absorption and small skin depth. High intensity points on

the surface are mostly in the regions of high curvature and are strongest in

the shadow regions. In agreement with the previous analysis, the sharpest

structures are observed with incidence at 0◦ and 90◦ for rods and discs, re-

spectively. We also observe the formation of standing waves in the backward

direction when the long side is illuminated for both dielectrics and metals.
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Chapter 4

Conclusions and Future Work

4.1 Conclusions

In this work we have found accurate optical responses for real metallic and

dielectric axisymmetric rods and disks at any point in space in terms of a

finite number of exact solutions of the Maxwell equations, by approximating

the surface Green function of the particles. We have shown that the choice

of the functions we use to carry out this analysis depends on the particle

we ultimately model. We found that for spherical particles, we could obtain

accurate results by using a set of functions defined solely at the origin of the

particle. However, the rapid deterioration in the quality of the solution as

the particles became more elongated from spherical required a modification

to our theory. For prolate particles, we found that we could greatly improve

the conditioning of our system and ultimate error by depositing our sources

of radiation on the symmetry axis of the particle. Furthermore, for oblate

particles, we have shown that by placing our sources on analogue of the sym-

metry axis in the complex plane, we could also greatly improve our ability to

accurately model flat particles. Using these three distinct systems of func-

tions; localized, real distributed and complex distributed we have studied

both the near and far field optical properties for a variety of particles. In
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doing so we shown that in the far field our results match exactly to the ac-

cepted results in literature, namely Mie theory for spheres and the Extended

Boundary Condition Method (EBCM) for elongated and flat particles. How-

ever, since the field solutions for the SGF method are valid at all points in

space, we have also been able to study the near field properties of particles,

a feat not possible with the EBCM. We have examined near field effects for

dielectric particles, such as photonic nanojets, which are an active and excit-

ing area of current research with many potential applications. For metallic

particles, we have seen that we could effectively find the position of surface

hot spots on the particle, without approximating our particle as being spher-

ical, infinitely extending or perfectly conducting - approximations often used

in computational electromagnetics. The complete optical characterization of

these real metallic particles is one of great current interest across many areas

of nanoscience, for instance in Surface Enhanced Raman Spectroscopy and

Surface Enhanced Fluorescence.

In Chapter. 3, we made several important refinements our theory and

method. We formulated mathematically well defined representations of our

errors and outlined efficient numerical methods of evaluating these errors. We

also examined in detail the relative importance of various parameters on our

solution error. By doing so, we saw that we could find optimized SGF’s which

minimized our error for a series of input fields and defined the maximum error

for our solutions for any input field at any point in space. By carrying out this

optimization, we studied wide families of dielectric and real metallic particles

with a tight control over the surface error. This enabled us to accurately

investigate how the size, shape and composition of the particles affected the

distribution of near field intensity. We also investigated the behavior in the

far field of particles which can be measured experimentally, and have shown

high resolution near field images without staircased boundaries and with real

internal fields.
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4.2 Future work

There are several potential modifications to our method that are currently

being developed or could possibly be implemented.

By using our optimization procedure, it is theoretically possible to define

an a priori estimate to the error for any possible incident field on a particular

particle. This would be a significant improvement on our method since in

the work presented we have only an a posteriori error which is found by the

solution of a particular problem. Work in this area is currently partially

complete.

As discussed, one of the major problems in dealing with metallic par-

ticles is the complex refractive index which causes rapid oscillations in the

special functions we employ at the particle surface. One possible modifica-

tion would be to rescale the special functions such that the rapid oscillations

are minimized [66]. At present, the rescaled functions have been partially

implemented.

The procedure outlined in this work could also be implemented to solve

the reciprocal problem of the scattering of a bubble inside a medium, in this

case we would require more functions to expand the scattered field than the

internal field, the opposite of the case for the problems we solve in this work.

This work has not been yet studied, however the computer codes in their

current form could be used to solve this problem with minimal editing.

We discussed that the truncation parameter of the SVD was one of the

parameters over which we optimized. By studying the error that resulted

from the solution of linear systems at different levels of truncation within

our singular value spectrum, we found, semi-quantitatively that the optimal

position of the truncation should be just above the lower plateau in the

spectrum. We assigned this plateau to be the noise level, and designed

optimization procedures to locate it. A more efficient method of optimization,

based on this analysis would be to curve fit the total spectrum of the singular

values and truncate at the last value below the maximum in the second order
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derivative of the spectrum. In this way, the singular value spectrum would

not need to be sampled at various levels during the optimization procedure

and computational cost could be saved.

More general future research involves using the theory laid down in this

work to try to determine the position and orientation of single molecules and

examine optical trapping forces especially with respect to single molecules.

Additionally, this work could be expanded to determine resonances and hot

spots of photonic particles and clusters of such particles and to calculate of

the the energy levels of the composite system made of a multilevel quantum

system and a photonic cluster as a function of the relative position and

orientation between the molecule and photonic structure.
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Appendix A

Coordinate systems

Throughout this work will use both Cartesian and spherical polar coordi-

nates and the relationships between these must be clearly established for the

avoidance of doubt. The diagramatical representation of the re relationship

between the two systems is shown below in figure A.1:

Figure A.1: Diagramatical relationship between a point expressed in both the
Cartesian and Spherical Coordinate systems.

where

x, y, z ∈ (−∞,∞) (A.1)
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and

r ∈ [0,∞) (A.2)

θ ∈ [0, π] (A.3)

φ ∈ [0, 2π) (A.4)

From Fig. A.1, it can be seen that:

r is the distance from the origin to a given point P

θ is the angle between the positive z-axis and the line formed between

the origin and P.

φ is the angle between the positive x-axis and the line from the origin

to the P projected onto the x − y-plane.

Explicitly:

r =
√

x2 + y2 + z2 (A.5)

θ = arccos z/r (A.6)

φ = arctan y/x (A.7)

and, conversely

x = r sin θ cos φ (A.8)

y = r sin θ sin φ (A.9)

z = r cos θ (A.10)

As a result, the unit vectors can be related by the matrix:









r̂

θ̂

φ̂

















sin θ cos φ sin θ sin φ cos θ

cos θ cos φ cos θ sin φ − sin θ

− sin φ cos φ 0









=









x̂

ŷ

ẑ









(A.11)

It should be noted that this matrix is orthogonal, and as such, its inverse is
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simply its transpose :









x̂

ŷ

ẑ

















sin θ cos φ cos θ cos φ − sin φ

sin θ sin φ cos θ sin φ cos φ

cos θ − sin θ 0









=









r̂

θ̂

φ̂









(A.12)
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Appendix B

Spherical Vector

Wave-Functions

A basic understanding of various special functions used in this work will be

assumed, although the reader is directed to [67] for further details of fun-

damental special functions. We shall highlight the structure of some of the

important vector functions used in this work which are built from a combi-

nation of these basic special functions. The Spherical Vector Wavefunctions

(SVWF’s) are defined (in such a way as to be consistent with [34]) as the

product:

M1,3
mn(r, θ, φ) = z1,3

n (kr)mmn(θ, φ), (B.1)

N1,3
mn(r, θ, φ) = z1,3

n (kr)nmn(θ, φ) = k−1∇× M1,3
mn(r, θ, φ) (B.2)

where the indices 1, 3 refer to the regular and radiating functions and z1,3
n (kr)

are the spherical Bessel and Hankel functions respectively. The angular func-

tions mmn,nmn are the vector spherical harmonics and are given by

mmn(θ, φ) =
i

√

n(n + 1)
(θ̂

im

sin θ
− φ̂∂θ)Ymn(θ, φ), (B.3)

nmn(θ, φ) =
i

√

n(n + 1)
(θ̂∂φ + φ̂

im

sin θ
)Ymn(θ, φ) (B.4)
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where Ymn are the usual spherical harmonics [68].
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Appendix C

Unitary normal and elemental

area

It is necessary in our analysis to find both the unitary normal at a surface

of a particle as well as the unitary area element. The unitary normal at a

point on the surface in spherical polar coordinates is given by

n̂+ =

∂r
∂θ

× ∂r
∂φ

∣

∣

∂r
∂θ

× ∂r
∂φ

∣

∣

(C.1)

where r is the vector from the origin to the surface point and

∂r

∂θ
× ∂r

∂φ
= r2 sin θr̂ − r sin θ

∂r

∂θ
θ̂ − r

∂r

∂φ
φ̂ (C.2)

where r = |r|, i.e. r = rr̂. In our studies we consider particles which are

axisymmetric in φ and we solve our problem on the generatrix. In this case,

the last term in Eqn. C.2 is zero. Also of importance to our analysis is the

element of surface area on the scattering object, dA. This is related to the

unitary normal by

dA =

∣

∣

∣

∣

∂r

∂θ
× ∂r

∂φ

∣

∣

∣

∣

(C.3)
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Appendix D

Matrix inverses

D.1 Matrix inverses

Matrix inverses are used in many areas of mathematics, statistics and the

sciences and are crucial in the solution of systems of equations. Depending

on the specific nature of the matrix which is to be inverted, we may use

different techniques to calculate the inverse, if one exists.

D.2 True inverse

There is often confusion surrounding the nature of inverses of matrices, and

the term ’inverse’ is often used to refer to different procedures depending on

the specific matrix in question. The true matrix inverse is defined only for

square matrices, but not all square matrices have an inverse. A matrix A

which has an inverse A−1 is said to be invertible and the original and inverse

matrices are related by

AA−1 = A−1A = In (D.1)

where A and A−1 are both n × n matrices and In is the identity matrix,

also of size n×n. Invertible matrices have many additional properties which

we may not make use of and need not discuss here, but an exhaustive list of
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these properties is provided in [69]. As previously mentioned, not all matrices

are invertible and matrices which do not have an inverse are called singular

or degenerate. Below, we give two simple examples of 2x2 matrices, one of

which is invertible and one of which is singular. For 2x2 matrices, there is a

simple formula which provides the inverse of a matrix:

A−1 =

[

a b

c d

]−1

=
1

ad − bc

[

d −b

−c a

]

(D.2)

so it can be easily seen that the matrix

[

6 −2

9 3

]

(D.3)

has an inverse since ad − bc 6= 0 , while the similar matrix

[

6 −2

−9 3

]

(D.4)

does not since the term ad− bc = 0 produces a singularity. For larger matri-

ces, analytical expressions become numerically intractable however there are

techniques which can be employed to find the inverse of invertible matrices,

such as Gaussian elimination [70].

D.3 Generalized inverse

For non square matrices, the matrix inverse is not defined. There does ex-

ist, however, a generalization of the matrix inverse which has some of the

properties associated with real inverse but not necessarily all of them. This

generalized inverse is often called the Pseudoinverse or the Moore-Penrose

pseudoinverse, described independently by E. H. Moore and R. Penrose in

1920 and 1955 respectively [71, 72]. Throughout this work the term pseu-
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doinverse will be used to refer to the Moore-Penrose pseudoinverse. The

pseudoinverse of an m×n matrix A with entries aij ∈ C is the n×m matrix

A+ which also has entries a+

ij ∈ C. A unique pseudoinverse exists for any

matrix and must must satisfy the criteria:

1. AA+A = A. Note that AA+ is not in general the identity matrix.

2. A+AA+ = A+

3. (AA+)H = AA+. Where H is the Hermitian, or conjugate transpose.

Therefore AA+ is Hermitian.

4. (A+A)H = A+A. A+A is also Hermitian.

As with the real inverse, the pseudoinverse has many properties which we

will not discuss here, but an exhaustive list is provided in [49].
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