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Abstract

The traditional transmission centric approach toegation connection using
large-scale thermal units is evolving as the elgtirsupply industry and end users
both move to play their part in tackling climateaoge. Government targets and
financial incentive mechanisms have created a géioarportfolio that is becoming
more diverse as both large and small-scale digatbiwgeneration projects are
commissioned. The net result of these eventsailsglneration now appears across
all voltage levels and is a trend that is almostately set to continue. Moreover, the
manner in which networks are operated is also dhgntp become more flexible
with novel management intended to facilitate trepdised connection of generation,
whilst at the same time improving the quality opply for end users.

As a consequence of the foregoing changes, newenlgas emerge with
regard to guaranteeing that the performance of paystem protection is not
degraded. This thesis documents research thatdresdered the myriad of issues
arising throughout distribution networks. The ogpicof adaptive protection has
been explored as a solution to many of these isases means of ensuring that
protection better reflects the current state ofptheary power system.

Although adaptive protection has been a theorepioakibility for some time
it has not generally been applied in practice. @&imerging drivers that could change
this have been considered along with the challergfeds application. It was
concluded from this work that the concept and s$tmec for adapting protection
needs to be examined in abstraction from the uyiderllow level protection
algorithms. A layered architecture has been prapdsat helps to structure process
of adaptation, define key functionality and ultielgt clarify how it could be
practically realised using currently available gaben protection and automation
equipment. To demonstrate the application of tlohigecture two examples have
been used that cover both low and high voltage odsv The first considers a low
voltage microgrid and the difficulties resulting ofin inverter interfaced
microgeneration. As a second example, the proldémmtentionally islanding an
area of high voltage network is considered. Tatagether, these two examples

cover a range of future scenarios that could emwrten so called smart grids.
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1 Introduction

All electrical power systems require that adequatetection be installed to
ensure that equipment with faults can be safely gudkly removed from service
with minimal disruption to other healthy circuitd.]]. Moreover, protection
schemes (and their associated switchgear) shoufdrpethis task in a time that
does not compromise the stability of the wideraiyst The design and configuration
of protection to achieve this is based on a detaillederstanding of how the system
behaves under an extensive range of fault types lacations. Consequently,
protection schemes have been developed with vadéggees of complexity to meet
the performance requirements and operational aintdrof different voltage levels
throughout the systeln This knowledge has been gained over the lastipems
advances in electrical engineering have led toelangore complex systems serving
consumers who demand ever increasing levels of lgsumality, reliability and
availability. These needs have been satisfied ate dhrough the incremental
development of large interconnected power systesmsgutransmission connected
thermal power stations [1.2]. More recently, irasi@g levels of equipment
automation and remote telemetry at distributiontages have also been used to
improve the quality and security of supply for ersers.

However as the electricity supply industry begmsddress its impact towards
climate change, the nature of electrical power esyst will evolve from the
prevailing structure. Large numbers of renewablsustainable generators will have
to be accommodated throughout the transmissiormsyand distribution networks.
As a direct consequence of this paradigm shift, rehallenges and, indeed,
opportunities are expected to emerge within thkl fad power system protection.
The research reported in this thesis addressesn@beruof aspects concerning
emerging future avenues for technological develagnaed innovation in this field

of electrical engineering.

! The following UK grid code convention for voltatgerels is used throughout this thesis: low voltage
(LV) 230 V phase-neutral and 400 V phase-phasd) fajtage (HV) 6.6 & 11 kV phase-phase; and
extra high voltage (EHV) > 11 kV phase-phase [1.3].



1.1 Research Context

The electricity supply industry in the United Kirggd (UK) is under pressure
to move away from relying on large transmissionnemted thermal power stations,
and to accommodate a higher proportion of renewalre environmentally
sustainable forms of generation connected througtheusystem [1.4]. The primary
drivers for this change arise from growing conceswsrounding the negative
environmental impact of greenhouse gases emitteaglthe combustion of fossil
fuels. Although, to a lesser extent, there is alg@neral desire to reduce the level of
losses incurred during the bulk transfer of powemf remote sources to consumers.
In addition, opportunities have also arisen for ividuals or commercial
organisations to take advantage of deregulatedygrmearkets by installing small-
scale generating units to export into the systenfii@ancial gain.

Strong regulatory incentive mechanisms have beémnpplace to ensure that
the electricity supply industry recognises suchaspmities and, moreover, meets
the challenging targets set by the UK governmefne important example of
commitment is that of the UK actively supporting tBuropean Union (EU) target of
ensuring that 20 % of the region’s electricity [#taned from renewable sources by
the year 2020 [1.5]. Furthermore, scenario basejegtions from government
departments [1.6], industry trade associations @rgish Wind Energy Association
[1.7]) and academia [1.8] have all demonstrated, thdbowing for differences in
industry externalities such as macroeconomic grprethewable generation will play
an increasingly important role in the nation’s gatien portfolio.

However, the impact of connecting renewable gererawvhere that energy
resource is naturally abundant will result in a kedlty different spread of generators
across all voltage levels and geographical regarite system. As this change in
the generation portfolio is put into effect, fundamtal questions emerge as to how
such a highly distributed system can be managelde cbmplexity of this task is
increased given the significant number of entip@sticipating, their geographical
locations, the impact of primary energy source rmitency, and other network
technical constraints. The role of large-scaleveble generation — such as on and
offshore wind farms — has been widely debated aadyntarge research programmes
initiated to quantify their impact (e.g. the EU fled collaborative project Trade



Wind [1.9]). In addition to these technologies,mpdorecasts for the UK generation
portfolio over the coming decades have also higldid the likelihood of a
significant level of smaller-scale distributed gext®n (DG) and microgeneration
connected at the lower levels of the distributietwork (with ratings of the order of
several kW to tens of MW) [1.10].

Although the transmission infrastructure of the Wi being modified to
support the bulk transfer of power from remote d¢asgale renewable sources, its
role in supplying the total distribution demand Ivie partially diminished as the
function of distributed and microgeneration is emtel. This will also be in
conjunction with appropriate demand side manager(i28M) measures. Even if
the total capacity of these small-scale resouice$ an order of magnitude such that
it can theoretically displace large-scale thermahpon the basis of energy output,
major technical questions still remain regardingoek support functions such as
participation in system frequency control and logatage support or regulation.

Given the significance of these changes in thetratéy supply system, it is
prudent to investigate what the impact on protectadll be in the future given its

importance for maintaining safety and securityugdy.

1.1.1 Smart Grids

To address these system issues, many researcleergoeking on the smart
grid concept in which a local integrated approazhaken to connecting new and
emerging technologies (an example being the wopkaeded by the European Smart
Grid Technology Forum [1.11]). Figure 1-1 providaspictorial view of how
generation in the future will be connected clogedémand to form active cells as
indicated by the meshed network topology at comibguor municipal levels.
Larger-scale generation is connected at the pawypbiethe system to highlight the
continuing role for these forms of generation. Thgortance of DSM, energy
storage and supporting information and communioatictechnology (ICT)
infrastructures is also indicated by their incluswithin the figure.

In technical terms the cell within the context ofiast grids can be used to

define an area of network in which a collection di$tributed resources can be



controlled to meet a set of objectives (e.g. to imée microgeneration output or to

improve local power quality) [1.12].
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Figure 1-1: An illustration of the smart grid concept [1.11].

Cells can be demarcated based on the underlyingtgte or topology of the
network and are thus expected to include a vawétgistributed energy resource
(DER) technologies. As a consequence of this defim cells are likely to be
formed at the various levels of network substatiamsl extend down through
distribution circuits to either passive consumaerdistributed resources (which could
in turn be other smaller cells). Furthermore, dieenarcation of cells should also be
influenced by incorporating  existing control zonesor  network
ownership/responsibility boundaries (e.g. indepehddistribution network
operators). The physical size of cells is dependpon the scale of objectives that
are to be allocated or the existence of internaktiaints, as well as the degree of
acceptable complexity incurred within a hierarchsteucture containing many cells.
At the lowest voltage levels the term microgrid bagn used in many publications
to describe the cells that are formed [1.13].

An example of the demarcation of HV cells onto atisa of distribution
network is shown in Figure 1-2 where 11 kV circdiem primary substations and
33 kV circuits from bulk supply points (BSP) areaim. The BSP and its associated
33 kV distribution have been defined as a cell amdude various distributed

resources. Three further cells have been allodadsdd on primary substations with



the justification that within these areas there significant levels of distributed
resource that justify sub-grouping within the BS#l.c These three sub-cells are
distributed resources falling within the controltbé cell defined at the BSP level.

************************************ | |

BSP
132/33kV
]

L

Figure 1-2: The cell concept applied at distributio voltages [1.12].

The research reported in this thesis considers alfatenges might emerge for
protection if cells are defined (at various voltdgeels) and used for operations such

as intentional islanding (e.g. microgrids).

1.1.2 Specific Technical Challenges for Protection

The discussion above has illustrated the changas dte currently being
experienced within electrical networks. It is @aable to assume that these will
continue in the face of tough regulatory and conumaédrivers within the context of
addressing climate change and emerging opportaniiie evolving electricity
markets. It is appropriate, therefore, to now aerswhat the implications will be
for power system protection. Indeed, many of ts&uenptions made on anpriori
basis for the design of protection will not be dadis networks evolve to meet the
new requirements placed upon them. From the petispeof network protection,
the behaviour of the local system to faults witealand is compounded by changes

in the system operational philosophy that are meguio facilitate the connection of



these new forms of generation. This thesis is aniign concerned with distribution
voltages where many of the forecasted changedeke place; however, reference
is made where appropriate to the transmissisystem such that background
information is made available on other forms ofabkshed protection principles.
Furthermore, it is also noted that system integptptection such as the low
frequency demand disconnection (LFDD) system isetbasn relays located at
distribution. The importance of these relays kel to greatly increase if capacity
projections of less controllable renewable genenatome into reality.

Historically distribution networks have generallyedn constructed to be
operated using radial topologies exhibiting passigkavioural characteristics (little
or no generation connected). Power within thege/ar&s has been unidirectional:
flowing from high to low voltage levels down towaradtonsumers. With these
technical characteristics in mind, distribution wmetks have been equipped with
relatively simple (but effective) protection, camtrand more recently automation
schemes. In the case of protection, whilst theifipdype of schemes applied will
depend on the voltage level, it can be nonethadeged that it is significantly less
complex than that expected at transmission. Lessoois constraints are placed on
clearance times and a much lower degree of netimekconnectioh assists with
designing simpler approaches to ensuring selegtaviid sensitivity. For example,
within 11 kV distribution networks it is common ptice to apply coordinated
inverse overcurrent and earth fault elements althrgg length of radial feeders.
Directional elements are not always required aipgitng times can extend to around
1.5 s for the clearing of faults under certain hgclconditiond This is in stark

2 Transmission systems are not the subject of kt@isi$ as the protection that is applied to cironiits
other equipment is generally well zoned and isaalyecapable of supporting a high degree of
operational flexibility. As would be expected tHimctionality comes at a high cost, but can be
justified based on the importance of the equipnuwamicerned. Although specific challenges may
arise at transmission voltages, the immediate fmeaoncern is at distribution where the need for
lower cost solutions may in fact drive innovativeoposals drawing from prior experience at
transmission.

% Some notable areas of HV interconnection exishénUK and are principally to be found within the
Manweb distribution licence area. These networnks @otected by an extensive arrangement of
overlapping unit protection zones with overcurranta backup [1.14].

“ This time is based on the assumption of a stant2kT overcurrent curve used at an outgoing
feeder relay within a primary substation actingbackup for a fault on the low voltage side of a
secondary substation located beyond any mid-peoteption [1.15].



comparison to transmission clearance times whergesy transient stability
restrictions enforce total clearance times of thas 100 m3

The characteristics outlined above will change & B connected to the
network and proactive network management technigqueesised to both improve the
quality of service to customers and facilitate gate connection within technically
constrained networks. In many instances generatmmections at distribution
voltages can be delayed or abandoned due to thecbigs of network reinforcement
required to remove constraints such as thermalaoit flevel ratings. Active
management of networks and local generation (a d&syect of the smart grid
concept) have provided tangible results [1.17], tan add to the complexity of
secondary systems such as protection.

Specific illustrations of issues that may arise foptection in the future

include the following:

* More complex fault current flows emerging arountwueks due to multiple
sources of contribution from DG. As an exampldigoihal sources of fault
current if connected downstream on radial circingre the potential to
reduce the reach of upstream relays [1.18]. Ah&rrtcomplication arises
when the generating source is intermittent (e.gnewable) and thus a
permanent correction factor applied at the upstreslay may not always be
appropriate. Consequently a number of differergnges may be required
depending on the particular level of DG connectethé primary system.

e Changes in grading paths may occur due to autonratzhfiguration and
the use of permanent interconnection to form mestetdorks (where fault
levels permit). In this case, it is the coordioatbetween adjacent protection
devices that may be compromised as changes areimtdeprimary system.

* Increased variation in fault levels can occur doeattomated network
reconfiguration, use of power electronic interfaleices and installation of
fault current limiting devices. The pickup valukawercurrent devices may
need to be lowered under certain circumstancesthimitould be in conflict

with the need to cope with cold load pickup. Mwoeg the proposed use of

® In the UK 400 kV transmission circuits have a &ngain protection clearance time of 80 ms [1.16].



islanded microgrids where generation is exclusivelyerter interfaced
presents what is possibly the worst scenario (fagpnotection discrimination
perspective) in which the available fault currendayrmot be very much
greater than full load ratings [1.19]. Under thesmnditions the very
application of conventional overcurrent principiegalled into question.

» Lastly, the increasing sensitivity of customer I®adnd certain small
generators to even short-term supply interruptionsvoltage reductions
promotes a general reduction in the desired tdedring time for faults.
Furthermore, should advances in power electromsslt in the development
of cost effective solid-state switchgear, then grganargins or the fault level
will have to be reduced to support their applicati@lue to the physical
characteristics of the semiconductor devices lackwermal capacity to allow
high through currents to be passed without perntasteemage [1.20]).

All of the above statements present a challengdherprevailing protection
practices used on existing networks with many depigrformance criteria affected.
With such new constraints emerging, the trade-nff® made between sensitivity
and stability may not be possible in the futureheitt a reconsideration of how

protection schemes can better reflect the curtatusof the primary system.

1.2 Principal Contributions

The research presented in this thesis firstly a®sythe nature of the impact
upon distribution protection across all voltageelsy arising not only from the
connection of local generation, but also due tagea in how the system is operated
to improve operational flexibility.

It is generally accepted that as the primary sysieraubject to far greater
changes during operation, it becomes more diffitmltlesign a protection scheme
with a single group of settings that will providatisfactory performance under all
foreseeable conditions. Although using more thae group of settings is used
within industrial power systems, it has not foundiegpread application in utility

networks with a much larger physical footprint.



Applying adaptive protection as a concept and p@kersolution to this
problem has been a theoretical possibility sineeddvelopment of numerical relays
and, perhaps more significantly, the recent impmoets in communication
technologies. However, allowing a safety criticgistem such as protection to
change in response to the primary power systemesepts a major barrier to
adoption. The research presented in this thesleeases this by developing a new
formal approach to demonstrate how the benefitasifig a clearly defined open
(non-proprietary) architecture to design adaptivetgrtion can help address this
problem. A layered architecture has been creatéd alements of functional
abstraction included to indicate where specificcfions within the scheme best
reside or are distributed (e.g. at bay, substationontrol centre levels). Attention
has also been directed towards how changes camplemented and validated
across a dispersed area of the network makingitétde for application on utility
networks. Two example case studies have beendaduwo apply and demonstrate
the merits of the proposed architecture using hdtland HV network scenarios.

At the lowest levels of the distribution network myaresearchers have
proposed the concept of microgrids at LV as a meangegrating large numbers of
small-scale generators. Under islanded operatmglitons a severely limited fault
level contribution from inverter connected genenatarises which makes it difficult
to apply conventional overcurrent protection. TBakile this issue, the research
reported has been concerned with defining what pestection functionality is
actually required for the different operating cdims. A new enhanced scheme has
been proposed and tested using transient simulatitin due consideration being
given to the wider protection implications outsitie microgrid and application of
the proposed adaptive protection architecture.

The use of settings groups is critically evaluatsl another means of
implementing adaptive protection. In this case,dhchitecture has been applied and
demonstrated for a number of HV islanding scenarexsed around a cell defined at
the primary substation level. The cell conceptlbean used in this work as a means
of clearly defining the network area to be islanddidhas been used for both short-
circuit and system protection functions. The ititemal islanding of the network

would not be possible without the deployment of §cheme.



In summary, this research has attempted to consigdange of voltage levels
within the distribution network. This has been docted with a view to examining
the technical challenges for protection that wik bequired to maintain and
preferably improve its performance in the comingatkes. The challenges may be
different across the voltage levels, but their camnoot is derived from the need to
support a primary network that is more active, ifdex and robust in order to meet
the needs of the future.

1.3 Publications

Over the course of the research leading to thengraf this doctoral thesis, the

following associated papers have been published:

. Tumilty R.M, Burt G.M. & McDonald J.R., “Protectinilicro-grids — Fault
responses of inverter dominated semi-autonomouswonles”, 40"
International Universities Power Engineering Coaifere, Cork 2005.

. Tumilty R.M., Burt G.M. & McDonald J.R., “Distribetd Generation and
Network Protection and Control — Improving Power aty”, World
Renewable Energy Congress, Aberdeen 2005.

. Kelly, N.J., Galloway, S.J., Elders, .M., TumiltyR.M. & Burt, G.M.,
“Assessment of Highly Distributed Power Systemsngsian Integrated
Simulation Approach”, IMechE Journal of Power andekEy (Part A), vol.
222, no. 7, 2008.

. Tumilty, R.M., Brucoli M., Burt, G.M. & Green, T.C.“Approaches to
Network Protection for Inverter Dominated Distritut Systems”, %
International Conference on Power Electronics, Ntaeh and Drives, Dublin
2005.

. Tumilty, R.M., Burt, G.M. & McDonald, J.R., “Coondated Protection,
Control & Automation Schemes for Microgrids”?dznternational Conference
on Integration of Renewable & Distributed Energy s®&ces, Napa,
California, USA, December 2006.
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Tumilty, R.M., Elders, .M., Burt G.M. & McDonaldJ.R., “Coordinated
Protection, Control and Automation Schemes for blicids”, International
Journal of Distributed Energy Resourc&®l. 3, No. 3, July-September 2007.
Tumilty, R.M., Bright, C.G., Burt, G.M. & McDonald].R., “Applying Series
Braking Resistors to Improve the Stability of Lowettia Synchronous
Generators”, CIRED, Vienna, Austria, May 2007.

Tumilty, R.M., Roberts, D.A., Kinson, A.S., Burt,I@. & McDonald, J.R., “A
Network Demonstrator for Active Management Devi@esl Techniques”,
CIRED, Vienna, Austria, May 2007.

Tumilty, R.M., Emhemed, A.S., Anaya-Lara, O., Bu@M. & McDonald,
J.R., “Adaptive Unit Based MV Protection for ActlydManaged Distribution
Networks”, IEEE RVP-AI 2008, Acapulco, Mexico, JWQ08.

Rafa, A.H., Anaya-Lara, O., Tumilty, R.M., Emhem@&dS., Quinonez-Varela,
G., Burt, G.M. & McDonald, “Stability Assessment dflicrogeneration
Systems”, IEEE RVP-AI 2008, Acapulco, Mexico, JAB08.
Quinonez-Varela, G., Cruden, A., Anaya-Lara, O. mity, RM. &
McDonald, J.R., “Analysis of the Grid ConnectiongBence of Stall- and
Pitch-Controlled Wind Turbines”, Nordic Wind Pow€onference, Roskilde,
Denmark, November 2007.

Y. Lei, R.M. Tumilty, G. M. Burt, and J.R. McDonaldPerformance of small-
scale induction generators protection during distion system disturbances,"
The 9" International Conference on Developments in Pov@stem
Protection, Glasgow, UK, March 2008.

Emhemed, A.S., Tumilty, R.M., Burt, G.M. & McDonald.R., “Transient
Performance Analysis of Single-Phase Induction Geoes for
Microgeneration Applications”, IET "4 International Conference on Power
Electronics, Machines and Drives, York, UK, Aprd(s.

Emhemed, A.S., Tumilty, R.M., Burt, G.M. & McDonald.R., “Transient
Performance Analysis of LV Connected MicrogeneratiodEEE PES General
Meeting, Pittsburgh, USA, July 2008.

[. Abdulhadi, R.M. Tumilty, G.M. Burt, and J.R. Mcbald, “A dynamic

modelling environment for the evaluation of wideeamrotection systems,”

11



Universities Power Engineering Conference, 2008.ECP2008. 43rd
International, 2008.

A contribution was made to the following book cheapt

Elders, I.M., Ault, G.W., Burt, G.M., Tumilty, R.M& McDonald, J.R., Future
Electricity Technologies, Chapter 2, “Electricityetwork Scenarios for the
United Kingdom in 2050”, Cambridge, 2006, pp 24-79.

Two patents related to this work have been filethwhe UK Patent Office:

Tumilty, R.M., Elders, .M., Galloway, S.J. & BurG.M., WO/2009/1278,
“Self-Organising Unit Protection” — submitted ApZ008.
Tumilty, R.M., Dyéko, A. & Burt, G.M., “Phase Angle Drift Detectionéthod
for Loss of Mains/Grid Proection”, PCT/EP2009/06266

A white paper was also produced as part of the ERPE&Ryhly Distributed
Power Systems project that set out method by wtlistnibution networks with large
numbers of distributed generators can be managad tie concept of dividing the

network into coordinate cells:

Supergen lll: Highly Distributed Power Systems, t8gs Level Concept
Definition, EPSRC/HDPS/TR/2008-001, March 2008.

1.4 OQutline of Thesis

The structure of this thesis is outlined as follows

Chapter 2— Power System Protection
This chapter provides background information on phetection schemes that are
commonly to be found within distribution and transsion networks (the latter being

included for completeness). Comment is made ogifspemerging technologies
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(e.g. the substation communications standard IE€S@)Lthat are relevant to, or are

enablers for, adaptive protection.

Chapter 3—- Development ofa Novel Adaptive Protection Architecture

The concept of adaptive protection is introducedhrapter 3 by considering those
schemes reported in the academic literature. Tlaesecritically assessed and
conclusions drawn with regard to shortcomings. dddress these, a layered
functionally abstracted architecture is then introetl and its components detailed
and justified. This model is then used repeatédllfater chapters to support the
application of adaptive features in various protectschemes. A basic design
methodology for designing adaptive protection hadso abeen proposed and

discussion made of commissioning and testing irapbos.

Chapter 4 -A Study of Adaptive ProtectionFailure Modes and Effects:

This chapter explores the potential failure modest ire associated with adaptive
protection. It then assesses them against thgilidations for performance during
the process of transition between different comfigjons of the primary power
system. An assessment methodology for applyirigreamode and effects analysis

Is also discussed along with the discussion of spemeric risk mitigation measures.

Chapter 5- Enhanced Network Protection to Enable Microgrids:

The example of LV microgrids supplied by inverteonnected generation is
examined in this chapter. A scheme is proposeth wasting carried out using
transient simulations in order to demonstrate égymance. The objective for this
chapter is to examine the impacts on protection @oténtial solutions at the very
lowest level of distribution networks. The role jfotection at this level is also
considered within the context of the adaptive pid@ architecture.

Chapter 6- Facilitating Intentional Islanding of an HV Urban N etwork:
The use of multiple settings groups is considered the case of an area of
distribution network that can be islanded from thain grid. In this case further

information related to the level of fault curremféed and power flows (system

13



import/export prior to islanding) is included to rdenstrate how additional

complexity can be managed for the short-circuit sygtem protection schemes. The

overall scheme is designed based on the proposguiael protection architecture.

Chapter 7—Conclusions & Future Work:

Conclusions are drawn based on the contributioestiied and some proposals for

further study are identified.
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2 Power System Protection

Power system protection plays a pivotal role inueing the safe, secure and
efficient generation, transmission and distributadrelectrical energy. All systems
have devices of varying complexity installed to o equipment with faults from
service as quickly as possible with minimal distuptto nearby healthy circuits
[2.1]. The consequences of protection devicemfato operate when required to do
S0 can, in the worst possible outcome, lead tddbe of human life. Furthermore,
the mal-operation of devices can also compromisestturity of a power system
leading to cascading equipment outages that mawyltr@s a complete system
collapse or partial blackouts. Serious unnecessadycostly damage to equipment
almost always occurs when protection fails to ofgees intended. It is therefore
apparent that protection devices must be desigmsdalled and maintained to
exacting standards to provide the performance ddethfor such critical systems.

Since the application of the basic fuse in theiestrelectrical systems around
a hundred years ago, protection has evolved intbadlenging field in which the
advances in microprocessors have been harnessedptement complex multi-
function numerical relays controlling one or moeparate circuit breakers. This
chapter provides an overview of protection devi@esl their application at
transmission and distribution voltage levels. Aview is also provided of the
international standard IEC 61850 which deals withmmunication between
intelligent electronic devices (IED) (e.g. protectirelays, automation controllers
and or other electronic equipment) within substegiasing a formalised data object
model. Further work in this field is expected tetemd its coverage between
substations across wide area communication netwark$ will thus play an
important role in future developments in power egstprotection. This is
particularly true for wide area (or enhanced sy$teratection.

2.1 Chapter Outline

The chapter begins in 8§2.2 with the definition efylprotection terminology
that will be used throughout this thesis. Thighen followed by a review of the

main components that are used to make up a pratestheme in 82.3. Details of
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specific protection schemes are described in terfntise distribution or transmission
system application in 82.4. Finally in 82.5 théemational standard IEC 61850 is
briefly reviewed.

2.2 Protection Terminology

A number of common terms that are used in the gegmr of protection and

its performance are as follows [2.1]:

Device: A specific component that forms part of a protttisystem (a
device may integrate the circuit interrupting methm and perform
one or more specific protection functions). Commaramples
include fuses, miniature circuit breakers and owesnt relays.

Relay: An electromechanical, discrete electronic compbneor
microprocessor device which uses one or more posystem
measurements in determining if a fault exists (@spredefined
thresholds) and then provides a signal (perhags aftime delay) to
actuate one or more external circuit breakersgtimed.

IED: An intelligent electronic devicés the specific term in this context
used to describe any modern microprocessor basetécior?
device.

Scheme: A collection of configured devices that are inteddto protect a
network or item of equipment such as a generattnaosformer.

Element: A single instance of a function within an IED (eugder voltage).

Stage: Elements may have one or more stages which h#fegetht settings
that are active at the same time (e.g. a two steqger frequency
scheme).

Sensitivity:  The ability of a device to be able to distingusHault condition
from other normal conditions on the network where ar more
measured or derived quantities exceeds a useffiggettireshold. It

is particularly important for certain types of feulwherein the

® The term IED more generally applies to any micoopssor based device within a substation (e.g.
automation controllers).
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condition to be detected does not differ signifibafirom normal
operating conditions.

Stability: The ability of a device to avoid tripping in theepence of a fault
condition for which it is not intended to operatén example of this
would be for faults that are geographically distamthe relay but
may still cause a significant local disturbancethAugh this would
be observed by the protection device, it shouldcaose the relay to
trip.

Selectivity:  The feature of protection that permits only thecdnnection of the
minimum of plant in response to a fault (also knovas
discrimination, grading or coordination). In siragérms, the device
closest to the fault should operate first thusasong it from the
system and leaving the supply intact to other neantuits. Each
device in an overall protection scheme may haveferdint
measurements taken or settings applied to achinese t

Trip: The action of the device to either isolate thdtfaself or actuate an
associated circuit breaker (possibly after a tingbay) when an
abnormal fault condition has been detected.

Backup: This is the term used for a time delayed modehickva device acts
to counter the failure of other devices and gehelahds to a greater
degree of unnecessary equipment disconnectionvtbald normally
be required.

Mal-operation: A device trip that should not have occurred givee specific
network condition.

Non-operation:Describes the failure of a device to trip wheis ftequired to do so.

Zone: A zone refers to the coverage of a device in imfato a defined
circuit, specific item of equipment (e.g. transfemn or a

combination of these.

2.3 Components of a Protection Scheme

Protection schemes are made up from many differhbinations of

individual devices and associated measurementduaess. The complexity of
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schemes depends on the requirements of the spapplcation (e.g. transmission or
distribution voltages) and is highly dependent lba justifiable capital expenditure
(typically up to around 5 % of the primary equipmealue [2.2]). The following

sections briefly outline the main types and chanastics of the devices to be found

within protection schemes.

2.3.1 Fuses

Fuses are perhaps the most common form of protettiat is applied in any
electrical power system [2.3]. They are cheap,pnto apply and have many
variations suitable for diverse applications raggifrom protecting sensitive
semiconductor devices to industrial motors. Theting factors for fuses in terms of
their application are that of fault level and systeoltage, with their use being
restricted to LV and HV.

A fuse is constructed from a sacrificial metal lsirrounded by an insulating
medium. The shape of the fuse time-current chargtc is defined by the
construction of the link which may include geometirestrictions, the addition of
low melting point metals (M-effect) and the heassipation properties of the
surrounding insulating medium. Different insulatimedia include air within semi-
enclosed rewireable fuses or high purity granulaarty for enclosed types. The
operation of a fuse can be split into two distipetiods of time: (i) pre-arcing,
which is that between the occurrence of a currame enough to melt the fuse and
the actual instant of an arc developing and, (g)ra, which relates to the remaining
time required for the arc to extinguish and finadlglate the fault.

The specific time current characteristic for a givieise changes with its
application, but can generally be described asgoeomparable to the extremely
inverse curve used within some overcurrent relaySxamples of time-current
characteristics for several LV fuses are provideBigure 2-1 and are taken from BS
88-1:2007 [2.4]. However, this characteristic & reflective of all the factors that
will impact on fuse operating time. In particulaych curves do not address the
current limiting behaviour of fuses as they aresprded based on prospective values
of fault current. Coordination between fuses igtdveaccomplished by comparing

the Joule integral i) that will be passed by the fuse. This quanistgenerally
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accepted to be a measure of energy let-through avitireshold being known for a
fuse to operate. By knowing the pre-arcifigfér an upstream (major) fuse and the
total Ft for a downstream (minor) fuse it is possible torlinate these devices. An
accepted practical rule of coordination at LV iatttwo fuses in series should have
the larger % rating 40 % greater than the smaller rating. &inrrent
characteristics, however, are still useful for coating with other device such as
relays.

At low values of fault current, the operating timafsfuses can be very long
and thus their application is not generally recomd®el unless there is an available
fault current of at least three times their spedifrating. This can be explained by
considering their time-current characteristic anting that very long time delays are
associated with operation just above their ratingh®e asymptotic part of the curve.
The long operating time arises due to the signiteaof heat transfer from the
elements to the casing and surrounding environméfanufacturers can specify a
wider tolerance band at these low values of curder to varying environmental
conditions. Thus the application of fuses withimetwork with a low fault level

must be carefully studied.
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Figure 2-1: Typical fuse time current characterisit (meets BS 88-1:2007 [2.4])
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2.3.2 Measurement Transducers

Measurement transducers form a vital part of ptaiecinstallations where
they provide an accurate scaled replica of theahgumary system voltage or
current suitable for application to a relay [2.5].Conventional instrument
transformers are constructed wusing specifically igihesl electromagnetic
transformers. These are subject to standardisadazy classes in which maximum
permitted errors have been defined for given ciraainditions [2.6]. Physical
electrical connections are usually made directlytie relays for the secondary
voltages and currents to be applied. More recewtlyer technologies have been
used to build measurement transformers (e.g. magnsical effects) and are
classified as being of a non-conventional desigi][2The change in technology has
also led to moves to alter how measurement trasgdwae connected to relays, with
use being made of Ethernet local area networks (L#&&Nransmit sampled digital

values [2.34] instead of dedicated hardwiring.

2.3.2.1 Current Transformers

Conventional current transformers (CT) are consédion a per-phase basis
using electromagnetic transformers with the prin@myductor acting as a single turn
winding surrounded by a ring shaped ferromagnetie {2.1]. A secondary winding
is wound around this and is connected to an etedtbiurden such as a relay or other
measuring device. The output rating of a CT iaddadised at either 1 or 5 A [2.6],
with the former now being more commonly used to pdupnumerical
(microprocessor) relays.

An important factor in the selection of a CT is #iality of the ferromagnetic
core to reproduce a secondary current free frometfeets of saturation when large
currents flow in the primary circuit. The distorti in wave shape due to core
saturation can have a detrimental impact on relayfopmance and thus the
dimensioning of a conventional CT core is a vitattpof the design of the overall
protection scheme.

Depending on the purpose of the current measuremenimber of connection

arrangements are available to support the derivaifosecondary currents suitable
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for the range of different fault types (e.g. the a$ the residual connection to derive
the zero sequence current to be applied to an faditirelay).

Non-conventional current transformers may use iffe magneto-optical
effects or Rogowski coils. These have the advantddgeing inherently linear and
in the case of the former provide excellent galgaisplation from the primary

system [2.8].

2.3.2.2 Voltage Transformers

The construction of conventional types of voltagensformer (VT) depends
on the voltage level. At HV and below, a standaosver (shunt) connection of an
electromagnetic transformer to the primary systemsed. Whereas at EHV due to
greater insulation requirements, a combination apacitive voltage divider and
electromagnetic transformer known as a capacitife(8VT) is frequently used.
Care must be taken in the design of these devises r@sonant circuit is formed
between the divider capacitors and their associatechpensating inductance
connected at the transformer tapping point.

The output of a VT is standardised as being 110hxéd-phase [2.6].
Accuracy classes are also specified for VT in teohgermitted ratio and phase
errors under given practical conditions [2.1].

The physical construction of VTs can either be leingor three-phase
depending on the application. If a residual vadtag required (e.g. for neutral
voltage displacement protection), then a path neeésist for zero sequence flux to
be established and thus either a five limb thremsphtransformer or three single-
phase transformers must be used.

Non-conventional units can use different techn@eguch as electro-optical
effects and have the advantage of possessing leng@surement bandwidths [2.9].

2.3.2.3 Merging Units

Merging units (MU) are used to send digitally saedgpkecondary signals
over a substation LAN to one or more IEDs. Theitdigrepresentations of
secondary signals may be obtained directly from-camventional instrument
transformers or via analogue to digital converf&BC) acting on suitable burdens
connected to conventional devices. The samplitg waed to produce the digital
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signals will depend on the final application (esggnals to be analysed for power
guality studies will require a high rate to enstirat all harmonics of interest can be
reproduced). In all cases it is important thatgampled value signals are sent with
suitable time stamping to enable any necessaryoplaiignment to be carried out in
the IED. An example of a suitable standard wowddIBEE 1588 [2.10] and the
reference for the time stamping could be deriveanfrthe Global Positioning
System’s (GPS) clock. A typical architecture d¥ibl is given in Figure 2-2 where

the instrument transformers and synchronisatiomcgoare shown.

MERGING UNIT

SUBSTATION LAN

q>—; 66$$ %
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3
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SYNCHRONISATION
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Figure 2-2: A typical merging unit architecture.

The use of a MU offers a number of advantages dctu a significant
reduction in secondary wiring complexity and theligbto remove relays from
service without concern for the impact on othemaysl connected to the same
instrument transformers. This could potentiallguee the need for primary circuit

outages for certain maintenance or testing taskseoandary equipment.

2.3.3 Relays

There are three types of relay reflecting the diffie stages of development
within the field of protection, namely: electromadical, discrete electronic
components and numerical (software programmed amceoprocessor). Each of
these will be considered in turn using an invengeraurrent function as an example.
Curves as defined in IEC 60255-3 [2.11] (shown iguFe 2-3) are commonly

implemented within overcurrent relays.
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2.3.3.1 Electromechanical

This is the oldest classification of protectionaselin which devices are
constructed from electrical, magnetic and mechacmaponents arranged such that
an operating coil acts upon some form of moving lmacsm to close trip contacts.
The robustness and reliability of these devicesltes a service life that can be far
in excess of 30 years.

As an example, consider the implementation of andsted inverse (SI)
overcurrent characteristic that is based on a shpdke induction disk design
(Figure 2-4). The principle of this relay is thato fluxes (one due directly to the
current flowing in the coil, and a second thatagding due to the presence of the
shading ring) are induced that interact to produdeiving torque acting on the disk.
This is able to rotate and close a set of trip acist
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Figure 2-4: Shaded-pole induction disk overcurrentelay design cross section.

A restraining spring is used for control (givingoaque to hold the disk at rest
under normal conditions) and to provide a resabact The electromagnetic torque
produced is proportional to the current flowingtire coil and the disk speed is
controlled by the damping action which is in turogortional to the electromagnetic
torque. It can be shown that the disk system eaddscribed using Newton’s law as
in equation (2-1) [2.12].

assuming that the spring torque is a constantvisngby equation (2-2) (the constant

The solution of this femding the disk’s inertia and

relating to input current has also been modifie@nable the input parameter to be
the multiple of the pickup setting). By suitablestyn, the curves shown in Figure

2-3 can be created. The reset behaviour of theadis be similarly modelled.

K12-K 90 Teotg o o470 (2-1)
a 6., dt?
T T
6= jo K—Z(M 2 ~1)dt (2-2)
Where: | input current; K, constant;
K, drag magnet damping factog, disk travel,
6. disk travel at contact closure; initial spring torque;
r.  spring torque at closure; m disk inertia;
M multiple of pickup setting; T time.
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It follows from the above discussion that the ref@g an inverse relationship
between operating time and current. The relaythassettings: current threshold
(plug setting or pickup) which acts to alter themuer of turns in the coil; and a time
setting (or time dial) which is used to alter th&rsng position of the disk and thus

modifies the time characteristic for a given cutragtting.

2.3.3.2 Discrete Electronic Components

In this stage of relay development, discrete ansognd digital components
were used to replicate the characteristics posgesgeclectromechanical devices
[2.13]. The behaviour displayed by the equatiomgegning the induction disk above
may be implemented using operational amplifiers external RC networks to form
comparators and integrator circuits. The plugirsgtiand time multiplier are
adjustable using switches to vary the resistanddiffgrent locations in the circuit.
Complex scheme logic can be implemented usingaligmponents. Although
good performance can be obtained after initial casaioning, longer-term issues

such as component value drift and lifespan havegedeo cause concern.

2.3.3.3 Numerical

The final stage in the evolution of the relay toteddas the use of
microprocessors to numerically implement protectedraracteristics [2.14][2.17].
These devices are multi-functional providing a widege of different characteristics
and, indeed, types of protection. This move wasstioned at first over concerns
surrounding reliability, but self-monitoring has fact in many ways made relays
more reliable [2.15]. This can be explained byingthat relay problems can be
automatically reported using built in self-diagnogools. This was not the case for
other technologies where relays with hardware fegduwould not have been
observed until a mal- or non-operation was inveséig after an event occurred.
These problems are sometimes referred to as hifddenes of protection schemes
[2.16].

The inverse characteristics can be implemented gusioded numerical
integrators with the settings now being storechmemory of the relay. However,
the flexibility of the numerical relay now allowsrfcomplex user defined curves to
be used that may be combinations of standard tiefisi or, perhaps, tailored to
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meet the needs of specific equipment time/curremtihstand curves. Numerical
relays also allow for multiple groups of settings de stored and selected either
manually or by an external input acting on prograahl® scheme logic (PSL)
executed on the device (an alternative to hardwaredliary logic relays).

Numerical relays sample the secondary quantiti@srate that is dependant on
the application. A typical modern sampling ratedn overcurrent relay would be 24
samples per cycle of the fundamental waveform awdldvbe higher for more
demanding functions such as a numerical distanotegion algorithm. Frequency
tracking to adjust the sampling rate to ensure tra cycle of the fundamental
matches with a set number of samples is a commaturke for relays in systems
where the frequency can change significantly (@emerator protection). A range of
numerical methods are used to calculate amplit@hes phases, with a common
example being the Discrete Fourier Transform (D&&lxulated for the fundamental
terms.

More recently, numerical relays have been offerangange of control and
monitoring functions leading to their designatios I&Ds. It could be said that
manufacturers and, to a greater extent, utiliteagehnot yet fully taken advantage of
all possibilities that microprocessor based relays offer. This statement
particularly applies to access to remote measuresmen to initiate changes in
settings via modern communication networks, whidtent in turn leads to
suggestions of how protection can be adapted tectethe current configuration or
state of the system. Coordination with other sdeoyp systems involved in
automating primary system reconfiguration will be@a significant challenge as
utilities seek to apply these techniques more widal part of the smart grid vision

for future networks.

2.3.4 Circuit breakers

With the obvious exception of fuses, all other potibn devices require some
form of switch that is capable of making and bragkfault current on command.
[2.18]. This is clearly an onerous task given teey high fault currents and the
resultant stresses to which equipment are subjectigldny different designs of

circuit breakers have evolved using a variety ténmption mechanisms making use
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of a number of insulating materials (e.g. air, batksmall-volume oil and sulphur
hexafluoride).  Differences in typical operatingméis are evident between
technologies, with designs for application at traission voltages providing
interruption in as little as 1.5 — 2 cycles [2.19].

Research has also been ongoing regarding the gewefd of solid-state
circuit breakers [2.20] which have the potentiabffer sub-cycle interruption times.
However, the need to apply time delays for gradmgposes could negate this
advantage as semiconductor switches are not aldenuct high levels of current
for comparatively long periods of time. Conseqlyentery fast acting and well

zoned protection would be required for their widesp application to be successful.

2.4 Transmission Systems

The transmission system is the backbone of theriig supply system and
as such places strict requirements on protectitrerses [2.21]. Reliability and
speed of response are vital criteria for their glesand comparatively high
expenditure on transmission protection schemesustifipble. A section of
representative transmission infrastructure is shaowrfFigure 2-5 in which key
elements such as lines, bus-bars and transformeibustrated (note that switchgear

has been omitted).
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Figure 2-5: A section of transmission network.
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2.4.1 Line Protection

Transmission lines are often provided with two mpimotection schemes as
well as a separate backup. Equipment such asdiip for circuit breakers are also
replicated (and supervised) for reliability reasofi$ie main schemes on important
circuits often use unit principles, although commeation supported distance may
also be used (e.g. acceleration and blocking diggal Backup protection is
generally in the form of overcurrent and earth tfalgments.

Auto-reclosers are also used and may be of threesirgle-phase types.
Schemes may be high speed or time delayed dependirige requirements of the
particular system. In the UK, a delayed approadaken to minimise the likelihood
of closing back onto a transient fault due to tldi@onal disturbance this would
cause within such a comparatively small systenkeyrequirement for transmission
line protection is that it must be immune to powetngs on the network that can
occur in large topologically ‘narrow’ systems ay karcuits or key generating units
are lost from the system.

2.4.2 Bus-bar protection

Bus-bar arrangements can be very complex at trassmni with mesh corner
arrangements being perhaps the most significamimpex differential schemes are
applied and must cover main and reserve bus-bamsetisas a number of bus
sections. High impedance schemes find applicatiern,so do circulating current
relays depending on the policy of the utility. Hdugh the latter type is now
becoming more common in new installations usingdEPBast fault clearance is very
important and is particularly so where generatisrconnected or several critical

transmission circuits converge.

2.4.3 Transformer protection

Transformers are vital components at any voltagellebut at transmission
their position at strategic points makes their g@coon especially important.

Transformers are protected using differential pples with overcurrent and earth

29



fault backup. Buchholtz relays for detecting gasration in their tanks due to
discharges in the insulation and thermal replica®¥erloads are also provided.

2.4.4 Special Protection Systems

Special protection systems (SPS) are installedototer specific events that
could precipitate loss of synchronism or other songjor disturbances [2.1]. Many
of these systems make use of extensive commumsatio bring together
information regarding the current status of thaesys Examples of special systems
include: complex inter-tripping arrangements, loadedding in response to
frequency transients, detection of dangerous casgaverloads and the monitoring
of phase angles to check for the onset of synclumitstability. The latter example
is finding increasing application as phasor measerg units (PMU) are installed
across the network.

A key trend in this area is making sense of thendhance of information that
could be available and is akin to previous isshas @&rose in operator support when
the number of alarms and indications increasedifgigntly in the late 1980s/early
1990s [2.22]. The filtering or processing of dateeams at different levels and
minimising undue complexity are seen as being ingmraspects of these wide area

systems.

2.5 Distribution Networks

The complexity of protection applied to distributionetworks varies
tremendously down through the voltage levels asziddal circuit ratings decrease,
whilst at the same time the size of the asset iaseases significantly [2.22]. The
net impact of this is a desire for cost effectioduons at the lowest levels of the
network.

The main elements of a typical distribution netwar& shown schematically in
Figure 2-6. Distribution networks are connectetht transmission infrastructure at
grid supply points (GSP) where a typical voltagasmsmission ratio would be 275 or
400 kV to 132 kV. Overhead line distribution isremonly used at 132 kV to link
with bulk supply points (BSP) where larger demarwlgs are connected.

At a BSP, a voltage transformation of 132/33 kV ldaypically be used. The

circuit construction at 33kV is a mixture of undengnd cable and overhead line
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depending on geography. Primary and secondarytaidhs use the voltage
transformations 33/11 kV and 11/0.4 kV respectivelpt these lowest voltage levels
cable circuit predominate where the vast majorftgansumers are connected to the
network. A radial structure is used where possiote many circuits operated in an
open loop configuration (using a normally open poinNOP) to improve resilience
to network faults. Note that the ring main unitssé been omitted from Figure 2-6
and the NOP is represented by a simple switchnplgy the diagram.

TRANSMISSION
SYSTEM

400/132kV GSP

(BUS-BAR AND SWITCHGEAR
ARRANGEMNTS OMITTED)

132/33kV BSP

@ 33M1kV PRIMARY
11/0.433kV SECONDARY

(0 (0
a0 D

NOP

Figure 2-6: A typical distribution network in the UK.

2.5.1 HV Distribution

These networks are protected using a variety démdift protective schemes
depending on the design philosophy used and thgragbical area that they cover.
Although fault levels vary depending on factorstsas circuit length, typical values
for 11 kV and 33 kV substations are 200 MVA and RD@A respectively [2.2].
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Coordinated inverse overcurrent and earth faulnelds along the length of
radial circuits are used on 11 kV circuits. Hig-enstantaneous or definite time
overcurrent and earth fault elements can also leéd s accelerate tripping times
under certain circumstances where appreciable iampm$ separate parts of grading
paths (e.g. transformers). More complex intercotete network configurations or
circuits at 33 kV may make use of unit (currenffediéntial) schemes for reduced
relaying times. Chapter 6 provides further detaiflypical protection that would be
installed on an HV network supplied from a primawpstation.

Distance protection is also used at the higherageltlevels of the network
between GSP and BSP (132 kV) where the costs ofadditional voltage
measurement can be justified. Separate back-apsébr the distance protection are
also to be found at the higher voltages and woygdatally use overcurrent elements.

Directionally sensitive elements are provided wheeeessary depending on
network topology. Schemes may also make use ofipteulsettings groups on
numerical relays if a single group proves to bauffigent; however, this is not
common on most networks and would be restrictedpiecific problems (e.g. the
switching of parallel circuits). Additionally, gan the highly transitory nature of
faults within rural overhead line circuits, exteresiuse is made of delayed auto-
reclosers and downstream sectionalisers. Typieximum clearing times for 33 kV
and 11 kV protection schemes and their associateditcbreakers are 300 ms and
1.5 s respectively.

Network automation equipment is increasingly beingtalled onto HV
networks to minimise the level of customer minutest (CML) which is a
performance index that is monitored by the UK iridusegulator Ofgem. Schemes
are typically based around the closing of NOP twomaect groups of consumers
using an alternative point of supply after the agien of upstream protective devices
on the normal route of supply. VHF radio commutiaias is often used in rural
areas as the costs of fixed copper signalling wdnélcprohibitive. With this trend
towards automated network reconfiguration, thelehgke emerges to ensure that all
possible configurations are adequately protected #mat their actions are
coordinated to ensure optimum post-disturbancechigy sequences.
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2.5.2 LV Distribution

The prevailing practice for protecting LV (400 Vreéle-phase) distribution
networks from overloads, short circuits betweenspbfneutral and earth faults is to
apply coordinated non-unit overcurrent principleBhis approach is achievable as
within distribution networks the fault levels arengrally high enough such that a
significant disparity exists between normal loadrents (and starting inrush) and
those that occur when the system is in a faultedlition. The impedance between
the secondary substation transformer neutral pamt earth and within the cable
earthing arrangement is kept as low as possiblensure that separate earth fault
protection is not required. Within the UK faultvéds of around 20 MVA are
commonly experienced at LV (three-phase) points sopply at secondary

substations.

Fuses are used to protect LV circuits and exhilbiatws akin to an extremely
inverse characteristic. These devices operatéety taults quickly in the relatively
high fault level environment and would be instaltau the circuits leaving the LV
boards in secondary substations. The currentitigniproperty of many fuses is a
very useful feature and restricts the electromagrsttess imposed on equipment in
the fault path. Fuses are an ideal protectiveageowing to their simplicity and low

costs which are important given the extremely largeber of installations.

2.5.3 Low Frequency Demand Disconnection

When the frequency of the power system falls damgdy low due to the
unexpected loss of a large amount of generatiotemimequency relays are provided
to disconnect groups of demand at distribution. e Bettings of these relays are
staggered such that defined amounts of demandsoenthected at carefully selected
thresholds with the intention of arresting the falfrequency. In the UK this system
is called low frequency demand disconnection (LFDY has its first frequency
threshold at 48.8 Hz [2.24].

Under frequency load shedding is also used extelysivithin industrial power
systems that may have to operate in isolation ftbe grid with limited local
generation reserves. In these cases, demandddsamsure that vital services can

still be supplied immediately after disconnectioonfi the grid (if the net import was
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high) or if generation trips once the system ianidied. Settings are calculated based

on the inertia present within the network and tkely loss of generation.

2.6 Generator Protection

A list of typical functions that would be applied three-phase generators in
the MVA range connected at distribution voltagelsied below [2.25]:

» Voltage controlled/restrained overcurrent and ettt
» Stator earth fault

» Stator overload

* Reverse power

e Under and over frequency

* Under and over voltage

* Loss of mains (LOM)

* Neutral voltage displacement (NVD)

¢ Current differential

The issue of detecting if a generator is islandethfthe grid (so called loss of
mains) is an area that has received much attentiomecent years and the
requirement for its use in the UK rests in engimgerecommendation G59/2 [2.26]
(and G83/1 [2.27] for smaller kVA range machine$he following section reviews

this function in more detail.

2.6.1 Loss of Mains Detection

The term loss of mains (or islanding) is used tscdbe the condition wherein
a generator is inadvertently isolated from the gl continues to supply local
demand [2.28]. Such an undesirable eventualitydc@otentially occur due to
circuit tripping by protection activity or, perhapsore rarely, accidentally due to
network reconfiguration. Figure 2-7 illustratesgk two possibilities: both a fault as
shown on the substation bus-bar (circuit breakeenom) and the erroneous
operation of the indicated switch (that could fopart of an RMU as part of an

automation scheme) would isolate the generatori@ral demand from the system.
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It is informative to note that as levels of autoetahetwork reconfiguration increase
alongside DG connections, a similarly increasedlililood exists for the formation
of unplanned islands in the future.

An islanded condition is unacceptable for a numbérreasons [2.25],
including: the risk to utility operational staff vt reconfiguring a network that
would formerly have not been energized; exposurthéostresses caused by out of
synchronism re-closure; and the provision of a ppality supply to local demand.
In all cases the burden of commercial responsybilitll rest with the utility and,
consequently, their connection agreements will ireqthat generator operators

install suitable protection with which to deteastbondition.

33kV DISTRIBUTION

33/11kV

CIRCUIT H:I 2
BREAKER BUS-BAR
FAULT

\ SECTIONALISING
SWITCH

400V DG :ZZ:

Figure 2-7: An illustration of the loss of mains poblem.

The comments made above are reflective of curresnttiges with regard to
islanded operation and the viability (and indeedfuisess) of this condition has
received much attention in the research literativiany authors have proposed that,
under controlled circumstances, islanded operatimuld be permitted as a means of
improving the quality of supply for consumers. idfanding is permitted, then an
important aspect of LOM protection will be to ddtaghen an area should be

electrically isolated at a specified boundary (@gircuit breaker at a commercial

35



boundary), and then to initiate the changes in robrgystem mode necessary to
ensure stable frequency and voltage (e.g. moviogn freal power/power factor to
voltage/frequency control). This concept is retaro later as a means of initiating

the adaptation of protection settings within aansled network.

2.6.1.1 LOM Detection Methods

The performance of LOM protection can be assessdédrins of sensitivity
and stability. For the former criterion, this telsto the smallest possible detectable
mismatch between local generation and demand ain#tent of islanding. Some
authors use the term non-detection zone [2.29]uantify this as a percentage
imbalance based on the generator rating. Forlgyaltihe criterion can be defined in
terms of fault types, duration and retained voltagthe point of measurement. Thus
the objective for designing a LOM method is to pdeva small non-detection zone
whilst ensuring that stability is maintained for @sny fault characteristics as is
practically possible. As would be expected, designd their settings are inevitably
a difficult compromise between these two criteria.

Passive methods of detecting LOM rely on direct sneaments and some
derived quantities. The most basic example beimg application of simple
under/over frequency and voltage elements set patlameters at the boundary of
normal statutory limits. Although these will pemnio satisfactorily in cases where the
mismatch between local generation and demand iayallknown to be large, they
suffer from a comparatively large non-detectionedeading to possible delays in
tripping.

Alternatively, derived quantities such as the @tehange-of-frequency
(ROCOF) [2.30] or voltage vector shift (VVS) [2.3thn be used. These offer
superior sensitivity as their settings allow ddtectto take place within statutory
limits, but their settings must be carefully sedecto avoid mal-operation during
network faults. The trade-off between the two perfance criteria is especially
difficult for these methods.

A further method is the use of direct inter-trip@nh possible points of
isolation. Some utilities will specify this as paf their connection arrangements
should they assess the likelihood of near balanoéitons to be unacceptably high.

This method evidently suffers from a high capitastcand a single inter-trip would
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only provide protection from islanding at a singpeation. Extending a scheme’s
scope is costly and will lead to complex signallargl marshalling arrangements.

The basis for many of the proposed active LOM mashs the use of a
modified generator control scheme that, when isddnadvill make the changes in
frequency or voltage more easily detectible. Aigpesfeedback loop that inherently
destabilizes the output (when islanded) of the geoeis proposed added to achieve
this and the actual protection is based on simpér/onder frequency and voltage
elements. Examples of methods include active #aqu drift [2.32] and current
injection [2.33].

Although the results presented to date have shbepotential for possessing
very small non-detection zones, their acceptabitityn a utility viewpoint remains
limited since generator controllers are not subjecthe same levels of rigorous
testing as would be expected of protection. Tiesso some evidence that several
of the proposed methods may have a detrimental dmpa power quality for
surrounding loads. With these in mind, passivehods are almost exclusively used

in practice.

2.7 |EC 61850 Standard for Substation Communication

IEC 61850 is the international communication staddalating to substation
automation systems and, more generally, all IEDh aas protection relays [2.34].
The standard has an aim of providing true interaipiéty between different vendor's
equipment. Furthermore, it should be noted thakvis underway to extend the use
of the standard to encompass substation to sutrstabmmunications and other
utility applications. A brief overview is providebdelow on the main principles
behind the standard.

2.7.1 Basic Principles

The standard is based on the principle of absirgdtne definition of data
items and services from the underlying low leveioaunication protocols [2.35].
These abstract definitions may then be mapped yqgestocol that can provide the
desired level of service. This abstraction is @e@dy the use of models to represent
key data items (e.g. circuit breaker status) anmdices (e.g. open or close circuit

breaker).
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The modelling begins with the concept of the logreade which is a grouping
of data and services that are associated with qoomeer system function (e.g. a
circuit breaker). A strict naming convention iddor logical nodes using prefixes
(e.g. P for protection and X for switchgear). Rertmore, the type and structure of
data associated with a logical node is specifiembialing to the common data class
as defined in Part 7-3 of the standard. One orengical nodes can be associated
together to form a logical device and is the badisepresenting complex multi-
function IEDs and any associated primary or secondgquipment. The substation
configuration language which is based on the eXgmMarkup Language (XML)
can be used to construct the overall model of thestsition to define the levels of
logical nodes and devices. Figure 2-8 providesllastration of the hierarchical
structure that is used by the standard includingc@iponents ranging from the

physical device to data attributes.

Logical Device TS Logical Davice
l | (IED1) 7 {1ton)
Physical Device 4
(network address) y

—_—

P1445ENDb

Figure 2-8: IEC 61850 data hierarchy [2.34].

2.7.2 Communication Methods

This standard defines the structure of the datatlamanethods by which it can
be transferred without defining the low level pmaits. Communication between
logical devices is on a publisher and subscribgre communication is functionally
defined at two levels: the process and station: ti® first, a standardised structure
has been defined for the sending of sampled vahegsrepresent measured power
system quantities that replaces conventional sexgniring. Time synchronisation

Is required to ensure that corrective measuredegyut in place by protection IEDs.
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Merging units as discussed in a previous sectienuaed to generate and broadcast
the sampled values. At the station bus level, GB@Seneric Object Orientated
Substation Event) messages are used to transhar diinary status information or
analogue values. The publisher writes these toldbal buffer where they are

obtained by the subscriber.

2.7.3 Application Examples

The power of the standard is best seen by consgleseveral application
examples. Figure 2-9 below provides an illustraiod a process bus application to
send current and voltage sampled values to a tipcoiection relay (in this example
only the Ethernet controller is shown). A GPS klsource is indicated and the
communications is based on a 100 Mbps Ethernet LARhe communications
topology has been omitted, but its reliability isalsfor ensuring that the required

level of performance is obtained for protection lagpions.

LINE PROTECTION

ETHERNET
CONTROLLER

vT % E ETHERNET

CONTROLLER SYNC SOURCE
CcT
MERGING UNIT

Figure 2-9: IEC 61850 process bus application exartg

The higher level of communication is called thetistabus and here GOOSE
messages are exchanged on the basis that thebedras change in status of a data
item in the publishing IED. As an example consiter use of GOOSE messages as
part on an adaptive transformer protection schembe sensitivity of differential
protection applied to transformers can be improWectio corrections applied to
current vectors are adapted to reflect the cuti@mtposition (i.e. the ratio variable
within algorithm adapted). It is suggested that@@E messages are used to pass
information relating to changes in tap positionnirdhe tap changer IED to the

differential protection IED.
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To implement such a scheme, the current tap positeeds to be sent to the
differential relay when it is changed by the ta@myer relay using an analogue
GOOSE message. Upon receipt of this informatilea,protection IED can make the
necessary ratio correction based on a lookup tH#liip positions. A simple scheme
is outlined in Figure 2-10 (current measurements @rcuit breaker trips have been
omitted and a simple communications topology usdd)this case, the transformer
differential IED subscribes to the tap position G&EOmessage published by the Tap
Changer IED.

Tap Changer IED
TAP POS—)

Transformer Differential
IED

—> TAP POS

Figure 2-10: IEC 61850 station bus example.
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3 Development of a Novel Adaptive Protection
Architecture

The underlying electrical characteristics of a powgstem are constantly
changing during the course of normal operation tdug variety of different reasons.
For example, changes in generation capacity as agellircuit outages for routine
maintenance all frequently occur as operators nmerthg needs of the system.
Furthermore, the result of one or more protectigrs tto remove a faulted circuit can
also have a significant impact on the network $tng; thus altering the impedance
between the equivalent system source and a sulbigdiqué location.

Given that the selection of a particular scheme taedcalculation of settings
are based on a detailed understanding of such atkastics, the process is
invariably a compromise. This is based on the ritegotovide a workable solution
that will correctly identify and coordinate for {f&a within likely system
configurations [3.1]. However with the developnseakperienced over the previous
decades in numerical relays and communicationsitdogies in mind, it would now
seem reasonable to consider how relays can beeabagtilst in service to more
accurately reflect conditions within the primarywss system. Indeed it is widely
acknowledged that the performance of protection banenhanced if such a
technique is reliably applied [3.2].

This chapter outlines the basic principles behin@dpéve protection and
presents an abstracted functional architecture tteps support its practical
implementation. In so doing commonly expressedceors covering safety and

practicality can be satisfactorily overcome.

3.1 Chapter Outline

The work presented in this chapter firstly introelsiche general concept of
adaptive protection in 83.2. The principal drivBysthis technology are then set out
in 83.3 and are an elaboration of those given @ ititroduction. A review then
follows in 83.4 of the developments in adaptivetpetion as published in academic
literature that is used to identify the differeppeoaches that have been explored to

date. These are analysed to identify the mainsatwed philosophical design issues
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and barriers to the adoption of the technology.5 8tails the key functions that are
required within any implementation of adaptive patiton and then structures these
according to their role in the process. A basidhoéology is also outlined for

designing adaptive protection in 83.6. Based @) thnew approach is described in
83.7 to realise adaptive protection in which a taglearchitecture is used to
functionally abstract the key elements of its inmpéstation. The tasks at each layer
are described and their relative functional andspaf locations discussed. A
system level view is taken as a means to definirgjrategy towards successful

adoption of this technology.

3.2 The Concept of Adaptive Protection

Adaptive protection as a concept has been thealigtipossible since the
development of numerical relays using powerful wpcocessors with access to
reliable and extensive communication infrastrucufd.2]-[3.4]. The practice,
however, has not seen widespread application @geap#asonable level of academic
research having been conducted in the field (repefiiished examples include
[3.5]-[3.16]). Some major reasons often cited hylities include a lack of
confidence in the validity of automated changesliagdo a safety critical system
and, moreover, that current operational practiea®mot necessitated such advances
in order to maintain scheme performance. Conseatudéme risk of injury and
impact of costly system interruptions should ineotr operation occur have
understandably dampened industry interest in thiscept. An initial objective of
this chapter is to consider the ongoing validitytloése views (e.g. if the smart grid
vision is realised) and, by subsequent careful tstdieding of the salient issues and
risks, propose how these can be overcome.

3.2.1 A Working Definition

With the above comments in mind, it is now appraggrito formulate a
working definition of adaptive protection. Conviemially for non-unit schemes, the
protection engineer will calculate a group of sgfsi that best minimises the
operating times and ensures coordination betwegacewt protection devices in
major grading paths. In the majority of prevailicigcumstances this proves to be

satisfactory and no further analytical work is need. However, specific primary
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equipment changes — principally concerned with frequent switching of a

considerable network impedance or modification eheayation capacity — can
necessitate the use of an additional group of mggttito ensure satisfactory
performance. Switching between these groups traatstored in memory within

numerical relays might be accomplished by meansavtflwired signalling from

equipment that is indicative of the primary systehange (e.g. circuit breaker
auxiliary contacts) [3.17].

Thus the term ‘adaptive’ when applied to protectrefers to the automated
real-time modification of settings triggered by ofgas in the primary power system
or, perhaps, the failure of secondary devices sashmeasurement transducers.
Fundamentally, therefore, the challenge of adaptpretection firstly rests in
identifying suitable sources of information andrtheecondly, in managing validated
changes without compromising coverage or perforraanc

At this stage it would also be useful to define tiudher terms that will be
used throughout this chapter in relation to thecess of adapting protection. The
term validation will be used to describe the process of checkimggdorrectness of
the particular settings change selected, whereaication will be used for checking

that it has in fact been implemented.

3.2.2 An Existing Example

Although it has been noted that adaptive proteatiats strictest sense has not
experienced widespread application, there are sasting relaying functions that
can fall into this category. As an example, coesitie case of voltage controlled or
restrained overcurrent that is frequently instaldedpart of protection schemes for
generators connected at distribution voltages (eammele IED providing these
functions can be found in [3.18]). In these fuoes, the effective pickup settihip
adjusted in accordance with the magnitude of theaswmed voltage such that
comparatively low currents due to close-up fauksnthe generator terminals are
still cleared (and, importantly, in a timely manneDue to the extensive application
of this feature over many years it is not commamgarded by many engineers as

" The term ‘effective’ has been used here as tha isetiting for the current pickup as applied by the
user remains unaffected. It is modified dynamicallithin the relay to reflect the information
obtained by measurement from the primary system.
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being within the area of adaptive protection. Nbekess it serves as an example in
which relays can undergo changes in effective gpttidepending on other power
system measurements or status indications. Peghkgg factor in the acceptance of
voltage controlled or restrained overcurrent ig tha function is only reliant on a
local measurement. Its performance can therefaeedsily checked using a
straightforward testing procedure using basic séapninjection equipment.
However, the wider definition of adaptive proteatioaturally takes advantage
of many different remote sources of information.on€equently it would seem
initially difficult to establish sufficiently robustest procedures that are not
impractical to apply if many distributed sources wofformation are used.
Verification and validation of changes made duradaptive protection operations

are important related issues and will be discugsadore depth later in this chapter.

3.3 Drivers for Adaptive Protection

Like any area of engineering, technological advange protection must
demonstrably address emerging industrial problenys difering substantial
performance improvements or cost reductions ovistiag methods. Although it is
widely agreed in the research community that adapgtrotection as a concept has
some merit (as judged by the publication activity)s worth considering why the
drivers for its use are only just beginning to takeaningful form. Indeed it has
been commented previously that distribution netwatid not present challenges of
sufficient complexity that would warrant a parallatrease in that of protection.
This argument may prove difficult to justify in hgof how distribution networks are
to be operated in the future (i.e. smart grid dewelents).

The feasibility of an increase in protection comxiiemay in fact serve as an
enabler for network operating practices that offever cost solutions for generator
connection and improvements in security of supply donsumers. Both of these
have the real potential to provide the necessasiifigation for additional capital
equipment expenditure. Figure 3-1 provides anstitation of the drivers and
enabling technologies behind adaptive protectiod aplates these to their

implications for several important performanceeasida used during scheme design.
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The relationships between the drivers and the pedace criteria are varied with

different weightings depending on the particulgplaation being considered.

ENABLING |
TECHNOLOGIES \:

...........................
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DG CONNECTION
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i

RECONFIGURATION SENSITIVITY \
; ADAPTIVE
DRIVERS < INTERCONNECTION SELECTIVITY > PROTECTION
NETWORK SUPPORT /
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TECHNOLOGIES h SPEED OF RESPONSE

SWITCHGEAR
TECHNOLOGY

Figure 3-1: Drivers and enabling technologies for @aptive protection.

The following two sections describe these driversmore detail from the
perspective of distribution networks and transmoisssystem in terms of their

relative impact on the performance criteria.

3.3.1 Distribution Networks

As noted in the introduction, a number of issuaseaat distribution voltages
that are worthy of discussion in relation to emeggchallenges for protection and
are key to understanding the drivers for deployadgptive techniques. Although
many of these will appear in isolation in the neam as DG is accommodated on an
ad-hocbasis, the combined strength of these drivers avilyy reach a critical level
for adaptive protection once DG becomes an intquael of the power system. This
is in terms of both high local penetration levefsD&s (e.g. where a primary fuel
resources is available) and when the total natiomstialled capacity becomes a
significant portion of the generation mix.

Firstly, the connection of DG at various networlcdtions will cause more

complex fault current flows and is a problem for @t single-phase-earth faults.
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This is the case because the majority of DG amxrfated without a connection to
earth at HV (e.g. due to their interface transfarmector group such as delta-star).
As a result they will contribute very little zereqgience current and thus fault current
flows under this condition will not be affecfedWith regard to other fault types at
HV, many overcurrent relays are not provided wittvaitage measurement with
which to apply directional settings and, dependory the particular network
topology, coordination issues could consequentlyergen [3.19]. Furthermore,
additional sources of fault current if connectedvdstream on existing radial circuits
have the potential to reduce the reach of upstrealays. Addressing this
complication when the generating source is intéanit(e.g. renewable) by using a
permanent correction factor applied at the upstreatay may not always be
possible. The emerging driver in this case isrdguirement to design for highly
intermit generation which is at a level that manuélation of settings changes may
not be feasible in the longer term in order tolfete connections.

Secondly, changes in grading paths may occur duautomated network
reconfiguration and the use of permanent interccime to minimise utility
exposure to regulatory penalties surrounding custalisconnection. In these cases
it is the coordination or selectivity between aéjatcprotection devices that may be
compromised as changes are made in the primargmny&.g. the dominant source
of fault current may now flow from a different diteon within the reconfigured
network topology).

Moreover, circuit interconnection could be a way afercoming thermal
constraints or maximising asset utilisation andherefore a possible driver for
protection to be enhanced. It could be argued tiexethere are existing examples
of applying unit protection as a main scheme tercair such a practice. Although
this is indeed true, the schemes are based on mt#gr technologies and dedicated
point-to-point copper pilot wire communication chafs. The driver with that
problem in mind is to take advantage of more modechnologies and in so doing

provide the same, but preferably better levelsesfggmance. Significantly, the need

® This is based on the assumption that the netwopkly transformer neutrals are used as a single
point of earthing. These will provide a single-phdault current contribution that will be muchgar
than any originating from unearthed 11kV DG or D& generation connected using a delta-star
transformer via their parasitic capacitance tohre@h the HV winding side).
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to make use of more modern communications is gingetus by the fact that the
leased pilot wire circuits currently in use may @ available in the future as
telecommunications providers upgrade their networl&me caution however must
be exercised when considering the use of furthennconication as the capital
expenditure is still likely to be high for many dipptions. Any performance
enhancements must therefore be readily quantifial#he network operator.

Increased variation in fault levels can result tm@utomated reconfiguration
(including intentional islanding), use of power atenic devices [3.20] and
installation of fault current limiting devices alhtended to enhance network
performance. The pickup setting of overcurrenticEs may need to be reduced
during times of low fault level; but this could beconflict with the need to remain
stable when presented with cold load picKupBut perhaps more significant is the
suggested islanding of LV microgrids supplied esgotaly by inverter interfaced
sources. These present what is possibly the vemestario (with respect to fault
detection) in which the available fault currentnfrahe inverters may not be very
much greater than their nominal load ratings. Unithese conditions, the very
application of conventional overcurrent principliss called into question as the
inverters used to interface generators can onlycayly provide around 110% of
their rating [3.21] for a period of time withoutibg deliberately over specified.

Two approaches are possible for resolving thiseigeu microgrids: firstly, the
existing protection settings can be adapted; agrsdly, an attempt can be made to
find a completely new way of detecting faults. Taier suggestion suffers from the
fact that although there are many ways of detedifigult (e.g. the interpretation of
fault generated noise using various artificial liilgence techniques), the problem of
fault location which is required to establish a rcliwation methodology invariably

still remains. This issue is discussed furthechapter 4 which examines microgrid

® Telecommunications providers are moving towardsgipacket switched principles as opposed to
more traditional connection orientated serviceslthdugh this offers many advantages for certain
services, concerns have been raised regarding arltevel of performance (e.g. latency) for

protection applications such as inter-tripping.

2 The level of cold load pickup could increase asaled growth could be hidden by the connection
of DG (demand being reconnected before generatimu) so the use of lower pickup settings,
although superficially possible, may not be feasibl
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protection. It is shown that the simplicity of lnétworks allows for the solution of
limited fault level to be achieved without undubdame complexity.

Lastly, the increasing sensitivity of customer loamd certain small generators
to even short-term supply interruptions or voltagductions promotes a general
reduction in the acceptable total clearing timeféarlts [3.22]. Although methods
exist for improving stability of generators, thaipplication to those of every small
ratings may not be cost effective. Advances in @oglectronics may also result in
the development of cost effective solid-state dwgear [3.23] which in turn would
require that grading margins or the fault level feeluced in support of their
applicatiort’. It is clear from the above that a strong arguneemerges for reducing
fault clearance times at distribution voltages. fdgtunately automation and many
methods for actively managing networks can be inflad with this aim. If fault
level is reduced due to their actions then the aipey times of relays that have
settings not accurately matching the changed pyirsgstems will be increased. As
a specific example, consider the use of fault eurheniters to actively manage the
fault levels with a part of the network [3.24] toseire that the ratings of switchgear
are not exceeded as more DG is connected. Alththegkeverity of the voltage sag
for consumers not directly within the fault patimdaso electrically distant) will be
reduced due to the increase in impedance [3.28¢, duration of the fault may be
lengthened if protection settings are not adaptedeflect the lower fault current
flowing. Thus sensitive loads or generation eleatty close to the fault path would
have to be tripped to avoid damage or instability.is apparent that a changing
network gives rise to a challenging environmentdatection in which settings may
have to be adapted during the course of normaksysiperation to ensure that the
desired levels of performance are maintained.

The potential interaction between of all the fastbehind the drivers outlined
above is a good illustration of the complexity thaill emerge as distribution

networks become active: both in terms of their prynbehaviour and supporting

" The semiconductor material used within these @svilo not posses the thermal properties required
to carry high fault currents for the sustained @#siof time that would be required for conventional
coordination delays [3.23]. Thus although fasttsling is advantageous for reducing the impact of
fault disturbances on sensitive equipment, theyirafact necessary to support the application ef th
devices otherwise semiconductor based circuit lEmsalwould be damaged whilst waiting to operate
when their associated protection is acting as &upac
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secondary systems. This complexity underlinesrtbed for careful coordination
between protection, automation and network managesystems at all stages of
their development such that information is madelitgdransferable between devices
or systems. It is clear that protection settingssihrespond to the changes in the
network, but it is also suggested that protectiould to a lesser extent dictate what
changes are possible in the network. Protectiooursently reactive when faults
actually occur but by being proactive the riskslisturbances under a new operating
configuration can be minimised by changing thettisgs in advance. For example
intentional islanding could be blocked if insuféait fault current is available for
protection to operate reliably.

A key research question that emerges is in reldbdmow this concept can be
put into practice without the complexity in itsékécoming a barrier to the adoption
of the technology. Indeed the full realisatiortlod smart grid concept at distribution

will be heavily dependent upon the answer to thisstjon.

3.3.2 Transmission Systems

The discussion of drivers in the preceding pardwgapas been centred on
distribution voltages. At first this could appearbe inappropriate since historically
advances in protection have been driven by trarssomsapplications where the
development costs can be justified by the impogaaot the primary equipment.
However, the wider drivers for protection that desed on changes in the primary
system are now becoming immediately apparent dtilwiion voltages with the
moves towards creating what has been termed a gmdrtvithin these networks.
Although it should be noted that this thesis widicainclude those devices installed at
distribution to serve a system level function (&igDD relays [3.26]).

Furthermore, although not the subject of this theisiis suggested that some
degree of adaptive principles may also be requwétiin transmission systems.
Problems for protection could emerge due to a rsaluin available fault level (due
to the different characteristics of the generatmsd for renewable energy and the
use of HVDC links to control power flows, line protection on circuits with FACTS

12 Lower fault levels within the transmission systere possible due to the closure of large
conventional thermal units and the use of HVDC pgrade key transmission corridors [3.27]. As
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devices installed (e.g. controllable series comagms) or protection related
equipment such as auto-recloser relays. In thieckemple, metrological or system
state information could be used to ensure thatdimed times applied are better

reflective of the needs of the system at partictihaes of stress.

3.4 Research Reported to Date

Existing work within the field of adaptive protemti has principally
concentrated on how adaptive features can imprbeeperformance of specific
schemes using relatively locally sourced data. &wmmple, the adaptation of
impedance characteristics within distance relaysnjorove their immunity to high
fault resistances [3.9] has received attention. otAer clear observation already
alluded to is that studies have been focussedamsirission systems: the complexity
of these systems and the costs associated with onalen-operation of protective
devices at this level providing the necessary fljaation. The recent series of
system blackouts has also stimulated fresh intareshe application of adaptive
protection; although in these cases it is propofalsvide area or special systems
that have been most prominent [3.6]. The nexi@eceviews some specific recent
examples published in the academic literdtre Following from this, some
unresolved issues and barriers to the use of tttentdogies are presented that are

apparent from the work published to date.

3.4.1 Review of Recent Literature

The literature review in the following sectionsoiganised under three headings that
are related to how adaptive protection researchatiganced since its first proposal:
modification of individual relay characteristics;utamated online settings
calculations; and finally wide area schemes. Bysatering each of these in turn it
Is possible to identify key philosophical desigsuss that emerge in putting adaptive

protection into practice.

noted in the text the main protection will be mgiimhmune to reasonable drops in the available fault
levels. However the same might not be true foraweent elements which are used as a backup.

13 Other somewnhat simpler examples that find praktpalication include the use of settings groups
to deal with occasions when equipment outage s$ogmifly reduces fault levels (such as the removal
from service of one of several grid supply transfers within an industrial network).
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3.4.1.1 Characteristic Modification

Many publications have considered how specific abt@ristics can be
modified to improve relay performance. This hasluded, as examples, some
numerical methods (e.g. phasor calculation windd®%]), impedance plane
characteristics [3.9]-[3.12] and ratio correctiontiansformer differential protection
[3.13]. Many of these offer tangible improvemenis performance over
conventional alternatives and require, in the mamy local measurements or status
information. This has arguably been the most sisfoé aspect of the adaptive
protection concept to date as manufacturers hapiemented some of these features
to differentiate their products from competitotdowever, it can also be argued that
many such proposals for adaptive features haveineshainused in practice as the
increase in commissioning complexity and compurtatidourden was not justifiable
given the performance returns. In some instandesply including more
conventional elements within a multi-function IE® more marketable and a better

use of microprocessor capacity.

3.4.1.2 Online Centralised Settings Calculation

The development of automated techniques for relayligg received much
attention as access to affordable and sufficigmbhyerful computing systems started
to become widespread in the 1980s and early 199@s the tools developed in
[3.28] and [3.29]). These techniques offered theteptial for improving
performance through the calculation of optimal isgt for a given system
configuration. Many straightforward algorithmic all as artificial intelligence
(Al) based techniques have been proposed for wéned historically been complex
coordination problems (e.g. overcurrent relay cowton in loops with multiple
sources of fault current contribution) [3.30]-[3}.32

This work was naturally taken a step further whiewas proposed that this
could be done online in response to changes ipringary system [3.33]-[3.35]. If
necessary, new settings would be calculated cgntaad then sent out to relays
within substations for application to specific elits. Although it was entirely
reasonable to consider this proposal, a numbeoméerns emerge that have resulted

In no serious attempts at practical implementation.
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The time taken to perform the re-grading and trassion of settings could
lead to the system being in a poor or unprotectatk Sf the process is simply
reacting to primary system changes. This approachld only be feasible in a
proactive sense if details of a proposed change wown in advance. The optimal
or best compromise settings would then be availadlsynchronised application as
the change is made. This could be based on GP& dourdination of both the
primary and resulting secondary system changesstihe system.

For the short-circuit protection that was used iidustration within the
publications it should be noted that, putting asidetheoretical desire for
mathematically optimal settings, the centralisedhiecture may not be entirely
appropriate. Many short-circuit protection (e.gexurrent or distance) problems
are quite localised in nature as they depend orswitching of electrically close
circuits or other components. Thus both the caumsksolution are confined within
limited areas of the system and there is no needl@bal re-grading of protection
devices. This implies that the differentiator beén a centralised and decentralised
approach is based, at least partially, on the sobgiee primary system change.

Returning to the efforts towards applying optimettiegs, the lack of practical
applications would suggest that the potential retuare not sufficient when weighted
against implementation difficulties. The true sgth of the automated techniques
has been for assisting with specific complex grgdinoblems that really concern
backup functions within complex transmission syst€mg. overcurrent relays in a
meshed network). At distribution voltages, theal®ed nature of problems and,
more specifically, simpler network topologies passprotection challenges that can
be better solved by the use of multiple settingsups providing satisfactory
performance appropriate for the level of enginegrthat can be justified for

implementing their schemes.

3.4.1.3 Alternative Wide Area Schemes

In contrast to the technique discussed above, te area approach to date
has tended to centralise not only the process tihge calculation, but also the
signal processing required for detecting faultshe Thain reason that emerged for
doing this is to take advantage of a larger poolkobwledge concerning the

condition of the primary system. In so doing iassumed that better sensitivity and
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selectivity can be obtained leading to performarodancements that offset the
higher capital expenditure required for scheme @&m@ntation. However a

legitimate concern to be countered concerns thebikty of both locating a complex

protection function on a single device and the sujiiy communications system.

The techniques used for detecting faults have dezuboth location based on
transient information [3.36] and the use of enhdneuaulti-layered unit protection
principles [3.37]. By centralising the protectiunction the problem of adapting
schemes is reduced as the necessary system inimnngateadily available and the
widespread synchronisation of changes on many iE@soided. Unfortunately the
serious implications of failure modes such as #@ralised protection hardware and
communications equipment do raise questions irtioeldo scheme reliability and
the potential levels of redundancy that would hivee included within any design
to make the system practical.

More recently, further work has also been repodadtaking advantage of
PMU data to enhance system or special protectitierses aimed at detecting
conditions that may have an impact on the ovegetesn [3.38]. Schemes to avoid
cascading trips due to circuit overloading wherystesn is stressed have also been
reported [3.39][3.40]. The common factor in sucldevarea schemes has been
access to more contextual or system level infolwna#ind, to a certain extent, the
longer timescales over which the protection is takena decision regarding an
undesirable condition (i.e. not a main protection detecting and clearing short-
circuits). The research reported to date wouldetloee suggest that this form of

protection is best suited towards system level lprab.

3.4.2 Barriers to Adaptive Protection

Adaptive protection as a technology has been cainsl by many barriers
since its first serious proposal around twenty yeago. Figure 3-2 provides a
summary of the main barriers that have been resegniluring this period of time.
The emerging drivers for protection have been dised in the preceding section and
will not be explored further other than noting tieservation that a clear method for

assessing the cost/benefit of addressing thesesissust be found.
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Given the critical nature of the protection perfare, legitimate concern may
be voiced regarding the implications of an erroseouincomplete change in relay
settings. It is essential that at no time must gayt of the system be in an
unprotected condition and those responsible fohaiging designs must be
confident that this is indeed the case. It wousih appear sensible that an adaptive
protection scheme should in some way be fail-dafethe method for proving this is
challenging. A degree of risk therefore emergeth wegard to transitions between
settings and careful attention is required to fullyderstand all potential failure
modes. Intuitively these modes are dependent apange of factors, including:
communication channels, the mechanism with whicinges are triggered and the
methods that are used to implement and synchroaisg settings changes.
Fundamental to addressing these is the clear tefindf the functional architecture
of the scheme in which measures can be taken tgatatthe range of potential
failure modes. It is also important that the iat#tons with non-protection devices
or systems are managed. The fact that these nmidyergubject to the same level of

certification must be borne in mind.

ADAPTIVE PROTECTION
CONCEPT

1l

ARE THERE DRIVERS THAT DEMONSTRATE
A NEED FOR THE TECHNOLOGY?

IS THE TECHNOLOGY
FAIL-SAFE?

HOW COMPLEX ARE THE HOW COMPLEX ARE THE
COMMISSIONING PROCEDURES? MAINTENANCE PROCEDURES?

1l

ADAPTIVE
PROTECTION

Figure 3-2: Barriers to the adoption of adaptive potection.
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Two related barriers are that of complexity withaommissioning and
maintenance procedures. The number of inputs assile cause and effect
relationships suggests that formulating robustirtgsstrategies may prove to be
difficult. This is particularly true where the gudive scheme is spread over a wide
geographical area and thus it may be difficult tmrdinate suitable test inputs
(which may be numerous and interdependent).

To overcome the commissioning barrier, the desfighescheme must include
suitable testing tools which can aid commissiorengineers in this process. These
must be transparent and readily understandabléaak-box solutions would not be
accepted given the nature of protection. An adgedus aspect of any proposal
must incorporate coordination with settings ancepthsset databases to ensure that
up-to-date information is maintained on the exterwhich a scheme may adapt.

Finally with regard to maintenance, the availapibind quality of diagnostic
information and its interpretation is of important® work around this barrier.
Provision of this data would be useful for someafay's more complex schemes,
but it becomes even more important when the nurmbpotential IEDs participating
in a scheme could be higher and with different geoaf settings. In this area the

importance of suitable engineering tools shoulde€mphasised.

3.5 A Generalised Structure

To enable the widespread acceptance of the adaptotection concept, the
same rigour must be applied to the design of tkebemes as has been the case for
their conventional predecessors. However it isaegut from the literature reviewed
that there has been little attempt made to asskgstiae protection as a concept in
abstraction from the particular disturbance or nuecaé algorithm being analysed.
This process is in fact essential for addressirey Ky concerns surrounding its
adoption. Indeed the barriers discussed previoardyindependent of whether it is
short-circuit or system protection. What is impaitis the manner in which a robust
approach is applied to understanding how an adapafety or system critical
component can be permitted to adapt in real-time.

A useful starting point is to consider the maindiumnal stages for adaptive

protection (applicable to all of the types desatibsn 83.4) as is shown
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diagrammatically in Figure 3-3. The individual qooments are then considered in
the following sections. Throughout the followingcsons it is assumed that the
actual protection element (the signal processimgi&tection and any time delays or

scheme logic) is functionally separate from thecpss of adapting settings.

SYSTEM TRIGGER DECIDE ON ADAFTION
CHANGE ACTION OF SETTINGS

()] @ ® (©)

PROTECTION SCHEME(S)

Figure 3-3: Adaptive protection functional stages.

3.5.1 System Changes (1) & Triggering (2)

The methods for identifying network configuratiomdastaté® transitions
within the primary system are vital for the suctelssmplementation of adaptive
protection. Changes within the primary system igamétion typically include:
modifications to network topology, connected getiera capacity and demand
composition. Similarly, changes in the operatiosialte of the power system may
also require the modification of settings. Forrapée, the temporary relaxation of
overload settings for systems in an emergency sfate alternatively, if
environmental conditions permit in the case of dyigacircuit/equipment ratings).

The identification of changes can be based solety local system
measurements and equipment status indicationsndoegreatly assisted through the
use of remote data. By using a wide range of remavailable measurements a
better interpretation of the configuration and estaf the primary system can be
obtained by the protection system. Indeed whenesscdo communications
equipment is provided, the organisation and valbdabf remotely sourced data
becomes crucial. Issues surrounding corruptednaeging data or the overall status

of the communications infrastructure or other séeoy components must all be

* The state of a power system refers to a classiitauch as normal, restorative, outage, actiah an
abnormal [3.1]. Information on the state coulduseful for system level protection functions sush a
the LFDD and anti-cascading wide-area protectidmestes.

59



considered. Examples of potential local and rerdata sources include plant status
indicators (e.g. for switchgear), SCADA systems aishergy/Distribution
Management Systems (E/DMS). The work at this levah example of where good
coordination of protection and control could pravigignificant improvements for
both systems wherein data is more effectively emgbd.

At the most basic level, the triggering of adapfpretection can be based on
the monitoring of binary status information fromuggment such as switchgear.
Indeed for simple schemes this will almost certaibé sufficient if the changes
being reacted to are limited to simple switchingdiions and local in scope
However, if the need to adapt the protection arfsesy more contextual system
level information (as would be the case for standitions relevant for system
protection), then a more complex level of intergtien will be required. In such
cases the criteria for monitoring could be numerang highly interdependent upon
a range of factors. For example: the state ofsystem from an EMS, connected
generation capacity and metrological data from temaonitoring stations.

It is also important to consider how this infornoatiis delivered to the
adaptive protection. Some sources may be suitedhierarchical form of SCADA
architecture with information being concentrated different levels and then
delivered to a central location. This would cemiyaibe the case for system level
contextual information. Alternatively, many pringaequipment data sources will
only be used locally to trigger adaptive protectaomd thus do not require such a
large and elaborate architecture for real-time rimfgtion exchange. Moreover
providing protection IEDs with an extensive randelaxal signals will become
easier as substation LANs remove the need for aamipardwiring of circuits for

each signal (e.g. IEC 61850 being used for proaedsstation bus applications).

3.5.2 Classification & Action Determination (3)

Once a change in the primary system has been figehtits implications for
the current configuration of the protection schemast be assessed and the
appropriate action initiated. The nature of thiesetions will depend on the type of

!5 Scope in this sense refers to the impact of thécpdar change. For example the removal from
service of a single transformer will only have ampact on downstream fault levels whereas low
generation capacity will be of relevance acrossihele system.
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protection that is being considered, its physioaplementation and the supporting
communications.

Firstly consider forms of non-unit protection swahovercurrent or distance in
which the basic elements are located throughouhéteork adjacent to switchgear.
For these schemes the changes in the system éhat Bmportance specifically refer
to how the short-circuit characteristics are medifiwhich in turn impacts upon the
measured or derived quantity that they monitor.isTdould relate to how either
network reconfiguration or changes in connectedeg®ion capacity alter the fault
level or calculated impedance towards a poteraialt focation. The reconfiguration
would tend to be localised, whereas any capacigngbd has a more global impact
across the network affecting a large number ofysela

Theoretically, a system change could initiate a lete recalculation of
settings for all relays. However as discussediptsly, the prevailing practice is for
settings to be calculated for a given worst-castesy condition and then checked
for others to ensure that grading and clearing dineee still satisfactory.
Unfortunately the anticipated future flexibility ¢ie system means the likelihood of
single group settings being sufficient will be redd. It is important to bear in mind
that the range of changes is not infinite and $ivate a group of settings can cover a
range of fault levels or fault path impedancesyatld imply that multiple groups of
settings are more appropriate than some form of péexnregrading exercise.
Restricting the changes to predefined groups dingst also has the advantage that
the safety of the system can be verified in advaf@ that it has sufficient
coverage). What is thus required in terms of di@asion of a system change is at a
design stage to identify what changes are likely ren determine the number of
discrete groups of settings that will be requir@dhe next problem to be addressed is
how to determine what observable events are saitatdl readily accessible to allow
the change to be classified and mapped to an apat®m@roup of settings. The
scheme designer must then establish some set e$ il logic with which to
implement this mapping. A further enhancementadd to add redundancy to this
by seeking multiple ways of identifying a systenaee so as to minimise the risk of
unobserved changes, for example, due to tempoaanynunication failures.
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In some instances this will be straightforward.r Ewample the islanding of a
section of HV network at a primary substation wédkult in a much reduced fault
level being available to operate short-circuit pobibn within the isolated system
(this is examined in detail in chapter 5 as an gtanof applying the architecture
discussed later in this chapter). The data sawrd® monitored to initiate a change
would be the circuit breakers at which the isolatfoom the main grid has taken
place. A more complex case is that once in ama&d mode the protection settings
may require modification to use different charastes depending on, for example,
the capacity or type of generation in operatiorha@ing characteristics could be
required to ensure that clearance times are smailgh to avoid generator tripping
prior to the onset of angular instability if theaisd is quite electrically weak (e.qg.
highly loaded synchronous machines at differenations in the network). In
technical terms this may be achieved by switchiognistantaneous tripping on
feeder circuits as opposed to the more conventiasglof IDMT. Clearly this could
potentially sacrifice the supply security of son@sumers, but in the stressed and
unusual (i.e. not frequently occurring) conditiadnislanding this would presumably
be acceptable. The data sources for this woulthbedifferent generators, loads
(pre-disturbance loading would be an important mration for a small system)
and a network management system. The logic incdds& would be more detailed
and executed at a potentially slower rate thanftirathe previous example relating
to short-circuit protection. The system wouldl té in an acceptable condition prior
to characteristic changes from a safety point efwf(i.e. faults would be cleared),
albeit at a greater risk of generation tripping awnplete loss of local supply.
These two examples highlight differences that caddur in terms of time frames
for decisions and logic complexity depending ongheicular issue being resolved.

It is also important to consider what should hapgethe change cannot be
immediately classified. Primary system switchinge@tions are limited in number
and location and so these are likely to have bassfactorily identified at the design
phase. On the other hand failures in secondarypent may not. For example the
failure of a CT during operation could be identifizy the monitoring function that is
commonly available on numerical feeder relays. hBathan remain a hidden failure

until the relay is called upon to act in the preseaf a fault, this information should
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be interpreted and passed upwards for further dersion and action. Although
there may be no adaptive action for the schemeke,ta key feature of future
systems will be to make this information readilyagable to systems overseeing the
operation of schemes and is a key architecturaligdesequirement. The
consequences of the failure could be assessethis t a fault being cleared by one
or more other relays acting as a backup. For el@msupervisory control system
for a small area of a power system may, shoulddhent occur, determine that too
many unnecessary customer disconnections wouldgkice. As a result it could
initiate a network reconfiguration (which in turoutd necessitate the adaptation of
protection settings). This additional value ofstl@nhanced performance will be
important when adding to the business case foritbeeased capital investment
required for adaptive protection.

Although centralised schemes for short-circuit @ctibn over a wide area of
network'® have been proposed, they have not been develofegractical solutions.
Hence for the remainder of this thesis the terntraésed will relate to architectures
that could be used only to adapt the settings lalsespread throughout the system.
A good example being the under-frequency relaysrgghg to the LFDD system in
the UK. Consider that the overall system has egpeed a major event and that it
has been split for operational reasons into sewardalller islands. It is possible
under these circumstances that the requiremenstorthect demand in response to
a severe fall in frequency may change radically ed€lng on location thus
necessitating changes to the settings of the LFBIBys within the distribution
networks. A resultant island, for example in tleses of Scotland within the UK,
could possess a relatively low inertia depending tba characteristics of the
generation connected at the time of separations dduld be plausible during a time
of high wind speeds where generation in Scotlandl@vbe dominated in the future
by wind turbines taking advantage of this resourd@@us for a centralised scheme,
details of the system provided by the EMS couldubed to alter the thresholds for
the different stages and zones in the LFDD scheth&vould not just be a simple

matter of sending a single "system inertia" vatueetays for them to switch between

'8 This qualification being necessary to differemtiathat is being proposed from bus-bar protection
which is centralised on a single relay but onhates to a single location on the network.
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settings groups as the system may be best servedtatgeting resulting
disconnections according to defined areas. Itctbel that a certain area may have a
significant level of DG connected that is suppatihe system and so disconnection
of this by actions of the LFDD relays during a sevirequency disturbance would

be counterproductive.

3.5.3 Adaptation of Settings (4)

The transition between settings or scheme log@ngements must be strictly
controlled in a synchronised timely manner andaklé verification procedures
established. In many instances the change couldivi@ the use of existing
selectable settings groups on IEDs with additimiedcks introduced to confirm that
the changes have been applied when requested. @&atsntould be sent over a
substation LAN in the case of newer IEDs or viadiaared auxiliary inputs for older
legacy devices.

The extent of the synchronisation problem agaireddp on the nature of the
scheme. For the case of short-circuit protectiba,schemes must be put in place in
such a way as to ensure that the safety is not c@mged at any time and thus the
time taken for all changes to be made must be adl sv is feasible. For other
system level functions this time can be permittedé slightly longer to account for
the greater distances (e.g. at remote generags) @iver which the changes must be
made and the slower nature of the phenomena beamgtored or protected against.
A contrast could be made between millisecondsHerformer whereas seconds may
be acceptable for the latter case.

A key part of the verification of the schemes chengill be in the collation of
responses or acknowledgements. Failures to adapbe interpreted and passed
upwards to inform devices managing the network opdadential reduction in

protection performance.

3.6 A Methodology for Scheme Design

The discussions in the preceding sections have hsed to identify a
methodology for designing an adaptive protectiomeste as shown in Figure 3-4.
The scheme designer must first begin with the Eeperational scenarios for which

the system must be protected. These are likelhawwe been defined by those
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responsible for planning how the network will beemgied in the future in response
to such factors as demand growth, DG connectionirzegréasing the supply quality
or security for consumers. An assessment must lteemade of how the existing
protection would perform given these scenarios dase the design philosophy
currently used by the utility. If performance istrsatisfactory, then the designer
must then decide if the types of protection funtdi@re still appropriate and, if so,
then it is the specific settings that must be cledngin principle it could also be the
case that the types of protection function may nieetie changed (e.g. different
characteristic curves) or added given the new faelhaviour. Moreover the
performance criteria may change for reasons suchtlas dynamics of the network
are more challenging or if selectivity can be atakely reduced if the system

condition is regarded as being temporary and inieet
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Figure 3-4: A methodology for designing adaptive prtection schemes.
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A design must be made for each scenario to givsfaetiory performance and
then the mapping of these to observable networkgdsm must be made. Different
sources of data must be identified and perhaps soamsideration given to
redundancy if the same network change can be fahfrom multiple sources.

The designer would also have the opportunity tositer the impacts of
secondary component failures at this stage anchalefihat information can be
passed back to the DMS/EMS systems managing thworietn addition to possibly
making further settings changes on other protectiexices. At this stage the
designer now has different protection "schemes"dach scenario (which could
relate to groups of settings on different relaysj a mapping of these to signals that
are indicative of the changes that would take p&scthe primary system is modified.

A performance testing phase in the design methggdias been included as a
means of checking that the groups have sufficieteage for all foreseeable
primary or secondary system conditions. This pgsosould be highly automated
within software design tools such that the origisaknarios from the network
planners can again be used as an input. Furthermadditional unforeseen
conditions may also be identified here given tlatidonal factors such as secondary
equipment failures can also be factored into thecess. These failures relate to
those that could stop the protection adapting énded and lead to either poor
performance or even an unsafe condition. The casioning phase has been
included within the figure for completeness.

The whole process of adapting settings groups tsamlze thought of as the
protection moving between different states and ttamsitions can be shown
graphically. Figure 3-5 shows a simplified examiplevhich the transitions between
groups for a section of network that can be isldrale given. As an example, if the
system moves from a normal operation state to belagded, the three distinct
groups (short-circuit, islanding detection and LECHPe all changed. The trigger in
this case being the opening of the circuit brealkersvhich isolation takes place.
This could be particularly useful and informatiwe the designer in visualising how
the overall adaptive scheme will function. In saing) the scheme operation will
become more transparent and hopefully mitigate el@nigherent within the increase

in design and implementation complexity.
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3.7 An Implementation Architecture for Adaptive Proteoh

Previous sections in this chapter have discusse#di functional elements of
adapting protection to better reflect the curregatus of the primary system. In that
discussion other secondary or supervisory systeare wlentified as potential data
sources and an attempt was made to outline thergjemecess of adaptation. A
methodology was also outlined for the scheme desigm move from a range of
operational scenarios towards discrete groups tiinge and the corresponding
mappings required for the transitions between theBuch a treatment, however,
does not necessarily move closer to answering igmasstegarding how complex
schemes can be implemented and then finally connisd.

A suggested solution to these issues is now predem the form of a
functionally abstracted hierarchy that permitsigtrtdorward mapping with external
devices or systems. Such a structure is in keepiily the approach taken in
communications to abstract the methods and datasifeom the underlying lower

level protocols. The following introductory paraghs define the functional layers
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and provide an indication of their physical locasoand numbers. To begin, the
process of adaptation can be broken down into tletear layers of abstracted
functionality. Figure 3-6 provides an illustratioh this architecture showing these

three layers and the data transferred between them.

DMS/EMS etc

!

MANAGEMENT

DISTRUBANCE SCHEME PERFORMANCE
SYSTEM STATE INFORMATION RECORDS & DIAGNOSTICS
COORDINATION
DERIVED QUANTITIES  SETTINGS GROUP SELECTION DISTRUBANCE HARDWARE
(E.G. P, Q OR FREQ) & VERIFICATION OF CHANGE RECORDS STATUS ETC

EXECUTION

I ! I

LOCAL/REMOTE TRIP SIGNALS FOR STATUS
VOLTAGE & CURRENT LOCAL/REMOTE & OTHER
MEASUREMENTS CIRCUIT BREAKERS SIGNALLING

Figure 3-6: An architecture for realising adaptiveprotection.

At the most basic level, the signal processing tihiahs the basis of protection
must be executed regardless of any desire to chegtjags or scheme logic. It is
intuitive, therefore, to suggest that axecutionlayer is required that merely
implements protection functions (e.g. overcurrentligtance) and is not concerned
with why or when it should be adapted. This laygy in practice consist of one or
more physically separate protection devices. Ateraal command from a higher
layer is required to initiate any changes in sgin Note that this does not refer to
signals that might be required as part of a pddiciunction such as acceleration or
phasors from a remote location that are indepenufahe settings applied.

Adaptive protection must also possess a way oftikygrg when the changes
in the primary system occur that necessitate mmatibns to settings. This is
independent from the execution of the low level etical protection algorithms.

Consequently it is proposed to separate or devdive from the underlying
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execution of the signal processing algorithms ia ftbrm of acoordinationlayer.
Within this layer some method of mapping settingsugs or other user defined
parameters to changes in the primary system mugtrddaded. This layer must
firstly establish the necessary changes, coorditie® implementation on one or
more physical devices, and then finally verify thhey have been successfully
carried out.

Lastly, some higher level of oversight of the psxes required to validate any
adaptation at a system level and, furthermore, ailifate the interaction with
specific external network management systems. {Dpgiost management layer is
in an ideal location with which to interpret thespense of protection (both in terms
of adaptations and actual protection operationsh ghat external systems can be
provided with contextualised information regardpast and expected performance.

Alongside the individual layers the communicatiaiviieen them must also be
defined and structured. Details of the bidirectilodata flows are expanded in the
following sections. It is also informative to ndteat since adaptive protection will
inherently be more complex, it is vital that selghostics or methods for validation
or testing be built into the scheme at it conceptidhis will ensure that true value
can be obtained that is not outweighed by increasagineering required.

The following sections discuss the individual lsyen more detail. The
approach taken is that of defining what functiors gerformed and the data that is
stored or used at each level. This is then foltbwry a discussion of what

interactions take place between the different kvel

3.7.1 Execution Layer

The lowest level in the structure encapsulates ftimetionality required to
execute the basic protection functions that arengadn measured power system
quantities. Disturbance recorders and low leveD IBardware and software
diagnostic monitoring functions (e.g. for the 1/@abods and internal memory buffers)
are also to be found here. Figure 3-7 provideaildedf the main functions of this
layer.

These functions are not contained within one corepband are likely to be

distributed amongst a number of IEDs (each stograups of settings). Thus this

69



layer could contain IEDs from a number of differgahdors (including a mix of old
and new devices) and be located at various phykicakions. For example in a
primary substation the execution layer could cdridisll the feeder protection IEDs
in which the protection functions are the indivilwvercurrent and earth fault
elements. The protection function could also H& bptween two or more relays as
would be the case for unit protection.

DERIVED QUANTITIES SETTINGS GROUP SELECTION DISTRUBANCE HARDWARE
(E.G.P,QORFREQ) & VERIFICATION OF CHANGE RECORDS STATUS ETC

I I ] !
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Figure 3-7: The functional components of the execian layer.

Figure 3-8 provides an illustration of the physioedlisation of the execution
layer between a number of separate relays (commsctwith measurement
transducers have been omitted). In this exampketfEDs are shown with both
internal commands to switch between groups ofrggtivithin a relay that has PSL
used to provide coordination layer functionalitydatme use of an external signal
from another device. This could be from eitherdiaaring or using signals sent over
a substation LAN. Disturbance recorder and diage®aformation is passed up to
the coordination layer when it is available asgeged by actual system faults or

hardware/software watchdog systems within the eelay
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Figure 3-8: Example physical implementation of thexecution layer.

3.7.2 Coordination Layer

The primary role of the coordination layer is topritae changes in the primary
power system to the different groups of settingst tire available for the different
elements and stages within the execution layeputito the layer will be either
hardwired (e.g. the switching of a 110 V dc fieldltage indicating the status of
equipment) or be provided over a substation LAN.(E=C 61850 GOOSE messages
[3.41]). Derived quantities from the protectiométions such as frequency or active
power may also be used which could be providechbynumerical functions within
the execution layer. Information on the overakteyn can be supplied down from
the management layer (e.g. a signal to inhibihdilag under certain circumstances).
The successful implementation of the required charaj the execution layer will be
accomplished by the verification logic checking tle¢urned confirmation signals.
Figure 3-9 shows these functional components gcapii

Verification logic is used to confirm that requektehanges have been
performed by the execution layer. This involvesnitaring that the confirmation
signals passed back by the lower layer are receitdn a suitable time window
and the passing of details of any missing or ewasechanges to the scheme
diagnostics function. This logic is particularijnportant if the coordination and
execution layers are located on physically sepatatéces separated by an external

communications link.
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Figure 3-9: The functional components of the coordiation layer.

The scheme diagnostics function is included torpree the performance of the
execution layer. An example of this interpretatianctionality could include the
assessment of the impact on a settings group afdware failure (e.g. measurement
transducer) which would result in a fault beingacksl by another device acting as a
backup. The time taken for this may be unacceetabd the scheme diagnostics
logic could report the increase in risk to the nggamaent layer and possibly initiate a
change of group. A further example would be tossfoheck an event record
produced by disturbance recorders when a faulhéxpectedly cleared on backup to
identify the IED or switchgear that failed to operas intended. This information
can then be passed to the management layer to \aghi®perator investigations.

As was the case with the execution layer, thisrlaygn also be distributed
between different devices that may also extend é&twayers. An example of the
physical implementation of the coordination laygrshown in Figure 3-10. In this
example the two feeder IEDs have the coordinatayerd implemented using their
own PSL and the commands to change settings grmeptherefore internal. These
IEDs receive equipment status signals from varimestions and system status
information is provided via a substation computefhis substation computer
provides functions at both this layer and the highmanagement layer. For the
coordination layer, it provides the functions reqdifor an IED that does not have a

suitable internal PSL capability (e.g. an older eucal relay).

12



Alternatively, the coordination layer could havesbecentralised on a single
device such as a substation computer and the codsritaen sent out to individual
IEDs to change their settings groups. Although thipossible, the reliability of the
scheme is increased by using the PSL capabilitfaass possible on individual

IEDs.
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Figure 3-10: Example physical implementation of theoordination layer.

The group selection logic is based on straightfodwales used to map the
changes observed in the primary system to the ablailgroups of settings. An
example on some group selection logic is providedrigure 3-11. This is a
simplified example (the full logic for intention&landing is provided in Chapter 5)
and shows that basic information from various seudocations can be combined to

enable different groups of settings.
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Figure 3-11: Example of logic for switching betweesettings.

3.7.3 Management Layer

The management layer in the functional architeatutbe highest and interacts
with systems such as DMS or EMS. Its main fundiame to infer information
relevant to protection from the system state analssess the overall performance of
scheme. Figure 3-12 shows the management layetidns graphically. This layer
Is suited to a degree of centralisation within qmgsical device in so far as it is
related to scope of the protection problem beingregbed. For example the
management layer associated with the LFDD schemeldwbe centralised at a
physical location such as grid control where it hasess to all the necessary system
data from generation and network assets. It caldd be argued that for system
level problems such as this that the managemeet haguld in fact form part of
DMS or EMS systems. Alternatively, for a local wetion in fault level due to
supply circuit switching the management layer fiort would be best located on a
single device such as a substation computer locadse to the relays that will need
to have their settings group changed (i.e. witlia substation with the highest
voltage level associated with the network affected)

For the system state interpretation function aswshan the figure, the
management layer would collate information regagdimow the system may be
operated. For example it could be supplied witforimation on the generation
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capacity and types in service within an islandetivok. Based on this it could
estimate the available fault level and map it tadsasuch as low, medium or high.
This would then be suitable for the coordinatiogelato use it as input to its
mapping onto discrete groups of settings. A furth@mple could be to quantify the
stability margin of a small system supplied by anber of relatively low inertia
rotating AC generators. The loading of these maehwill have a significant impact
on their stability margin and thus a similar bamgdoould be used and passed to the

coordination layer.
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Figure 3-12: The functional components of the managnent layer.

The selection of a particular group of settings ldaalso be validated by the
management layer based on its interpretation ofystem state. Rules, for example,
can be formed to validate the selection of a grotipe information passed from the
DMS or EMS could allow for the conclusion to bewnathat the system is in a state
with a high degree of risk. The load could be peiret by a small number of highly
loaded generators as opposed to being spread daegea number of partly loaded
units. The coordination layer may not be abledientify this based on its available
data sources and thus the management layer cdy thexi the group selected (which
at design-time would be classified as "low faulte, "low stability margin” etc) is
appropriate.

The other main function of this layer is to assbssoverall performance of the
protection scheme. This would be carried out udimg event and disturbance
records, IED diagnostics and system state to ctudége this information. By

doing this operators or system management systansreceive reports of the
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expected and actual performance (e.g. total clearames) of the protection system
that are reflective of the environment in which #ystem is being operated. This
may lead to changes in how the system is operated.

It is also important to stress that not all layefsthe architecture may be
implemented in every application. For example thanagement layer may not
always be necessary if the changes in settingbeatetermined only by monitoring
simple switching operations. This would be reldvéor occasions when, for
example, only a basic topological change is made ltwers the fault level in an
area of the network but not the overall structer.g.(removing one half of a double
circuit from service). In this case no system leslganges are made that would
require more in-depth interpretation that wouldaitlerequire the implementation of

the management layer functionality.

3.8 Design Phase Performance Testing & Commissioning

The successful performance of protection is vital $afety and economic
reasons. It is therefore a requirement that degsigise performance testing and then
commissioning procedures are adequately updatesfléxt the challenges caused by
the use of adaptive protection techniques. Thii@esets out the concepts that will

be necessary and will be elaborated on in latepteinga using example systems.

3.8.1 Performance Testing during the Design Phase

The performance testing of an adaptive protectmresie must include both
the adequacy of the groups of settings producedaladthe ability of the scheme to
perform should the adaption process fail to be detag as intended. The following
sections discuss the first aspect and the secoegpiered separately in Chapter 4

where the application of failure mode and effectslgsis is considered.

3.8.1.1 Scheme Adequacy Testing

Using the methodology described in 83.6 will pravitie protection designer
with a potentially complex set of settings groupsl aupporting logic for system
transitions. It is important at this stage for leeck to be made that all credible
contingencies have in fact been adequately covamedno errors have occurred. In

basic terms this would correspond to the checkingagh settings group and would
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confirm the validity of each design. However iteigually important to examine the
transitions by methodically transitioning the primaystem through the different
scenarios. This will ensure that no operating dor has been omitted from the
design. A basic functional diagram of a testingiemment is shown in Figure 3-13
and consists of a system representation, adaptioggtion, an event engine to

initiate changes and finally a tool to assess perémce.

USER INPUT

‘
EVENT ENGINE -

4 ' ADAPTIVE PERFORMANCE
v H PROTECTION ASSESSOR

SYSTEM
REPRESENTATION

Figure 3-13: A simulated test environment for adapte protection.

This testing will require a representation of tlystem that will provide both
topological information and its electrical charaisiics during a fault. It is
interesting to consider the scope of the testimgle adaptive protection scheme in
relation to both manufacturers and utility or otead users. The detail of the system
representation will vary significantly between théwo different parties.

A relay manufacturer will wish to test the complsettheme extending across
all three layers of the architecture where theirdivare products reside.
Consequently they will require a full transient negentation of the system with
which to synthesise the waveforms for applicatmihe relays (implemented using a
typical combination of a real-time digital simulataunning EMTP software and
external power amplifiers for connection to relaysviu).

End users on the other hand will not require camdiion of the execution
layer functioning at the design phase. They regairepresentation of the system
that will allow the transitions to be checked (eagening of the circuit breaker) and
the fault current or impedance seen by the reldyetdetermined. This information
will allow grading to be checked. In this caseyathle top two layers of the adaptive

protection would be required. In fact only theigedor the settings and logic have
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to be used and need not be downloaded onto thehardware platforms. At this

stage the procedure could be vendor independeiht tivé outcome leading to a
specification to be used as part of tendering m®der the actual equipment supply
and implementation. The representation in thise casuld be a network model

based on the correct sequence impedances and kebpoiogy.

In both cases an event engine will be requiredhitate changes in the system
representation as dictated by the user. Thiswaanlld include such information as
switching to be carried out by an automation system details of local generator
status for given operational conditions. Finathe tool for assessing performance
would offer the user a way of comparing the resaljsinst defined performance
standards (e.g. grading margins) and indicate &ra@ of any shortcomings.

A further task for this environment during this pbawill be to define test
scenarios for use during commissioning. Thesdaiee formed such that the final
system can be tested appropriately will all neagsshata to be used clearly
identified.

3.8.2 Testing during Commissioning

The major difficulty for adaptive protection durimpmmissioning is to setup
the inputs that may be distributed over a larga.aféhis would be more difficult in a
hardwired system but for a LAN or WAN the necesssgnals can be put onto the
network at a suitable point with appropriate timachronisation provided.

Time synchronised sampled value signals for thesomea waveforms could
be transmitted by MUs as part of defined scenari®®ant status signals would
likewise be created and put onto the network adékso the necessary IEDs. In
doing this relays will no longer only be tested ingabasic input waveforms (by
secondary injection methods), but also using mamplex testing scenarios that

have been created using the design phase tesseglokr above.

3.9 Chapter Summary

This chapter has reviewed the background and drifcerdeveloping adaptive
protection. In particular, the moves towards arsmgad concept within distribution

networks will create many challenges for protectigrincreasing the variation in the
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primary system behaviour that relays must monitad act on in order to provide
satisfactory performance.

Adapting protection settings to more closely méatah primary power system
is a technique that shows much promise for addrgdsie challenges within smart
grids. However despite much research attentidmag not been widely put into
practice. This chapter reviewed the material @higld to date and from this key
barriers and problems have been identified.

A design methodology has been presented for adaptivtection and this was
then taken forward as a starting point for analyshre concept in some detail. The
process and stages inherent within adaptive protecivere considered. The
necessary conceptual functions were identifiedaahestage and discussed in detail.
From this work a functionally abstracted architeetbas been proposed that would
permit these functions to be implemented. It isdaon three layers that can have
their functions distributed, if required, acrossltiple physical devices thus ensuring
that both new and legacy devices can be used. ké&hdunctions that are required
for the architecture to operate have been descahddhe interactions and data flow
between the different layers defined. The impaawas stressed of verifying
correct implementation of changes and, importarnlig,validation of changes within
the context of the current state or configuratiérihe system. It was commented
that in some basic applications not all layers rbayrequired. For example the
management layer would be omitted if settings ckaranly depend on a simple set
of logic inputs based on several switching operativith no system data being
required. Observations were also made on tharsegants for a simulation and test
environment that could be used for all or parthaf tunctional layers of the proposed
architecture.

Later chapters in this thesis will demonstrategpplication of this architecture
and discuss how it can be used to overcome marlgeobarriers identified at the
beginning of this chapter. A number of practicalamples will be used for

illustration and to test the validity of the appeba
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4 A Study of Adaptive Protection Failure Modes and
Effects

Protection schemes are critical systems whoseréaituoperate as intended can
have potentially serious safety implications, causeecessarily widespread damage
to equipment and lead to prolonged system outagése design of such systems
must therefore ensure that all practicable measanesaken to minimise the risk of
protection equipment failures and the possibillwttthe settings applied are not
appropriate for the state of the primary systenthdugh adaptive functionality can
clearly be of assistance with this latter concéng, process by which this additional
functionality is implemented must not lead to aidaial critical failure modes which
would negate the benefits of improved performan€ais chapter briefly considers
the potential failure modes that could be introdluge adaptive protection is
implemented. A method for applying a failure meael effects analysis is described

along with the discussion of some generic riskgation measures.

4.1 Chapter Outline

This chapter firstly explores the potential failunedes that are associated with
adaptive protection in 84.2 by grouping them inturf classes. Based on this
analysis, the failure modes are then assessed sag#ieir implications for
performance during the process of transition betwsestem states within a generic
adaptive protection scheme in 84.3. An assessmetihod for applying failure
mode and effects analysis [4.1] is described il 8&long with the discussion of
some generic risk mitigation measures and two elarapplications. Finally in

84.5, a summary is provided of the key points dised in this chapter.

4.2 Failure Modes

The following analysis excludes failures of instemhtransformers (including
dedicated wiring and/or merging units), the relaydware/software performing the
execution layer protection functions, trip circuaisd circuit breakers. These failures
will be dealt with in the usual way by the prin@plof protection backup using the

coordinated application of physically separate devias described in §82.2. The
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purpose of this section is to consider how thegmtoin can fail to adapt in response
to primary system changes and thus relates to mpstatus signals, communication
between devices, adaptive logic failure (coordoratilayer functionality) and
inadequate scheme design

A generic fault® tree [4.2] for adaptive protection is shown inufig4-1 which
highlights four potential classes of failure modeaiat are described in more detail in
the sections that follow. A qualitative assessm&made in each description of the
probability that a failure within a class could ocand also the severity of the
consequences (low, medium and high descriptorsuaexl). For reference a
summary of these assessments is provided in Taflile Zhis table represents a
subjective assessment of the probability and sgvefifailure classes based on the
experience of the author and data available inpiidic domain such as [4.3] or
[4.4].

FAILURE OF
ADAPTIVE
PROTECTION
2
A
COMMUNICATIONS ADAPTIVE LOGIC
EAILURE FAILURE INPUT FAILURE SCHEME DESIGN

2

1 1
| | | |

COMPLETE FAILURE FAILURE TO INPUTS (E.G. CIRCUIT BREAKER STATUS)
ONE OR MORE
DEVICES

Figure 4-1: Generic fault tree for adaptive protecion.

7 This is not strictly a failure mode but is inclubfor discussion since the inadequate design of an
adaptive scheme could lead to unprotected primarstem states which can have severe
consequences.

8 The term fault in this case does not refer to primsystem faults but rather to failures in the

protection hardware/software, communications ordisign process.
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Table 4-1: Failure mode class qualatitive probabity and severity summary.

Class Probability Severity
Communication system Medium — High  Medium — High
Adaptive logic Low Medium
Input or status data Low — Medium High
Scheme design Low High

4.2.1 Communication Infrastructure Failures

A failure in the communications infrastructure abalffect all devices within a
scheme or a limited number depending on the topyoddghe system and the type of
equipment or channel failure (e.g. router hardveadfédare or VHF band
interference). The consequences for the performaricthe protection will also
depend on the number of relays that do not adaptrdle of the affected protection
functions and the nature of the change in the pymsgstem. For example, the risk
associated with overcurrent relays failing to adagtectly are higher in safety terms
than that of an under-frequency load shedding seh&here the risk is related to the
unnecessary shut-down of the whole or part of éesysather than direct personal
safety.

The mitigation of this class of failure is cleadgpendent on the robustness of
the design of the communications infrastructurdwslthe protection engineer must
ensure that the specification issued for the comaeations infrastructure is
sufficient (e.g. link redundancy) to meet the dedsaof the particular protection
functions. Furthermore, attention must also bewgito how local relays should react
if they lose communication with remote devices. isTaction may differ between
protection functions involving potential coursesaation such as the disabling of a
function (removing a point in a grading path) oe tgelection of a default group of
settings providing some known minimal performaneeel. This latter action is
more related to system protection where the ovesetleme performance is not

necessarily safety critical.
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The probability that a communications failure cowlccur is conservatively
judged to be medium — high with clear dependenaresechnology, geography and
weather conditions. Without reference to the palir details of an actual
communications system it is difficult to be more@se and this assessment is for
guidance onl}’. If available reliability data should be used everossible. The
severity of a failure occurring is also judged ®redium — high corresponding to
either local or global failures respectively.

4.2.2 Adaptive Logic Failures (Coordination Layer)

This class relates to the failure of the coordovatiayer logic as implemented
on the physical device (for example the programmabheme logic on a numerical
relay). Assuming that the inputs to the adaptigheme logic are correct, the
probability of a failure occurring within a devieg during programming which
would result in an erroneous instruction to thecexien layer is considered to be
very low. This is due to the high reliably of mod@umerical relay technology and
software. The scope of this failure will be lindteo the device (assuming it is not a
type fault) and thus the severity is judged to bgreater than medium.

4.2.3 Input and Status Signal Failures

The ability of the protection to adapt to changeshie primary power system
depends entirely on accurate status informationrdflects its current state. Sources
of such information include local/remote plant ssatindications as well as
information passed down from the management lay&ctwis derived from other
control processes or even real-time calculationdhere possible redundancy should
be built into the system to provide alternative rses of status information. It is
recognised that is not always possible or evenssacg for simple parameters or
changes.

Since the communication of these signals to thedination layer is dealt with
separately, then the probability of these failisgudged to be low — medium. For

example the auxiliary contacts providing the stabfisa circuit breaker are very

19 Note that this comment does not relate to comnatiaic technologies applied to existing protection
schemes such as circulating current unit proteciioaccelerated distance protection which use
dedicated point to point communication channels.
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reliable whereas there is a higher probability daibure occurring where the input
relates to the output from another non-protectigstesn (e.g. automation) which
may not have been developed or configured to theesstandards. The severity of a
failure occurring is judged to be high as it coidgpact upon a large number of
relays depending on the nature of the scheme mibwe to an islanded condition, for
example, was not detected then all overcurrentyselaithin a scheme would be
operating on a settings group which would not goime satisfactory performance.

4.2.4 Inadequate Scheme Design

The inadequate design of the adaptive scheme istnctly speaking a failure
mode, but rather the method by which the mode etaabove are either introduced
or overlooked. It is therefore considered appuprior a short discussion on this to
be included here. The use of adaptive protectemmps a more flexible approach to
the operation of the primary system and thus thegegaof actions the system
operators or the EMS can put into effect are gyemitreased. This increase in
complexity has the potential to lead to a significaumber of system states, all of
which must always be protected at a minimum levél performance (e.qg.
coordination and maximum clearance times). If asuifficiently robust design
process is used then potential primary systemsstatey not be analysed and thus
there is no guarantee that they will be, in theswvoase, safe should a primary fault
occur. In other words the range of settings alséglanay not be sufficient or the
logic incompletely configured to react to a paddprimary system change.

A robust design process must include a set of pyirsgistem scenarios that
fully encompass all potential system states. Tdenarios should also be severe
enough to cover occasions where the poor perforemaficche EMS (or manual
operator intervention) has led to operating condgioutside normal bounds. This
could take the form of operational scenarios that then stressed to mimic the
impact of poor control or generator dispatch. fhar latter a problem could arise if
the spinning reserve available is too low to cotrer sudden loss of a generator
meeting a significant proportion of the demana adidition to the states, the design
must also clearly identify the possible transitibleswveen states (e.g. the logic within

a network automation scheme controlling networkondiguration such as the
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moving of a normally open point) and what sourcésnput data are available to
detect these changes. Furthermore, a robust desighensure that where possible
all groups of settings are able to provide protectt some adequate level even if a
number of the relays within the scheme fail to adepintended (i.e. a study should
be made on the impact on elements of the designasigrading paths).

Assuming that a robust process is followed duriegigh, the probability of
this factor resulting in a failure is consideredb®mlow. However it is clear that the
severity in terms of scheme performance would g Bhould the groups of settings
created not offer sufficient performance acrosspatiential primary power system

states.

4.3 Transition Failures

Power systems are subject to numerous small chamgeemand levels,
generation dispatch and circuit configuration dgrihe course of normal operation
that do not require protection settings to be ddpigo maintain performance.
However when one or more primary system changesrdhat force the system into
a state for which the prevailing protection setirgy functions are inappropriate,
then it is vital that these changes are quicklleoééd by the actions of the adaptive
protection scheme. It becomes critical for thetguthon engineer to carefully
consider the failure of a scheme to adapt as ie@ndhether completely or only in a
fraction of the applicable relays after a primaygtem change. This could relate to
either the selection of the wrong settings throbgt interpretation of the inputs or,
perhaps more likely, no action being taken dueaiturfes in the communication
infrastructure. In other words it is important ¢onsider the implications (most
notably safety) of the protection settings beconong of sync with the state of the
primary system. This could mean loss of coordaratvith other correctly adapted
relays or poor sensitivity (or some other perforoeariterion if applicable).

As an illustration consider that power system Haed primary states that
correspond to three unique groups of protectiotingst as shown in Figure 4-2.
Each group of settings relates to functions thdit lvé physically distributed over a
number of relays located across the system. I§yiseem moves from state A to B in

this example the protection should adapt from gribup 2 in the shortest possible
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time. However this may not be the case becauseasisibly, a communications
failure of some kind (either signals not receivedsobject to delays). This failure
could result in none of the relays adjusting thsgttings groups or only a limited
number. Clearly the complete failure to adapt regnés a serious problem and the
implications on performance are likely to be sigmht if the system states are
radically different. However if only a single oseall number of relays fail to adapt
then the system is not necessarily unprotecteddmigntially, being protected at a
lower level of performance. This could be permaiyeor for a limited window until
remedial action is taken or communications arestak#ished. For example in a
radial circuit being protected by overcurrent desiche failure of a device mid-
circuit would not lead to an unsafe condition a@seotupstream devices would act in
backup and a fault would always be cleared fromsystem. But in this case the
number of consumers disconnected will be unnedéssagh due to a breakdown in
the coordination between the grading points. Thmeen the scheme designer
considers the transition diagram for the adaptoleeme, they should examine what
level of failure to adapt can be tolerated for aimum level of performance to be
maintained. These criteria will be different fbetvarious protection functions with
short-circuit protection being the most onerous.riti€al relays or protection
functions must be identified and measures takelower the risk associated with
their failure to adapt when instructed or intendddis is a key feature of a robust

design for an adaptive protection scheme.

GROUP 1

FUNCTIONS {1...N}
RELAYS {1...M}

% N\

SER

GROUP 3 GROUP 2

FUNCTIONS {1...N} FUNCTIONS {1...N}
RELAYS {1...M} RELAYS {L...M}

Figure 4-2: Primary power system states and corrrggonding settings groups.



4.3.1 Effects & Mitigation

As mentioned above the effect of relays failingattapt as intended must be
carefully studied. For a given primary system dwthe protection engineer must
determine the impact of an incomplete transitioiwkeen the respective groups of
settings. The failure modes described previouslyes as a starting point for the
analysis. From these the scheme designer canfidére relevant permutations of
incomplete or incorrect adaptations and then chieelkkesultant overall performance
of the scheme. The probability and severity facheaf these can be combined to
evaluate the resultant risk. All of the permutasiccan be ranked using this risk
index and mitigation measures explored for all ¢habove a given threshold. This
will be set based on factors such as the safetypeeent and operational guidelines.

The mitigation measures could include adjustmeatshe hardware of the
scheme involving greater communication infrastreenedundancy, multiple sources
of status information or the action to be takenrufiee detection of a scheme failure.
If, however, mitigation is not possible then it mhg necessary to modify the
underlying protection philosophy or, more signifitdg, to restrict certain operational
actions since no reliable method is available fosuging that the protection can

satisfactorily adapt as required.

4.4 Risk and Mitigation Assessment Methodology

Figure 4-3 shows a risk and mitigation assessmeathadology that could be
applied when developing an adaptive protection mehe[4.5] [4.6]. The
methodology incorporates a form of the failure maae effects analysis using the
principles commented on above. It begins with déld@ptive scheme design that
includes settings groups, details of the primarsteay transitions and the potential
failure modes based on the hardware/software useithé physical implementation.
The scheme design data is then used to identifyatiaotation failures that could
occur and will need to be assessed in terms of #ffct on scheme performance.
These could be extensive but judgement can be toseliminate repetition where a
scheme contains very similar grading paths (e.gkM table feeders supplied from
the same primary substation where the number afigggpoints and settings can be

the same or very similar) or other such repeatedtsires within their design.
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Each adaptation failure will be assessed to deternts impact on the overall
scheme performance using the criteria mentionedqusly (e.g. grading or demand
disconnected in the event of a primary system Yault particular adaptation failure
may have minimal or widespread impact and can beusonsidered in terms of its
severity. These can be used along with an assessinie likelihood or probability
of the failure occurring (taken from a general asseent of failure modes) to
qualitatively evaluate risk which can be used ttedeine if mitigation measures
need to be applied. For example this could incklganges in the underlying scheme

design or operational restrictions to avoid theessccurring.

<START RISK ASSESSMEND

v ! v

PRIMARY SYSTEM
SETTING GROUPS TRANSITIONS FAILURE MODES

SCHEME DESIGN

IDENTIFY ADAPTATION
FAILURES

A 4

PERFORMANCE
ASSESSMENT

A4

ASSESS RISK

ALL RISK
INDICES BELOW
HRESHOLD2

NO
MITIGATION MEASURES

@K ASSESSMENT COMPLE@

Figure 4-3: Risk assessement methodology.
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The qualitative assessment of probability and sgvean be combined to
derive an assessment of risk as shown in Table s shows how low, medium
and high assessments for these two criteria camdggped to corresponding low,
medium or high risk indexes. The occurrence ofealiom/high risk index can then

be used to trigger action to put in place mitigatineasures.

Table 4-2: Derivation of a risk index.

Probability Severity Risk
Low Low Low
Low Medium Low
Low High Low

Medium Low Low

Medium Medium Medium

Medium High Medium
High Low Low
High Medium Medium
High High High

4.4.1 Performance Assessment

The following section discuss the generic implicas for scheme performance
based on typical criteria such as sensitivity, deley, speed of response and
stability for a simple example. As an illustrati@onsider the overcurrent protection
scheme that could be applied within industrial lfgcinvolving coordinated inverse
elements at the circuit breaker locations as shiavigure 4-4 [4.7].
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Figure 4-4: Industrial facility schematic.

The main distribution is at 3.3 kV and is suppl®dtwo incoming transformer
feeders from the utility system. Local standbyegation is also present to supply
demand in the event of the grid supply being Id3ie load consists of direct-on-line
(DOL) motors connected at 3.3 kV, LV distributiondasupplies to some remote
demand that is spread out over an extensive sith swoat it requires 3.3 kV
distribution. It is assumed for this discussiomattiovercurrent setting groups are
changed should the system be supplied via one imgptransformer feeder or it is
supplied only from standby generation. There drerefore two groups of
overcurrent settings and the trigger for the trtamsiis either the loss of one of the
incoming transformer feeders. For this simple gxanthe potential failure modes
are restricted to communication malfunctions: @)lifig to detect the change of
system moving between a high to low fault leveldiban and (ii) the failure of the
communications system resulting in not all relayapding as intended.

The potential for a detrimental impact on systemfggmance is discussed
below for each of the four criteria. It is notddht the following discussion is at a
high level since no attempt is made to go intodétils of the design or mitigation

measures.
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* Sensitivity:The failure to adapt correctly could have an imgmath on plant
operation and operator safety if the pickup segtiofjthe relays are too high
to reliable detect faults. The exact severity leé problem will depend on
whether only a few relays are affected resultingaults being cleared in
backup mode by remote relays resulting in unnecgssguipment
disconnection, or in the more extreme case fauitbeing cleared if many
relays within a grading path fail to adapt as idth

» Selectivity: A reduction is selectivity leading to unnecessaquipment
disconnection would typically be the result of aaimumber of relays failing
to adapt as intended. The severity of the probalhhdepend on the number
of points in a grading path and, if the failuregesporary, on the time until
the correct adaptation is put into effect (e.g. samication delays).

* Speed of respons#:a scheme remains on the settings intendedifr fault
level whilst operating on low fault level, faulteerance times (assuming that
the pickups are low enough to detect the faults)iccdoe significantly
increased. This could have a safety concern dépgmh just how long the
increase becomes but, more generally, power quadisyes or motor
deceleration could be of greater concern.

» Stability: The settings group that has been designed to bearduring low
periods of low fault level may not offer sufficiestiability during the starting
of DOL motors when large currents are drawn asntiaehines accelerate.
This could again lead to unnecessary equipmendasction.

The discussion above has highlighted the rangmpécts that failures to adapt
as intended can have on the performance of theegiroh scheme. Although all
criteria are important, it can be seen that theisigity and speed of response criteria
have particular relevance for operator safety dm thave the most severe impact
overall on performance. Figure 4-5 shows an Haigin how the severity of a
failure can be assessed to be low, medium or hgtending on its impact on
scheme performance. An extension of this woulddguantify this by defining

performance benchmarks which can be used withiptbiection analysis.
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Low MEDIUM HIGH

Minimal impact on fault clearance times Reduction in the effectiveness of
and no impact on grading. grading between relays, potential for Serious risk to safety as a fault may
loss of selectivity at one or more not be cleared.
relays.

Figure 4-5: Example of overcurrent performance impa&t severity.

4.5 Chapter Summary

This chapter has considered the potential genarigré modes that could be
introduced by adopting adaptive protection. Th& between primary power system
state transitions and the incomplete or incorrdwnge in settings groups was
discussed. Based on these, a basic methodologyswgagested for carrying out a
failure mode and effect analysis to assess thedtrgdaadaptation failures during the
course of scheme operation. A simple applicatixamgle was used to discuss how
the impact on scheme performance of transitionfed can be analysed.
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5 Enhanced Network Protection to Enable Microgrids

The microgrid concept has been widely investigatedh means of integrating
large numbers of microgenerators, energy storageek and DSM schemes into
LV distribution networks [5.1]. Many researcheesvé indeed noted that this could
form an integral part of the smart grid vision ke tlowest levels of distribution
networks [5.2]. However if the microgrid conceptéaxtensively deployed at LV,
serious problems could emerge for the protectianeatly used at this level of the
network. Owing to the nature of the fault respobskaviour of LV generators and,
significantly, the actions of network managemerstsms in permitting such events
as intentional islanding, existing network protesticannot continue to be used as
devices may respond slowly or not at all to faul®his is due to the potential for
available fault current to be significantly redudedhe circumstances noted above.

This chapter presents the main elements of reseasolkentrating on the
development of network protection that will safebypable the deployment of
microgrids despite the challenge highlighted aboltewill demonstrate how safety
related issues can be overcome to avoid constraitiie network and consumer
benefits that may be obtained from this conceptpdrticular, it will be shown that
two distinct types of short-circuit protection wite required to cater for the two
main modes of operation (grid connected and isldnde Moreover,
recommendations will be made concerning the minintenvel of low-voltage (fault)
ride-through and fault current contribution of L\ergerators. Throughout this
chapter reference will be made to the layered tectire for adaptive protection
presented in Chapter 3. This will be used to irgegthe two types of short-circuit
protection with system protection (such as undew'drequency elements) that are
required to ensure stable operation in the everamge disturbances in the local
generation and demand balance. Although the roteese will be mentioned, the
discussion is limited to placing the microgrid asaamcept within the context of the
proposed adaptive protection architecture. As msequence settings will not be
considered as the system dynamics concerned as&l®uhe scope of this chapter.
However, such protection functions are given a madetailed treatment in the

following chapter where HV islanding is examinedsome detalil.
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5.1 Chapter Outline

The microgrid concept is firstly examined by outig the features of their
deployment pertinent to the development of networstection in 85.2. This is
followed in 85.3 by an illustration of the transidsehaviour of a microgrid during
faults that leads to the identification of key dweristics (especially the output
current limitations of generators). These are irtgur for initially assessing the
performance limitations of the existing protectmmlosophy, and then subsequently
for formulating the requirements for a new approachg5.4 discusses the
development and testing of a Microgrid Integratedtéttion System (MIPS), a
solution that will be developed from the requiretsementioned above. The
application of the MIPS within the adaptive protewctarchitecture introduced in
Chapter 3 is explored in 85.5 as a means of intiegrahis with system protection
(albeit as a simple example), as is the impact wkogrid protection on external
schemes within the upstream HV network. Finallg6, a number of conclusions
are drawn with regard to research contribution sungigestions are made for further

study in this area.

5.2 The Microgrid Concept

The capacity of LV generation connected to the péitwhas been widely
forecasted to significantly increase by both gowent agencies and academic
researchers alike [5.3][5.4]. However distributegkeneration (DG) and
microgeneration at present are regarded by sontidestias negative loads with
specific local measures put in place to resolve ratyork constraints or protection
issues that may occur. But as the capacity ofréssurce increases, so too do the
opportunities to make use of its functionality toprove the security and quality of
supply for consumers. Local voltage support, féud. low voltage) ride-through
and energy storage are some of the equipment diieabihat could offer future
tangible network benefits if appropriate technisalutions and financial incentives
are put in place to support their application [5.5]

The termmicrogrid refers to the coordinated grid integration of dreahle
generation and other related resources within twes$t voltage levels of the

distribution network to form defined semi-autonora@ones [5.6][5.7]. A striking
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feature of a microgrid is that it can be intentibnaperated as a temporary island —
this may be in response to disturbances withinupstream network to improve
continuity of supply (hence it can be thought ofsami-autonomous). An example
of this event would be to mitigate the effects nfumplanned circuit outage due to a
fault by maintaining the supply to local demandhisTis achieved by ensuring that
generation can continue to operate whilst upstreagpairs or network
reconfiguration take place. Such operational fionetity will be of particular
interest to utilities that are subject to high fio&l penalties imposed by regulatory
bodies as part of drives to minimise the number @urdtion of supply interruptions
for consumers (e.g. CI/CML indices). Moreover s humber of consumers who
own generation increases, there will be a growingeetation of receiving an
uninterrupted supply as not doing so, in their vieletracts from the perceived
benefits of ownership. The functionality being poeed above would also clearly be
attractive to utilities servicing consumers in vergmote rural areas with
correspondingly weak or developing grid infrastuues.

The creation of microgrids effectively forms a a#r structure within the
lowest levels of the distribution network and wilbmpromise the conventional
hierarchical approach to protection and controt ikabased on an assumption of
unidirectional power flow towards consumers. Gatws will now be connected
even at the level of individual consumer servicédoreover, the operation of a
microgrid as an islanded network greatly reduces feult current available to
operate protection and is especially complicatedhgyvery limited contributions
delivered by generation interfaced using power tsdeec converters [5.8].
Consequently, the safe and efficient operation oicrogrids requires the
development of new network protection and controhesnes if widespread
application is to become a reality.

The research reported in this chapter addressesérticular challenge and
seeks to prevent protection acting as a barriethéo adoption of this operating
strategy. Furthermore, it is important to underdtahe impact of a number of
clustered LV microgrids on the upstream HV protattand network automation
schemes. A central element of this research hes teeensure that this impact is

minimal or, preferably, that whatever protectionpi®posed for microgrids assists

99



with the improving of HV protection performance psesenting a standardised and

scalable response.

5.2.1 Microgrid Characteristics

For the purposes of this research it has been a&sbktimat the term microgrid
applies to the demarcation of a zone using the l&#wark supplied from a
secondary substation (using a HV/LV transformerhwte ratio 11/0.4 kV in the
United Kingdom). As a result, the peak demand@ased with microgrids therefore
extends to a maximum of several MVA over a numbértypically radial
underground cable circuits. Based on the desimmitomize any requirement for
expensive energy storage technologies, this sipeesents the smallest practical
scale for a microgrid such that effective use cammade of diversity in both load
and generation [5.9]. The following sections hight the salient features of
microgrids that are important with regard to thevelepment of suitable network

protection schemes.

5.2.1.1 Typical Network Layout & Neutral Earthing Policy

A single line diagram for an urban LV microgrid gs/en in Figure 5-1 and
illustrates the electrical boundaries where isofatand reconnection with the grid
can occur. Only two LV consumer services have Ist@mwn for clarity (in reality
they would be numerous and distributed over thes@élaand the HV supply would
typically be obtained from the primary substati@mng an open ring arrangement.

This research has considered the technical fedgiloit providing adequate
network protection for LV microgrids and, consediyenthe electrical boundary
may or may not correspond to commercial boundasesurrently defined by asset
ownership or operational responsibilities. It ddobe noted that some of the
protection equipment shown in this figure has beedified from existing industry
practice to accommodate the microgrid. In partigulases in the LV distribution
cabinet have been replaced with circuit breakershasvn in the figure (probably of
the light industrial/commercial moulded case typ&he isolation link between the
transformer LV terminal and the distribution caltihas been omitted.

The main electrical boundary is located at theudirbreaker installed on the
HV side of the secondary substation transformerfands part of the ring main unit
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(RMU). By isolating from the grid at this locatiotie continuity of the neutral earth
for the LV network is maintained as the solidlytead star connected secondary
winding of the transformer remains in circuit. Thpessibility of over-voltages
occurring due to faults on the energised unearthédavinding when islanded can be
addressed by the installation of neutral voltaggpldicement (NVD) protection and

will be commented upon in a later section.
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Figure 5-1: LV urban microgrid single line diagram.

Within dense urban networks such as that illustrateFigure 5-1, alternative
points of supply can be obtained from the recomégan of the HV cable network,
or from adjacent LV circuits fed from a neighbogrisecondary substation by
reconfiguring the connections within link boxes sireet pillars as necessary.
Reconnection to the mains (grid) supply using wetemeans offers several
advantages to the operation of a microgrid. Hirstlthough the total demand of the
microgrid may not be supportable by a connectiog. @ue to circuit tapering), local
generation would be operating and the connectioreseas a means of increasing the
security of supply. Secondly, the grid connecsanificantly improves the dynamic
behaviour of the microgrid by providing an elecitig stiff source to support

network voltage and set the microgrid frequencyhudl even if the microgrid is
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capable of sustained islanded operation, thik&lito be a transitory condition and
reconnection of the microgrid at the earliest opyaty to another network operating
within set voltage and frequency tolerances woutdnmally be deemed to be
advantageous. In fact, the supply to which a ngigdoreconnects could be an
adjacent microgrid operating as an islanded netvasrkhis may still constitute an
improvement in security of supply for local demandihis can also be seen as a
means of black starting a grid that has collapseddnnecting sections of network

that are still live at the lowest level of the €yat

5.2.1.2 Typical Generator Connections

Generation connected to the LV cable network caoftsngle- or three-phase
construction using either conventional rotating Atachines or power electronic
converter interfaced DC sources or high speed AChmas. Single-phase
generators will be mainly installed by individuasidential consumers; whereas
three-phase units are likely to be located withoommercial property or operated at

a community level (e.g. as a district combined laeat power scheme).

5.2.1.3 Additional Network & Generation Control

Generation and demand within the microgrid willdmively controlled when
both grid connected and operating as an islandi&done For the case of the former
condition, the control objectives will be to supplye needs of consumers as
efficiently as possible (from both environmentatl @tonomic standpoints), ensure
good local power quality, and make surplus genamasivailable for export to the
grid. When isolated from the grid, the overrideantrol objective is to maintain the
stability of the microgrid by regulating voltage dafrequency, thus ensuring an
appropriate quality of supply (typically by using droop strategy for multiple
generators) [5.10] [5.11] [5.12]. The control apgl to generators will differ
between single- and three-phase units. For sipiggese units, control is likely be
active power based when both grid connected anddsid. This arises from the fact
that most primary energy sources for these types samall and generally not
controllable (although a binary on/off control wile possible). For example,
photovoltaic arrays and heat-lead micro-CHP faib ithis category. The burden of
balancing supply and demand will thus inevitably fia three-phase units that will
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be fitted with droop control. These could either dgenerators or energy storage
devices. Advanced control of three-phase poweerievs may be used to provide
per-phase control to counter any significant lewélsnbalance should they occur at
certain points in time. However, the converterdl We required to be rated
appropriately to supply the degree of unbalancesction required.

In any case, a need will arise for control schenweswitch between grid
connected and islanded modes to ensure satisfgmoigrmance. This is a potential
area in which the need for coordination betweeneotmn and control becomes
evident. Protection functions such as loss of ménid) could be useful as a source
of information on the network state (grid connefis#ganded in this case) as a means
of triggering changes in control strategy. Moraothee coordination of controls on
converter based generators, as discussed latet, musade with protection to
ensure that sufficient fault current is availaldeoperate devices at the lower end of
grading paths.

Suitable control will also have to be provided ésynchronize with the grid or
an adjacent microgrid if conditions are appropri@e if voltage and frequency are

within prescribed limits).

5.3 Fault Behaviour

A thorough appreciation of microgrid transient bebar is vital for
investigating the scope of the new protection fiomst that will be necessary. The
following sections present both the model used thedresults of selected transient
simulations. These results are used as the b@asas$essing the performance of the
existing protection philosophy and formulating regments for the fault behaviour
of LV generation within the microgrid.

5.3.1 Microgrid Transient Model

The single line diagram for an LV microgrid modetated as part of this
research is provided in Figure 5-2 and shows tmatnticrogrid is supplied from an
11 kV HV cable circuit using an RMU as describeg@vously. This model is
intended to accurately represent the electricakadteristics of UK distribution
networks and was built using Matlab/Simulink usithg Power System Blockset. It

is noted that, although not explicitly shown, thedal incorporates the PME system
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and individual service connections distributed gltime feeders. The network three-
phase fault level at the HV boundary is 120 MVA @quivalent Thevenin source
represents the primary substation and HV cable aovwand the secondary
substation transformer is rated at 0.5 MVA with iempedance of 4.75 % and is

solidly earthed.
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Figure 5-2: LV microgrid single line diagram (fault locations as indicated A-D).

The circuit (1) is modelled in detail including wnce with consumer
demand and generators as installed in individuaiees (using circuit length 250 m,
95 mnf XLPE cable). Table 5-1 provides a summary of geeeration and load
values (all have a power factor of 0.9 lagging).en€ration connected to the
microgrid includes both single- and three-phasexgugiower electronic converter
interfaces and an induction machine as detailethén following sections. The
structures for these models are provided in AppeAdi

Two LV cable circuits (2 & 3) have been modelledngslumped balanced
demand and generation equivalents as indicated asi0.7 ratio between demand

and generation.
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Table 5-1: Network model and generation data.

Generator Rating Circuit Load
(kVA) (kVA)
1ph Inverter 15 1 Ph A: 44, B:52, C:44
3ph Inverter 250 2 100
3ph Induction machine 50 3 100

5.3.1.1 Single-Phase Power Electronic Inverter

To represent these devices a full switched modslinitially developed which
was then reduced to an equivalent functional mdetel.the purposes of the transient
studies the DC source, maximum power point tra@kE?PT) and link capacitor of a
photovoltaic (PV) system can be represented asleal voltage source. In practice
the MPPT is a DC/DC boost converter that acts golede the DC voltage of the PV
system (a current source) to ensure that it opetan optimal power level [5.13].
It has been assumed that for the duration of faloéisthe solar irradiation is constant
and thus the DC/DC converter (typically using a P\&iMtching strategy) will act to
maintain the DC link voltage in response to anyulisances originating on the AC
side.  For the initial stage of the model creatibe overall system includes the
controller, IGBT bridge, output filter {2 order LC) and isolation transformer (the
resultant filter corner frequendywas set at 400 Hz). The control strategy is shown
in Figure 5-3 and is intended to operate at a ywtyer factor [5.14].

AD VOUT
IGBT
PWM
G(2) LOGIC g Gate
Circuits
AD IOUT

Figure 5-3: Single-phase power electronic invertecontrol scheme.

The control is based on an inner current reguladtog supplying the input to
the PWM bridge controller and is supplemented byoater real power loop. A

phase locked loop (PLL) is used to ensure unitygrdactor operation by supplying
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a unity magnitude sinusoidal component in phasé e terminal voltage for the
formation of the current reference for the innago The real power reference is set
as a constant value based on the aforementionedid@Csimplification (in practice
this would be derived from the maximum power paracking unit). A switching
frequency of 20 kHz has been used and currentdiriit per unit based on the
inverter rating) have been included as shown. Amwindup strategy has been
applied to all integral elements within the loop d@htrollers and these have been
tuned to give acceptable regulation performahce

The initial switched model was used as the basg fohctional model using a
controlled voltage source to allow for the connactof a large number of modules
whilst ensuring that simulations are completed measonable time. A comparison
of the switched and functional models was madeafogal power reference change
and phase-earth network fault and these were fdonfle in close agreement.
Further details of this comparison can be foundppendix B.

It is also worth noting that the simplification tse ideal source equivalents
must be used with some caution as during the taalpower delivered by the device
to the network will be reduced and thus the enestijiy being extracted from the
primary energy source must still be considered.théncase of a micro-turbine this
could lead to an over-speed of the machine durmgfaults (and an excessive
increase in DC bus voltage) and will need to bdyaea for each generator/turbine
design. Some form of DC chopper could be usedrédfe final AC conversion to
dissipate some of the power being delivered bypiti@e mover. During network
faults the PV inverter used in the studies willid®l fault current no greater than its
continuous rating. Thus it is assumed that theMXZChoost converter is sized
appropriately to maintain the link voltage within acceptable band to avoid damage
(e.g. to the link capacitor) and in so doing preadow-voltage (or fault) ride-
through capability. Figure 5-4 below shows thavactoltage, current and active
power output of a converter (as an example) wilsét point at rated value (1.5 kW)
for voltage drops of 25 % and 75 %. It can be gkahalthough the power output

from the converter is reduced due to the fall inmieal voltage, it is still able to

% |t is noted that a proportional plus resonant amler would offer superior control performance
when provided with sinusoidal references. Howether controller designed performs satisfactorily
for the studies being performed.
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deliver current to the network during the disturte&n This current is limited by the
control loop to ensure than the switching deviaesrt damaged. The time that it
is able to deliver this current into the fault wdképend on the design of the DC link
components and a recommendation is made laterisnctiapter for a minimum

value.
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Figure 5-4: Output of single-phase inverter systerfor different voltage drops.

5.3.1.2 Three-Phase Power Electronic Inverter

A similar ideal voltage source representation Has been used for the three-
phase power electronic inverter. The overall systeciudes the controller, IGBT
bridge, output filter (2nd order LC) and delta-s&nlation transformerf{ = 400 Hz,
combined for the LC filter and transformer leakagguctance). The control strategy
is shown in Figure 5-5 and can operate in a nuraberodes for both grid connected
and islanded conditions [5.16]. For grid conneaipdration the inverter can deliver
power to the network at a specified power factohlternatively, for islanded
operation the inverter can act to regulate voltag&equency in a master mode or
can participate with other units using a droopedtstyy. Only one comparatively
large single three-phase inverter is present irfidb@wing case study and it thus acts
to regulate voltage and frequency without droopstamts applied when islanded.

The justification for this rests with the fact thigis the performance of the inner high
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bandwidth control loop that is of interest. Thésthe ability of the controller to
effectively current limit the output of the invertend thus provide fault ride-through
capability. It is again noted that the behaviotithe DC system is important in
determining the length of time that the invertesteyn can feed a fault current

contribution into the network.
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Figure 5-5: Three-phase power electronic inverter éisic control scheme.

The control is based on inner inductor current anter capacitor voltage
regulating loops using Pl controllers acting on iafsles transformed onto a
synchronously rotating reference frame [5.15]. cdput current limit (100 % based
on the three-phase inverter rating) and integratdr-windup strategies have been
included. PWM switching is used with a frequentyd5 kHz, although the initial
switched model was again used as the basis of @idmal model using controlled
voltage sources. It has been assumed that a sistarplace to provide a fault ride-
through capability should the source be an AC nmeckbnnected to the inverter via
a rectifier and internal DC bus.

In general the output from larger three-phase caersis likely to vary from
low to high output depending on the energy souvalability or the state of charge
if it is a storage device. As a consequence af this possible that a device could be
delivering a low power output to the microgrid prim a fault that could be still
possible to deliver once the voltage has fallenndusuch a disturbance. Moreover
in the case of an energy storage device being edathe direction of power flow is
opposite to that desired (i.e. into the converéhough the ability to charge would
be highly dependent on the retained network vojtagéonsequently this device,

although potentially able, may not provide faultremt of any meaningful level
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despite perhaps being a significant contributotht® installed generation capacity
within the microgrid. The implications for thiseadiscussed later within the context
of protection performance. However at this stage proposed that an additional
control function (which would not necessarily begant in an existing commercial
system) is added to increase the reference tontier icontrol loop to maximise the
fault current available from a power electronic idey(or to switch from charging to

discharging if required). Figure 5-6 shows an eglanof a potential system.
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Figure 5-6: Additional three-phase inverter currentreference increase logic.

In this simple example the increase in currentregfee is triggered when the
voltage falls below 50 % and may be blocked if éhergy source cannot deliver the
additional power. The actual value of the incrdasderence is calculated based on
the drop in voltage and the available power from ¢hergy source. The scheme is
disabled once the voltage rises above 60 %.

Figure 5-7 below shows how the suggested systegtifuns in response to the
low voltage at its terminals during a fault for tAB0 kVA three-phase converter.
The converter is initially delivering around 98 k&Y nominal voltage resulting in a
peak current of around 200 A. During the fault tiofage falls to below 25 % at the
terminals of the converter. The current respongd {60 % of rated, assumed
maximum current available from the DC source aBlastration) and without (27 %

of rated) the additional control system is shownclmmparison in the figure.
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Figure 5-7: Response of current increase logic tow voltage fault disturbance.

For the studies reported in the following sectithvese converters are operating
at or near their rated output and so the impathisfadditional control scheme is not
apparent. However its inclusion is important dughe reasons highlighted earlier to
ensure maximum fault current is available to previsatisfactory margin for
operating overcurrent based protection devicebatnd of the grading paths (e.qg.

within consumer units).
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5.3.1.3 Fixed Speed Wind Turbine

A basic fixed speed wind turbine has been includeithe microgrid using an
induction machine. The three-phase 50 kVA asynubuie generator is represented
with a 4" order model using a single squirrel cage rotor @ncoupled to a small
wind turbine [5.16][5.17]. Constant mechanical uhgorque has been assumed
during these studies and appropriate power facborection capacitors used to

ensure close to unity operation.

5.3.2 Fault Studies

The following sections illustrate the transient &abur of the microgrid
described in Section 5.3.1 when subjected to a eambinternal and external faults
(refer to Figure 5-2 for the locations A — D). Rdugh the selection of the faults to
be considered is not exhaustive, they nonetheleasacterise the behaviour of the
microgrid under a broad range of fault conditioi®e rationale for choosing each

fault location and type is summarised as follows:

« External, 3ph, location A: This fault representyical three-phase fault that
could occur on an HV underground cable circuit.

* Internal, 1ph-E, location B (Islanded): AlthoughistHault type would be
unusual at this location it is studied as it ocamsvhat would be an unearthed
section of network under islanded conditions.

* Internal, 3ph, location C (Islanded): This faulpmesents a typical three-phase
fault that could occur on an LV underground cable.

* Internal, 1ph-E, location D (Islanded): This fatdpresents a typical single-
phase fault that could occur on a single-phase ekise cable that could

occur at any point along a feeder.
The studies all assume a fault duration of 100 after( which it is removed)

with an inception at 0.1 s. A distinction is madetween grid connected and

islanded operating modes.
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5.3.2.1 External Faults (HV) — Three-Phase at Location A

The fault current contribution from the microgrigl measured through the HV
interface circuit breaker and HV voltages are shawrFigure 5-8 (a) and (b)
respectively. The pre and post-fault current mtagieis can be observed to be
relatively small due to the local generation meg@nsignificant proportion of the
demand leading to a net 0.12 MW import.

During the time within which the fault has been lagah the current magnitude
can be observed to have a small increase and & phasge occurs as the direction
of flow switches to being out of the microgrid taws the HV network fault. The
decaying nature of the microgrid contribution idriatitable to the induction
generator response. During the fault, the HV fatar voltage falls to zero as its
location is electrically close to the microgridrtenals and could be seen to serve as
an indicator of an external fault.

Current (A)

@)

Voltage (kV)

0 0.1 0.2 0.3 0.4 0.5

(b) Time (s)
Figure 5-8: External three-phase fault at locatiorA

(a) HV phase currents and (b) HV voltages.

The critical clearance time for the induction maehiconnected to the
microgrid for a three-phase external fault at lmratA was found to be 306 ms for
the worst case of a zero impedance fault. Thisevalas obtained from repeated

simulations in which the fault duration was incegsintil instability occurred.
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5.3.2.2 Internal (HV) — Phase A-Earth at Location B (Islanded)

Figure 5-9 (a) shows the phase voltages at the diiviihals of the secondary
substation transformer when a phase-ground fau#tpigied at location B whilst
islanded. The rise in the non-faulted phase vekag phase-phase levels is clearly
evident due to the unearthed delta secondary wgnafinhe transformer.

The internal LV microgrid voltages are shown in U¥g 5-9 (b) and
highlighting that there is limited impact owing tioe delta-star vector group of the
secondary transformer windings.

Although it could be argued that the likelihood thfs fault is low, it does
nonetheless represent a condition wherein the grictowould be unable to

reconnect to the grid at this point and thus ientdication can be regarded as being

E

-400

0 005 01 015 02 025 03 035 04 045 0.5

(b) Time (s)
Figure 5-9: Internal phase-ground fault at locationB (islanded)

(a) HV voltages and (b) LV voltages.

5.3.2.3 Internal (LV) — Three-Phase at Location C (Islanded

Location C is at the end of the cable circuit 250fnam the distribution
cabinet. The fault current contributions into gitc(2) and LV distribution board
voltages are shown in Figure 5-10 (a) and (b) re@spy. This current contribution
Is equivalent to a fault level of approximately O&/A and is evidently far lower
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than which would conventionally be expected. Téduction in voltage is also clear
from Figure 5-10 (b) and is lower than expectednfran overload condition within
an islanded microgrid (this condition is consideire@4.3.2.5).

The average critical clearance time for the inductnachine connected to the
microgrid for a three-phase internal fault at lomatC was found from repeated
simulations as being approximately 213 ms for tlugsivcase of a zero impedance
fault. This is lower than for the external casé¢ isuexplained by a lower voltage
being present at the machine terminals during thét fwhen the microgrid is
islanded.
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Figure 5-10: Internal three-phase fault at locationC (islanded)

(a) microgrid fault current contribution into circu it 2 & (b) LV phase voltages.

5.3.2.4 Internal (LV) — Phase-Ground at Location D (Islandel)

A phase-earth fault was applied at location D dmlltV distribution network
voltages and total microgrid fault current conttiba from all sources outside circuit
1 are shown in Figure 5-11 (a) and (b) respectivdlre voltage can be seen to be
suppressed on the faulted phase with the othersrgoithg a small reduction due to
the network and generation interconnections. Atnetly small fault current (in
comparison to a grid contribution) is also obselwakalthough in this case
corresponds to approximately twice the RMS levetha previous location. This
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increase is attributable to the lower fault cirédoipedance for location D at the start

of the feeder in comparison to location C at the. en

5.3.2.5 Microgrid Overload Condition

To illustrate the case of a microgrid overload, tduitional LV circuits are
connected to the microgrid, each with the same Bmdhe existing circuit (1) but
without generation. This event could be the restiljrowing the network during a
black start condition. The resulting LV voltage® ahown in Figure 5-12 at the
distribution cabinet and can be seen to be hidien those shown previously for an
internal fault. In this case the limits of avaimlyeneration did not permit the
voltage to be returned to the nominal value. Qeatepending on the specific
nature of the control strategy used, this overloandition would be detected using
protection such as under-frequency relaying oradd overload (overcurrent with
a low pickup and long time delay). Detection okdwads is important as power
electronic generation does not possess the inhstenmt-term overload capability
that is exhibited by rotating machines unless & baen specifically included within

the design by increasing the rating of the switghdevices.

5.4 Microgrid Protection

The results presented above indicate that theimgispplication of only fuse
based protection is unlikely to be satisfactoryam islanded microgrid given the
limited availability of fault current (only 0.5 MVAnN the example above would
clearly be unable to operate a 400 A fuse withi NV distribution cabinet). In
terms of the methodology for designing adaptiveqution described in Chapter 3, it
is not just a matter of changing settings as trsécliarotection element (i.e. the fuse)
needs to be reconsidered. It will be shown thakewased form of short-circuit
protection is required with changes in settingsyarécessary should two islanded
microgrids be interconnected via an LV link (a piee that may be useful for

growing networks during back-starts).
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Figure 5-11: Internal phase-ground fault at locatia D (islanded)

(a) LV phase voltages and (b) microgrid fault curret contribution.
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Figure 5-12: Microgrid overload condition LV voltages

However for other system protection such as unagriency or load shedding
required for islanding it will be suggested thatmges in settings will suffice for
moving between modes of operafibn These changes and the integration of the
proposed short-circuit protection into the adaptipeotection architecture are
discussed in 85.5

It is firstly assumed that some form of gradingeiguired within a microgrid to
avoid the complete loss of supply for a single nmé fault when islanded (i.e. that

the generation does not trip instantaneously arsdaheertain level of low voltage

2 These of course would not be found on an existimgribution network at this voltage level.
However they may in the future be required to fiomchot only with islanded microgrid operation,
but also for HV islanding if this is permitted byet utility.
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ride-through capability). Designing protection egfes for microgrids represents a
challenge owing to the generally low and somewhatiable fault current
contribution from different types of LV generator§he sections that follow describe
the development of a protection system that is dame a philosophy largely
independent of fault current magnitude when islanidem the grid. By considering
conventional grading paths starting within the econer installation and ending at
the HV interface for a single microgrid, the kegrakents of the proposed approach
are illustrated. A number of test examples basedransient simulation are also
provided. Further discussion is then provided be implications arising from

interconnecting two microgrids.

5.4.1 Generator Protection

Before proceeding with a study of network protettitois worthwhile to firstly
comment on the protection installed at generatoffie protection installed at a
generator is designed to disconnect the generabon the system in the case of
either an internal or external fault or other seveetwork disturbance. In the case of
the latter this should be after a time that perm#swvork protection to attempt to
clear the fault from the system or for a contrateyn to mitigate the impact of the
disturbance. For the case of faults, this fundiibtyy remains the same with the time
delay coordinated with the fault ride-through caliads of the specific generator
types. In terms of system protection (such asutiger and over-voltage/frequency
as specified in engineering recommendation G83/18]} the overall concept also
remains the same as these are set to ensure thatagggs are only disconnected
from the system once the deviation in measured tquamecomes so large that a
collapse is inevitable and so they must be tripgpealvoid damage.

A further function of protection is to disconneengration in the event that the
connection with the main network is lost in ordemprevent islanding (the so called
loss of mains protection). Since islanding is nmevmitted, it is suggested that this
protection function at microgrid generation is nowordinated with additional loss
of mains protection which will be installed at theundary with the grid. The latter
can be used to initiate islanding and the formerlsea backup to trip the generation

if the island is not correctly established.
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5.4.2 Protection within Consumer Installations

Protection within consumer installations after thiity service connection is
presently provided using fuses or miniature cirdugakers (MCB) (Figure 5-13).
This need not necessarily change since the cucaenitibution for faults within the
installation when islanded from the grid will be,general, sufficient to operate these

devices.

SERVICE
FUSE

CONSUMER UNIT

>< >< (MCB)

DC
AC
1PH
G83/1 & OC H APPLIANCE
(CB NOT SHOWN) FUSE

v

Figure 5-13: Protection within consumer installatia.

As a simple example, consider that 0.5 MVA of thpbase LV inverter
generation is installed within the microgrid andttit can contribute only a full load
RMS phase current magnitude of 722 A. It is assuthat this phase current is
available for both three-phase and single-phadésférrough appropriate control of
the converters. To begin to assess the impachisfrhagnitude of fault current,
Table 5-2 lists the fault current required to easti0OO ms operation for various
common devices as defined within the relevant #&hritStandard (BS) ([5.19] -
[5.21]).
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Table 5-2: Consumer LV Protection 100 ms Operatiolsummary

_ Required
Rating
Type ) Current BS
(A)
Enclosed Fuse 10 60 88
Semi-Enclosed Fuse 5 45 3036
Miniature Circuit Breaker (Type B 6 30 60898

It can be observed that the fault current avialabll ensure operating times
are far lower than 100 ms. However this must &lsoconfirmed for the largest
protection device that is likely to be found wittanconsumer installation such as a
40 A MCB (type B) used to protect a cooker or showiecuit. The standard for
these devices (IEC 60898 [5.22]) states that aentof at least 5 times a device's
rating is required to ensure 100 ms operation {ihed for MCB time current
characteristics is shown in Figure 5-14, domesticiaks are of type B suitable for
conditions of little or no inrush). Which in thisise would be 200 A and equates to a
three-phase installed converter capacity of 0.130AMnd is within the capabilities
of the units available assuming that they arenatiperation.

However it is obvious that over the course of openathis level of capacity
might not actually be available depending on thealed and availability of primary
energy sources. Furthermore, the use of type C M@H&ces for lighting or small
motor loads (e.g. air conditioning units or witldammercial installations such as a
small shop were fluorescent lighting is installedth their larger current required for
operation increases the level of installed capaeityired for safe operation.

If it is assumed that 722 A is available and typeMCBs have been used
within the network, this places a limit that ratngo larger than the standard 63 A
value can be used. Clearly any possibility foreduction in the available fault
current will reduce this yet further. Thus if alitit is going to permit intentional
islanding it must ensure that careful attentiorpasd to the likely designs within
consumer or commercial installations and the mimmievel of generation that
would ever be available to contribute to the faultrent. A conservative estimate of

a minimum generation availability of 50 % of ingtal capacity (of 0.5 MVA) would
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imply that MCBs with maximum ratingsof 63 A and 32 A can be used safely for
types B and C respectively. Moreover this of legapacity is in line with that
mentioned previously with regard to microgrid scalehese could be increased but
would be at the expense of requiring additionalveoter capacity.

However if very low generation levels were to beegted, these MCB devices
within the consumer protection could be replaceda@alitional cost) with a reduced
version of the functionality to be described iretidr section if deemed desirable.
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Figure 5-14: MCB time-current characteristics (reproduced from [5.22]).

5.4.3 Service and Network Protection

LV networks are conventionally protected by thedgichapplication of fuses at
utility services, secondary substation distributeabinets and within fused switches
on the HV RMU [5.23]. It is noted, however, that RMUs circuit breakers are
replacing fused switches in newer designs. Fadt tdearance is ensured by the
adequate fault level contribution from the gridpitally of the order of 15-20 MVA
at the LV terminals of the supply transformer [3.2#owever, when both operated

2 The standard MCB ratings [5.22] are: 6, 10, 13,216 25, 32, 40, 50, 63, 80 and 100 A.
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as an island and for the case of external faultermtprid connected (i.e. on the
upstream HV supply circuit), a significantly lowkwult level contribution is present
(as was observed in 85.3) within or from a micrdghat may not be sufficient to
ensure that existing fused based protection wopétaie satisfactorily.

As a consequence of this restriction in fault cotrreontribution, a number of
fuses within LV networks must be replaced shouldrogrid islanded operation be
desired. This has led to the proposed introduabibadditional circuit breakers as
shown in Figure 5-1 at the interface and LV disttibn cabinet to be actuated by
relays with suitable characteristics that will bescribed in a later section. The
circuit breaker installed at the main electricalbdary and the switches within link
boxes are intended for three-pole tripping or aamaonly. However, the circuit
breakers at the LV distribution cabinet have sinmée tripping to permit the
continued supply of single-phase loads to provite same level of isolation as
afforded by the existing fuses applied to individtiecuit phases.

For the case of the utility service fuse, fast apen cannot be guaranteed
when the microgrid is islanded and its replacenentquired if the same number of
isolation points in the grading path is to be maiméd (e.g. an 80 A BS 3871 fuse
requires 1100 A to ensure 100 ms operation). Heweaeplacement of all service
fuses with a more complex protection device woudd dmth expensive and time
consuming. Instead, it is proposed that exiss@yice fuses remain in use and will
operate as intended when grid connected. Undandeld operation this point in the
grading path will be effectively removed and, sitiaalts on the service above the
consumer unit are unusual, can be justified dutiregtemporary period of islanding
given that protection upstream at the LV secondasiribution cabinets will provide
backup. If islanded operation is a transitory ¢bod then this serves as the basis
for justifying the removal of one point of gradesblation. If this is not the case,
however, a simplified version of the functionaldgtailed in the following sections

could be installed if deemed necessary.

5.4.4 Fault Detection and Grading

The fall in system voltage during a fault offers aiffective way of

discriminating between load and fault current amgbarticularly useful in systems
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with low fault levels. Although it should be notéht grading between protective
devices using voltage cannot be reliably achiewvetha voltage reduction within a
faulted islanded microgrid will be almost uniforrarass the network. Figure 5-15
illustrates this by showing the RMS voltages aiesaMocations for a fault located at

the end of circuit 1 (100 ms duration stating at<).
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Figure 5-15: Microgrid RMS voltages (phase A) - 3PHault at end of circuit 1.

The use of measured system voltage as a meanstagftidg faults within
microgrids has been discussed by several authays[%e8], [5.25] and [5.26]), with
use being made of transformations to a d-q referérame or a decomposition into
sequence components. This published work and dselts presented above
demonstrate that although such a measurement caseleto reliably detect a fault,
further attention must be given to how coordinaticem be achieved between
protection devices if a practically useful scheséoi be developed (since the lack of
sufficient impedance between relaying locationsl widt be sufficient to give a
voltage gradient suitable for coordination).

If an under-voltage element is used as a starten fdirectional element set
with a definite time delay, an acceptable gradirejhad may be created. Within a
low fault level environment no damagingly high faagurrents exist and thus the
longer clearing times towards the source end afdigg path do not necessitate the
application of an inverse-time characteristic. Thmper boundary for the definite
time delay at the source end of a grading pathballimited by such considerations
as generator stability (for rotating AC machinglg time that a generator can feed
into a fault (power electronic converters), and Hemsitivity of loads to voltage
disturbances.

Conventional inverse overcurrent characteristice also required to be

provided to cater for internal faults when opermtmth a grid connection to ensure
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fast fault clearances. These should use an extyemedrse characteristic to provide
good grading with the fuses further down the grgdgeath. Both the conventional
overcurrent and under-voltage based scheme cawmtive at the same time as the
high fault level when grid connected will ensuratthhe former operates more
quickly. The delays of the under-voltage basedeswh are discussed in a later

section and will confirm this assertion.

5.4.5 System Protection Functions

A number of other protection functions that fallthun the area of system
protection are also required to support islandeeratmpn. Under- and over-voltage
and frequency elements are necessary to avoid dagnaguipment during longer-
term disturbances due to imbalance between demaohdyeneration that cannot be
corrected. The settings of these may need totheretnabled/disabled or changed
between different groups as the microgrid movesvéen different modes of
operation. For example the under frequency settingl be different should the
microgrid be a part of a larger HV islanded powestem than would be the case for
an islanded microgrid (for example due to differemérall generator characteristics).
Moreover, the settings may be adapted to trip denfaster when the available
generation capacity is low within the microgrid disethe very small size of these
systems amplifying the impact of any disturban&ath of these will require some
form of logic to initiate the changes and are Wwél structured in accordance with the
architecture developed in Chapter 3 (refer to §5urther details).

Although not strictly a system protection, NVD is@included in this set of
functions to protect against HV earth faults whe@erated as an island because the
delta winding of the supply transformer will creae unearthed system. Either
separate phase voltage transformers (VT) or a-bhase three-limb device will be
required to establish the zero sequence flux tdlenthe correct application of this
technique. The likelihood of this fault occurrimg low but in any case voltage
measurement will be required for synchronisationhwhe grid. Thus a check
synchronism element will be required as part ofdhd reconnection functionality

within the microgrid.
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The actual settings for these system elementsti€arsidered further as the
dynamics of the microgrid was not the focus of thierk. However, system
protection for an islanded HV network is considenedhe following chapter and

similar principles will be applicable.

5.4.6 Microgrid Integrated Protection System

Using the discussion above as a foundation, theceminof a Microgrid
Integrated Protection System (MIPS) is now intraatli¢5.27]. It is based on two
basic multi-function IEDs to ensure that the praabdesign can be readily scaled to
be applied at a large number of secondary subsgatidrhe first will be installed
within the secondary substation and will providetiaé functionality required for a
stand-alone microgrid. A further type may be iltlethat any link box/street pillar
that will be used to interconnect two LV microgridBould this functionality be
desired using the circuit breaker installed in lin& box/pillar as shown in Figure
5-1. If this latter functionality is not requireéden this second IED can be omitted
from the scheme. The two IEDs are called MIPS-Sbiibstation) and MIPS-INT
(interconnection) respectively and if both areatied then a communication channel
must be provided between them. This link will oblky used for status and enable
signals necessary for scheme operation and nothéortransfer of any measured
parameters. Therefore a low bandwidth communinatitannel will be satisfactory.
The loss of the channel will disable the MIPS-INéTaly preventing interconnection
between microgrids and further discussion on thisrovided later. Their suggested
physical locations and associated measurementsvath LV microgrid are shown
in Figure 5-16. Note that the trip circuits haweb omitted for clarity in the figure.
Table 5-3 summarises the individual protection fiores/role and functions within
the MIPS concept.
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Figure 5-16: Locations of MIPS relays.

The design of the MIPS relay is outlined in theldaing text by firstly
detailing the key functional elements, and is thepplemented by a brief discussion
of their numerical implementation. The applicatmnboth relays within suggested

schemes then follows in a subsequent section.

Table 5-3: Summary of MIPS protection locations/roé and functions.

Location/Role Functions

Overcurrent, Definite Time Directional
HV CB _
Under-Voltage, Check Synchronism.

o _ Overcurrent, Definite Time Directional
Distribution Cabinet LV CBs
Under-Voltage

Overcurrent, Definite Time Directional
Link Box/Pillar LB CB _
Under-Voltage, Check Synchronism.

NVD, Under/over-voltage/frequency,
System )
Loss of Mains
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5.4.6.1 MIPS-SUB Functional Elements
Figure 5-17 provides a diagram of the MIPS-SUBiiointy the key protection

functions and the low level interconnections wittie design. This functionality
corresponds to the execution layer within the dadapgirotection architecture. These
functions are always executed by the relay wheiveawith a given group of
settings. Protection functions sets are associaittdthe HV circuit breaker as well
as each of the LV circuit breakers within the dittion cabinet. Each set provides
overcurrent as well as the islanded short-circratgrtion described earlier.

The relay is based on three individual phase waitszsponding to each circuit
breaker location and an additional system functiong. Single-pole tripping is
permitted at LV but three-pole tripping is requirtdHV. Furthermore although not
shown, a suitable analogue front end has beenpocated to provide acquisition
and isolation functions. Each phase unit has mateous and extremely inverse
(El) overcurrent elements in addition to an undeltage starter used to initiate a
directional element with a definite time delay footh the forward and reverse
directions. These elements are replicated to graifferent number of outgoing LV
circuits that could be within the area respongipibf a MIPS-SUB relay. The
system function unit includes NVD, loss of main$O{l), check-synchronism and
under/over frequency/voltage elements. The fised of which act on the HV
breaker whereas the remainder act to trip all dirbteakers such that the whole
microgrid is shut down (after the eventual trippofgyeneration via their protection).

The MIPS relay requires external connections torerur and voltage
transformers, the technology of which could chabgeveen voltage levels (i.e. LV
or HV). It is also proposed that the relay wouédide a power supply from one of
the instrument transformers that would be usedhtarge a small internal energy
storage device (e.g. battery or capacitor).

The overall functional architecture is shown inuUig 5-18 where execution
and coordination layers are indicated. Since timéeption system must be scalable
and modular, a simplistic approach has been takdrsa only the lower two layers
of the architecture have been implemented. Thisbeajustified as the microgrid is
in either islanded or grid connected mode and ftiiter@ for transition must be

simple to ensure that a bespoke complex systemrdmdsave to be implemented at
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the numerous secondary substations in the netw@iken the relatively small level
of installed generation capacity, it will be invasly matched to demand such that
islanding will only be possible should all of it beservice (whereas at HV a larger
pool of generation may be available thus providanigrger number of conditions in

which islanding would be possible from a capac#yspective).
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Figure 5-17: MIPS-SUB IED protection elements (exetion layer).
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Figure 5-18: MIPS-SUB IED functional architecture.

As noted previously, only the system protectiortisgs need to be modified
when moving between operating modes should onlyisatated microgrid be
considered (however if an MIPS-INT relay is usedni@rconnect two microgrids
then some short-circuit settings will need to banged). Thus the input to the
coordination layer logic is the HV circuit brealstatus and that of any potential LV
points of interconnection at link boxes or streéags (communicated from a MIPS-
INT relay if installed since a grid connection abube derived via an adjacent
microgrid). The management layer in this caseoisceptually part of the microgrid
control system and would provide a signal to endble check-sync element
(different settings could be applied such as feg@iency or voltage differences
should they be necessary). The logic for thersgtchanges that forms part of the
coordination layer is discussed later in this chaptScheme diagnostics in the case
of MIPS-SUB are limited to the failure of onboamlay hardware components and

the communications channel to a MIPS-INT relaystalled.
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5.4.6.2 MIPS-INT Functional Elements

Figure 5-19 provides a functional diagram of the®PBHINT outlining the key
elements and interconnections within the desigh.is ko be installed at the link
box/street pillar and provides all protection fuaoality required at this location.
This relay will again be line powered using a sypgérived from an instrument
transformer (a dual supply will be available fromttb sides of the circuit breaker).
Since it is installed at the boundary it will irfesft form part of the protection for two
adjacent microgrids.

This relay includes the basic instantaneous shartit protection functions
as was the case for the MIPS-SUB relay, but alstuites a dedicated overload
function to guard against the overloading of a te@ecircuit that is being used for
interconnection. A check-synchronism element isafrse provided. A further type
of protection is included to disconnect the micrddgrom the adjacent system should
voltage or frequency fall outside of set tolerancé@sreverse power flow element is
used to trip the circuit breaker should the powerhange from one microgrid to

another be high. Scheme diagnostics are agaitetintd hardware failures.

5.4.6.3 Numerical Implementation

The following paragraphs provide an example nurnaeradgorithm that has
been used to implement the voltage based shouicipcotection. Others may of
course be used and the design presented does atotlenthe signal processing
required for frequency based protection functiomkis could, for example, be based

on a PLL approach [5.28].
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The numerical algorithms are implemented basedhenassumption that a
basic hardware platform is desirable and apprapratalogue filtering is used.
Accordingly, the relay has been developed usingsaéiples per cycle of the
fundamental = 800 Hz, fixed rate) and includes digital preefiing using a ¥
order Walsh function with the specific discrete lempentation that has been used

given in equation (4.1) [5.28].

3 11 15
ynl=- X¥n-kl+ X {n-k]- ¥ ¥n-k] (4.1)
k=0 k=4 k=12

The phasor peak magnitudes and angles have bemratatl using the two-
sample method as defined in equations (4.2), (48 (4.4) [5.29] whereAt

represents the sampling interval.

v’[n=1] +Vvn] —=2Vn - 1]v[n JcoswAt

V= (sinwAt)? (4.2)
1] = i’[n=1] +i7[n] .—2i[n —Zl]i [n Jcosw At 4.3)
(sinawAt)
ifn=-1n -1 + § qV[n] -
gy = LN =T+ [Avn ~1)) coseat s

IV (sinwAt)?

The two-sample method assumes that the measumreglss@ye sinusoids of a
fixed fundamental frequency with minimal harmonistdrtion if accurate results are
to be obtained. However, microgrid frequency ragah can vary depending on the
generation and control approach used. The peroengaigpr in peak magnitude
calculations for fundamental frequency deviatiorestween 49 Hz and 51 Hz
corresponds to a + 2 % range. For grid connecieration, the fundamental
frequency will be relatively stiff (50 Hz £ 1 %) @rwill only result in very small
errors. For illustration the response to a -0.3sHequency ramp starting at 0.1 s

from a 50 Hz constant voltage input is given inUfg5-21. The response shows
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that an oscillation appears in the magnitude catmn with increasing amplitude but

this is still very small (less than 1%) and is regarded as being significant.

(X S T N
g 1otpr--- . T A A A S AR AR AR RAR AR AR AAAAAA
A S A S S S S
S l l l l l l l l l
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| el

| 1 1 1 |
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Figure 5-21: Two-sample method response to fundamt frequency ramps.

A further example is given in Figure 5-22 where tbsponse is shown with
harmonic distortion. In this cas& &and 7 harmonics at 8 and 5 % respectively of

the fundamental have been added as an examplgerksdistortion.

Voltage (pu)

Figure 5-22: Two-sample method response to harmondistortion.

The transient performance is also good due to éhected digital pre-filter
giving minimal overshoot (refer to Figure 5-23 far75 % step reduction and

increase in voltage).
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Figure 5-23: Two-sample method response to a stapvoltage (100 to 25 %).

5.4.7 Single Microgrid Scheme Application

To demonstrate the operation of the MIPS-SUB reiisyapplication to the
microgrid shown in Figure 5-2 will be describedheTrelay will be installed at the
secondary substation with appropriate voltage amcent measurements being taken
and circuit breaker trip circuits connected. Thkestion of overcurrent, NVD, LOM
and check-synchronism settings for grid connectestation will not be described in
the sections immediately following as these areetbasn established calculation
principles. In the case of the conventional oveent protection this refers to the
calculation of settings for the inverse elementda@ng the original network fuses
as commented previously. Definite time gradinghpawill be described for both

internal and external faults to show how forward agverse settings are used.

5.4.7.1 External MV Fault Grading Path

For a fault located outside the microgrid as shawhigure 5-24, the current
flowing through the grid circuit breaker from th&/ lgeneration will be relatively
small (hence setting conventional overcurrent iis tleverse direction would be
difficult) and the HV voltage will be greatly reded. A definite time grading path
in the reverse direction is formed starting atdghd interface and ending, ultimately,
at the LV generators. Thus in this case threent®s of the protection function are

required as indicated in the Figure 5-24.

133



(NORMALLY
OPEN)

- ‘ / | / _———
3
X
Teey = tgt tgm | X >< Trev = tittym

Figure 5-24: External fault grading path.

If the reverse time delay at the interfaceyjgtiose at the LV circuits will be
set as beingqttym, where the additional timeyt represents a suitable grading
margin. LV generation protection should be sebperate no faster thag+2tym.
This will inevitably result in fast disconnectioth the microgrid since the operation
of 11 kV network protection, even if the relaying¢ is negligible for a close-up
fault near a circuit breaker, would be in the ordée-5 cycles because of circuit
breaker clearing times. This is not necessarilgisadvantage as one of the
objectives of a microgrid is to ensure good powality for local consumers and so
fast disconnection will limit their exposure to tleop in voltage - assuming of
course that the microgrid can successfully maketrdwesition to islanded mode of

operation.

5.4.7.2 Internal LV Islanded Fault Grading Path

For a fault located downstream of the LV circuiedker, the definite time
grading path is as shown in Figure 5-25. The fodwdefinite time in the outgoing
LV circuit is set as being; and §+tyy is then used for the grid interface forward and

LV circuit reverse settings.
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Figure 5-25: Internal islanded fault grading path.

5.4.7.3 MIPS Settings

The value of {is set to grade with the operating time of dowaestn LV fuses
and other overcurrent devices within consumer ilagtans. Based on the operating
times of typical devices derived from the charastes given in the BS and the
results presented in 85.4,&nd §n have been set at 100 ms and 50 ms respectively
(assuming that greater than 5 times the ratinghgfavercurrent device is available
to ensure fast operation). At LV a vital aspectany protection philosophy must be
that complex grading calculations must be avoided general application rules
developed. Given the nature of the fall in voltalyeing a fault, it is proposed that
the selection of an under-voltage setting shouldstraightforward. The under-
voltage starter and directional elements have Beeat 50 % and 90 °.

Given these delay times, it is possible to comnoenthe duration of fault ride-
through capability requirements for generatorsnc&ithe total set delay within a
MIPS-SUB relay for a single isolated microgrid wablde 150 ms and allowing a
conservative time for circuit breaker clearing,ragmsal for a capability of at least
200 ms is suggested. This is less than the 21&mds306 ms observed for the
induction machine within the network studied (SBe88).

5.4.7.4 Summary of Settings

The settings for the three locations used in thangptes grading baths in the

previous two sections are shown in Table 5-4.

135



Table 5-4: Summary of MIPS-SUB settings.

Location Forward Reverse
HV Circuit Breaker to+igm tq
LV Circuit Breaker(s) tq tattgm

5.4.8 Single Microgrid Testing
The testing of a MIPS-SUB relay as applied to therogrid shown in Figure

5-2 is demonstrated for the case of an externaktphase and internal phase-earth

faults at locations A and D respectively with aodption at 0.1 s.

5.4.8.1 Three-Phase External Fault (Location A)

The internal relay trip signals for both HV and [cifcuit elements and, as an
example, LV circuit 2 element internal signals sinewn in Figure 5-26.

Trip signals are provided for under-voltage (U\Qyerse phase angle (REV-
ANG), fault detection (DETECTION) and the delayet t(TRIP). The fault is
applied at 0.1 s and it can be observed that th& fa detected in the reverse
direction by both types of elements; however, thédtid interface element trips all

phases at 0.215 s to isolate the microgrid befogd ¥ distribution cabinet elements.
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Figure 5-26: 3Ph fault — MIPS-SUB relay signals
(a) HV interface trips; (b) LV circuit 2 trips; (¢) LV circuit 2 calculated phase A voltage

magnitude; and (d) LV circuit 2 calculated phase agle difference.

5.4.8.2 Phase-Ground Internal Fault (Location D)

The responses of the MIPS relays for this fauletgnd location are similarly
given in Figure 5-27. For this case the forwardgghangle signal (FWD-ANG) has
been plotted and specific LV calculated voltage nitagles for each phase are also
shown. The LV distribution cabinet element candbserved to operate first and

trips phase A correctly at 0.211s.
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Figure 5-27: Ph-G fault — MIPS-SUB relay signals
(a) HV interface trips; (b) LV circuit 2 trips;

and (c) LV distribution cabinet calculated voltages

5.4.9 Multiple Microgrid Scheme Application

To consider the short-circuit protection implicatso for interconnecting

multiple islanded microgrids the case of two adjcetworks is considered.

5.4.9.1 Two Islanded Microgrids

Figure 5-28 shows the interconnection between tdjacant microgrids with
the settings for MIPS-SUB considered previously Mi@S-INT relays shown). For
part (a) the fault is shown on the shared circetitMeen the two microgrids and it can
be seen that the fault is cleared by the operatidhe two distribution cabinet circuit
breakers leading to the loss of all demand ondinuit. Furthermore, an internal
fault within one microgrid as shown in part (b) Méad to the potential loss of the
interconnecting circuit due to the same time delbagsg applicable both to the
internal faulted circuit and the remote end ofititerconnected circuit. In both cases
the action of protection causes unnecessary lodsrmafind at a time when no device

should be operating as a backup.
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To overcome these shortcomings it is proposed d@haadditional group of
settings be used that are activated should thecomeection of two islanded
microgrids be carried out. This second group wdnddactivated upon closure of the
circuit breaker at the interface by the MIPS-INTayewhich has now been installed.
The MIPS-INT relay has the same time delayqjahtboth the forward and reverse
directions. The time delays for the other MIPS-Sé&l&ments has been modified as
shown by increasing their delays for those in th&erconnection circuit in both

directions and for the reverse direction only faernal circuits.

MICROGRID A MICROGRID B
: R ] '
X X e | X X
TRIP TRIP
| ' \:\.\l:\ >< v ;
: Sa
()
MICROGRID A MICROGRID B
ER R :
X X[ ] X X
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: H
X ‘
V ~o St
(b) ;

Figure 5-28: Problem with a single group of setting

(a) shared feeder fault and (b) internal feeder falt.

With the use of the additional relay and the secgnoup of settings no
unnecessary demand is lost for a fault on theaoterecting circuit for faults cleared
by their primary protection device as shown in gajtand (b). A further point to
note is that for the case of an internal fault, tike microgrids will become isolated
due to the settings on the MIPS-INT relay. Althbwag first this may appear to be
inappropriate, the internal fault may cause a luflsgeneration capacity within the
faulted microgrid leading to a period of lower \age and/or frequency that would

have an impact on power quality within the unfadilteicrogrid. For this reason this
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tripping is tolerated. Additionally, this set oésponses is at the expense of an
increase in the total time taken to clear faultsttms interconnection circuit and for

all other faults under backup conditions. Thisaidrade-off that is inevitable to
permit this particular scheme to be extended tovigeo grading within two

interconnected microgrids.
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Figure 5-29: Application of a second group of settigs
(a) internal feeder fault and (b) shared feeder falt.

Although in principle the scheme could be extendedcover say three
microgrids, the tripping times in the aforementidroases could become too long in
comparison to the CCT of any small rotating machicennected to the microgrids.
Furthermore, should it become necessary to intecnmore than two microgrids
together the total demand and generation is likgtyeed 1 MVA and thus use of the
upstream HV network may be more appropriate. #$® important to note that the
loss of the communication channel will result ire tMIPS-INT relay tripping its
circuit breaker and the MIPS-SUB relay returningtsooriginal settings for a single
islanded microgrid.

Since the modifications to the scheme are onlyemees in time delays no

transient simulations are presented.
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5.5 Application of the Adaptive Protection Architecture

The previous section highlighted how a second gufigettings could be used
to enhance the performance of the islanded shatitiprotection scheme such that
two microgrids could be interconnected at LV whsianded or grid connected at a
single point. The coordination layer logic reqdite implement this is rather basic
and simply requires that the status of the intemeating LV circuit breaker and HV
circuit breakers be known. This simple logic woudd programmed within the
MIPS-SUB relay located at the secondary substataomd would require
communication with the remote MIPS-INT relay at thé boundary. In addition to
this a third group could be theoretically addedhasafety measure to deal with the
possibility of a very low fault current during tismieof low demand or generation
capacity that could mean that overcurrent deviaesndat the ends of the system
could not be guaranteed to operate satisfactotiiythis case the forward time delay
on circuits leaving the distribution cabinet colblel set to zero such that the faulted
circuit is immediately removed from the microgridhe information to activate this
change in settings could be the status of a cormipelya large source that is
connected close to the distribution cabinet (as tva<ase in the example microgrid
used in this chapter) or from a microgrid supemyisgontrol system that is
monitoring the generation/demand levels.

A further need for changing between groups of rsgétiis that of system
protection when the microgrid transitions betweslanded and grid connected
operation. Circuit disconnection could be requideg to low frequency or voltage
(e.g. perhaps if it is known that a large air ctinding unit is connected). The
settings for these elements could change from bdaeaygtivated to one or more
different sets of values depending on the envirartmeathin which the microgrid is
being operated. For example if the upstream HWvaet from the primary is
operating as an island, then a particular grouprafer-frequency settings may be
required that is different (perhaps in time delafjgm those required when the
microgrid is itself islanded. To illustrate thesdiission above, some example logic

for the coordination layer for the MIPS-SUB relayshown in Figure 5-30.
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Figure 5-30: MIPS-SUB coordination layer logic.

Double Microgrid

5.5.1 Impact on HV Protection

The rapid disconnection of a microgrid in the evefhtan HV fault greatly
simplifies the potential impact on the protectiodandeed automation at this level.
Since the microgrid is removed and does not in@se contribute any significant
fault current, the impact on HV protection is ngidile and moreover automation is
easier to implement since the microgrid does nesgmt an active source in the areas
to be reconfigured. Some caution is however regushould HV islanding be
permitted since the disconnection of microgrid gatien/demand in an area of the
network electrically distant from the fault (butwdusly still within the island) could

have a detrimental impact on stability if there aggnificant number.

5.6 Chapter Summary

This chapter has presented research associatedthétidevelopment of a
protection scheme to enable the safe and reliab@ogment of the microgrid
concept at LV. In particular, it permits a micragto be operated as an islanded
power system in isolation from the grid. This vga®wn to be a particularly onerous
condition from a protection perspective requiritng tuse of alternative protection
methods at LV.

The work documented in this chapter started by idensg the key salient

features of the microgrid generation with regarchtov it might impact protection
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design and performance. A detailed model of Briti¥/ distribution network and a
number of microgenerators were created and a deargient simulations were then
used to illustrate the behaviour of the microgrigew subjected to fault disturbances
when both grid connected and islanded. These ilastated the nature of the fault
responses of specific microgenerators and shownlitineed availability of fault
current to operate conventional overcurrent basetégtion devices. Based on these
responses, the implications for network protecti@re established and then used to
identify the protection functions required at tharigus locations in grading paths
originating at the consumer and ending at the s#gnsubstation RMU. This
thorough process enabled the deficiencies in egjgirotection to the identified and
then served as the basis for investigating whatratgchniques could be applied as
an alternative. The work also highlighted the im@oce of the two different
operating modes (i.e. grid connected and islandeit) regard to defining the
functional requirements of the proposed schemeifamdheeds to be adapted when
the transition is made.

A protection scheme has been proposed based ondan-voltage starter used
to initiate a directional element with forward amverse definite time delays. Two
relays (MIPS-SUB and MIPS-INT) have been descritied cover both single and
adjacent microgrid scenarios. As an example, #gropmance of the MIPS-SUB
relay has been demonstrated as being satisfactsinyg uransient simulations
incorporating the numerical relay implementatiosatded. The application of the
adaptive protection architecture was also demaesirdo permit the overall
protection scheme (i.e. including system functismsh as under frequency elements)
for a microgrid to cope with the transition fromdyconnected to islanded operation
as well as for the interconnection of two adjacestanded microgrids. The
application of the adaptive protection architectprevided a simple example to
explore how the functions described in ChapterrBlmdefined in practice.

Furthermore, the scheme proposed has been corgidéien the context of
future distribution network protection with attesrii directed towards how it might
impact upon upstream HV schemes.

It is suggested that further work in this area udels a hardware

implementation of the MIPS relays and subsequestintgon a realistic demonstrator
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system. It is only through realistic demonstratibat the technology described in
this chapter will be accepted and the coordinatietween different systems such as

automation controllers confirmed.
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6 Facilitating Intentional Islanding of an HV Urban
Network

As the capacity of generation connected onto #istion networks increases,
localised clustering of units could create instanadiere their combined output is
capable of meeting nearby demand for significarriops of time. Under such
circumstances the prevailing practice of requigameration to trip should the grid
supply fail can now be legitimately reviewed [6.1JAs a consequence of this,
researchers have explored the possibility of imbeadly islanding parts of the HV
network in response to the complete loss of supplsevere disturbances in order to
improve the security of supply for consumers [6.2Zhe ambition has been to
investigate the feasibility of providing consumevgh extremely high levels of
supply availability, whilst at the same time coniing to ensure that the statutory
levels of power quality are maintained. Meetinig timbition is not straightforward
as not only must generation meet active power ddnanpeak periods if this
coincides with islanding, it must also provide aatéve capacity sufficient to
regulate local voltages. Both of these problemd, @hers to be mentioned later, are
made onerous because in many instances the alitylaifi the primary energy
source may be intermittent or dependent upon saher process (e.g. heat demand
in the case of CHP). Moreover, the change frond gionnected to islanded
operation represents a major change in the locahmyjc behaviour exhibited in
response to disturbances such as large load chdaggscold load pick-up after
switching) or faults.

Although an islanded HV utility network will intutely have many similarities
to industrial power systems that possess their gemeration and can operate in
isolation from the grid [6.3], several distinct dkages unique to this application
emerge. These include: an installed asset bagew#s not intended for such
operation (e.g. voltage control via tap-changet Wmnited range); generation being
widely dispersed in location, rating and primaryree type; and a wide range of
asset owners and operators. The combination cktfectors and the uncertainty
regarding future demands on the system such asieleehicles creates a difficult
environment for utility planning staff and, ultined, for those tasked with operating
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and maintaining networks. In technical terms thallenges cover a wide range of
fields from network design and primary equipmergcsfication, to the calculation
and coordination of settings for protection relays other control equipment such as
tap-changers. However although the degree of egdl is high, the potential
benefits could likewise be high if this functiorglis considered within the context
of the security of supply levels expected by eneksisf the smart grid vision is
mandated by governments and industry regulatoryelsod

The research presented in this chapter concentositdbe development of a
protection system that can deal with the widelyyirag conditions whilst moving
from being grid connected to isolated operationamsisland. The scale of the
changes in the primary system between these twiatipg modes will be shown to
be sufficient to require that protection must bapdd and functionally extended to
continue to meet performance requirements. Thaserd are used to demonstrate
the application of the adaptive protection architexthat was presented in Chapter 3
and the value it can bring for those implementingtgction schemes for HV
distribution networks with the potential to suppmtanding. The methodology for
designing an adaptive scheme is demonstrated, mponitially from assessing the
impact of difference operational scenarios, thentite development of revised
settings, and finally to the logic required to m#éke scheme function correctly.

6.1 Chapter Overview

The chapter begins in 86.2 with a review of thekigaound associated with
protection challenges for islanded networks and theves on to discuss the study
scope and how the adaptive scheme design methgdeitide applied. 86.3 - 86.5
provide details of how the islanded system is dgyall. These sections include a
description of the existing network configuratiamdgorotection, as well as the set of
new operational scenarios that will have to beistli¢this being the first part of the
design methodology). 86.6 explores the charatiesi®f the study system under
grid connected and islanded conditions. Followirgm this, 86.7 outlines the
designs for the adaptive short-circuit and systerotggtion schemes. The
diagnostics for the scheme are outlined in 86.8fenadly in 86.9 the material within

the chapter is summarised and suggestions maderfoer study in this area.
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6.2 Background, Study Scope & Outline of Design Methdoigy

Before starting the design of a solution to thansging protection problem, it is
first useful to summarise the background, studypsca@and how the design

methodology presented in Chapter 3 will be applied.

6.2.1 Background

The unintentional islanding of a generator may aesed by the opening of
switchgear at a large number of different locatiathin a network. These points
could include those within a circuit to which thengrator connection has been
looped-in or, in the extreme case, a complete tdsthe HV supply to a primary
substation (refer to 82.6.1.1 in Chapter 2 forsiiative examples). In these
circumstances the act of isolation is essentiahdom and the captured demand (i.e.
that still being supplied) could be either smallamge depending on location and the
time of switching. At present this mismatch betweeaptured demand and
generation is typically substantial (thus aidinged&on of the islanding condition)
due to the locations at which the relatively snrmaimber of generators connected to
the network are located. Larger generators arergéy connected directly to the
primary substation board due to their ratings anavioid power quality problems for
consumers that would otherwise share the sameitsireund smaller units are either
looped-in with HV circuits or via an LV point of noection. As isolation can only
practically occur either at discrete circuit breakeithin the primary substation or at
RMU switches within the HV network, the relativdlyw existing penetration of
generation makes the probability of closely matghohsupply and captured demand
small [6.4]. However as the level of generatiomréases, the potential for a
substantial mismatch that makes islanding detectising conventional methods
possible is intuitively diminished. There is thaicorrelation between the islanded
condition being more difficult to detect and thettbe chance of islanding being
sustainable, and thus attractive from an operdtipeaspective. This of course
assumes that other issues that have at previoushemptied islanding from being
accepted have been resolved (e.g. enhanced tranfirfggld staff to reflect the
possibility of live downstream networks after ig@a from the grid and adequate

control to regulate the local island frequency aoldages).
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For intentional islanding, the first task is to mtiéy areas (which could be
thought of as a cell with appropriate demand andegdion levels) where a
sustainable island can be formed and then ideatifthe possible locations where
separation could take place. For the first probthim is quite a complex task as it
will depend on a wide range of factors such asehoghlighted before. The utility
nature of the problem also makes it more diffichlin that of an industrial network
since the footprint will be larger and the asseeb@more diverse. Consequently quite
a margin for error must also be included in assgstie adequacy of generation
resource for a given area of demand. The secomafpine problem is related to the
first and must also consider the different opeatonfigurations for the network.
For example a network can be supplied using amnalti’e configuration during an
outage. Indeed having local generation may maleniore complex as a greater
number of back-feed possibilities may in fact basfble as restrictions due to
tapered circuit ratings may become less onerous.

Dynamic islanding in which a distributed networkntro! architecture acts in
response to any isolation to attempt the estabkshirof a sustained power island
could in principle be considered. Although in thedhis sounds attractive, in
practice this is not really feasible due to thestoaints of acting to ensure safety,
power quality and avoid asset damage through @&iserch as generation adequacy.
In particular, the earthing of the network mustdmene in mind since single-point
earthing is the practice applied in the UK [6.5¢ @ dynamic islanding could easily
lead of unearthed sections of live network. Thslesirable outcome is one of the
reasons behind the current practice of requiringeggion to trip. To ensure that
earthing is satisfactory, other points of earthiwguld have to be established
throughout the HV network such that one was alveasgslable within a dynamically
established island (perhaps switched in once iglgntas been detected). The
additional costs, complexity and space constramtsadditional equipment within
substations could make this unfeasible and socthépter assumes that intentional
islanding will only be permitted to occur withingatefined boundaries. Although the
actual initial isolation may occur beyond a defidedindary, formal isolation would
always then take place at designated switchgeae dhe establishment of the

islanded has been initiated (detected by the Idssans protection function of
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whatever type). Furthermore, restricting thesengsoof isolation will also ensure
that appropriate equipment is present to perm#yreshronisation to the grid if and
when this is necessary. Indeed as observed iprdnaous chapter on microgrids,
islanding is only a transitory condition and recectng to the grid is highly
desirable once it becomes feasible at whatevertitocahat can support the

connection.

6.2.2 Scope

The introductory chapter of this thesis providednsoindication of the
protection challenges that might emerge if intemloislanding within distribution
networks is permitted. To consider these, the sadghe study within this chapter
covers both short-circuit (overcurrent and earthltfaand system protection
functions that will be required within an islandaower system. The focus for study
is a representative UK 11 kV HV network.

Firstly, in moving between grid connected to iskathdnode of operation the
fault level will be reduced. The degree of reductwill depend on the generation
technologies present within the island and the aapactually in service at any
given time. In the previous chapter an extremee a#sa predominately inverter
supplied network was considered for microgrids ¥t LAt the HV level, a similar
situation could potentially arise as full-converterterfaces are commercially
available for MW scale wind turbines and energyage systems. Although the
capital costs of these at present are higher tagm OFIG design for wind turbines,
they do possess excellent low voltage ride-throggiRT) and other control
characteristics and it is likely that these willesancreasing application as the
technology matures. This study uses a range ofergéon types covering
synchronous, asynchronous and converter interfacEde use of only converter
interfaced sources, however, is not consideredisstudy. This is justified on the
grounds that the objective of this chapter is tondestrate the application of the
adaptive protection architecture: to achieve thie study seeks to consider an
example that could be put into practice relativigyckly that still includes some of
the severe dynamic consequences that an availableragion mix could create. In

particular, if the fault level is too low then ptens such as voltage step changes and
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harmonics become challenges that will need to befaédy considered. Although
worthy of further study, these are not in themsgltree main focus of this chapter
and so the generation mix has been selected to wmiable solutions with
conventional control solutions (although as will ddeserved the dynamics can still
be seen to be onerous under certain circumstances).

Secondly, system protection is not generally cotettat the HV level of a
primary substation with the exception perhaps otiader-voltage function [6.6]. If
islanding is going to be permitted then additiofrelquency and further voltage
based functions will have to be added. The cadlicriaof these settings is
complicated by the potential for the system dynamic change as different
generation is connected or their relative propaogievithin the in-service capacity
varies. For the case of load shedding in the ewEatlarge mismatch between load
and available generation, the rate that frequendly ackange may vary widely
leading to different sizes of load blocks to b@pged. A distinction is made here
between demand response (e.g. frequency sensiéviees) intended to support
balancing and the protection functions intended ptotect equipment in an
emergency situation. The former will be an intégrart of system balancing
whereas the latter will continue to be a separatsideration.

Furthermore, since significant enhancements arengbgilanned to the
protection functionality at HV, some assumptionyveéh#o be made regarding the
relay, automation and communications technologyila@ve. It is assumed that
modern relays are available of at least an earliti#iunction numerical type (i.e.
IED) that can have multiple groups of settingsis liurther assumed that a substation
LAN and WAN are available out to any other protectidevices outside of the
substation within the HV network. For example Eitie¢ based communication for
IEDs using IEC 61850 standard [6.7] would be aralidaethod for realising the
proposed system. This would permit transducelayseand automation hardware all

to be integrated using both process and statiorttmnunication philosophies.

6.2.3 Application of Design Methodology

The design methodology set out in 83.6 starts with identification of the
different scenarios that will be covered by thepdida protection Kigure 6-).
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Figure 6-1: Design methodology applied to an HV iahdable power system.
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These will, in practice, be defined by those nelwglanners who decide that
an area of the network has the potential to beatperas an island. This process
could be initiated by monitoring net flows from amea along with records of
generation and demand connections. As an outpur fineir analysis, they will have
demarcated the island (with a suitable supervisewvgl control scheme, e.g. EMS)
such that it can be sustained given the local geioer (and, perhaps, responsive
demand) available. As with any engineering destgere will be restrictions on
when and how this island can be sustained, whichuin lead to undesirable
conditions that must be detected and appropriateoradaken to disconnect
equipment in order to avoid damage. Thus the ptiote engineer will be provided
with the electrical characteristics of the systard the boundaries within which the
different operational scenarios are to be permiteed. islanding may be blocked
should the pre-isolation transfer across the bogynbda too great so as to avoid
subjecting consumers to major voltage and frequdnaysients after islanding).
Based on these the protection system must be asegmd verified for each scenario
and operation restricted within the boundaries ifipec The range of the electrical
characteristic variation between the scenarios a@gtermine the extent to which the
protection needs to be adapted and, in some cabkéd) additional functions must
be added.

In this chapter the creation of these scenaricglgs considered since in so
doing a greater understanding of the islanded peys&em challenges can be shown.
It is also of interest to observe that since intral islanded within distribution
network is in practical terms a new approach, tlnelén of analysis required by the
utility staff will initially be high. However asrhe progresses more experience will
be gained of different generation capabilities andthese studies should become
more straightforward to complete. The extent tacWwht can become a standard
procedure will depend on how generation technotgiature and are deployed, as
well as additions to local grid codes to specifywhequipment should respond to
particular disturbances (e.g. the German grid cgplecifies the level of reactive
current support that must be provided during atfaulproportion to the retained
voltage [6.8]). Ideally once defined these can gahebe reused and written into
design handbooks within the utility to speed-up stahdardise the process.
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The actual scenarios are created for the studyanktiv 86.3.3.2, but to begin
the design process the key areas that must bedesediby protection engineers are
summarised in Table 6-1. These cover the usuatezras such as the range of
available fault level, but now also encompass &t information that is
concerned with the frequency and voltage behawbtine network, as well as when
islanding and resynchronisation is permitted. Mahthese are interrelated and will
have a significant impact on the final design. Séhareas will, along with the
protection philosophy policies of the utility, besed to assess the impact of the
scenarios on how protection should be enhance@wloped for the network under
consideration.

A graphical summary of the design methodology mnshin Figure 6-1 which
has been updated from that in Chapter 3 to reftecspecific protection functions in
this example. The scenarios and restrictions aaé/sed using the protection design
philosophy of the utility and equipment capabibtia terms of both short-circuit and
system protection. Typical UK practice has beestduss documented in [6.6].

For the first type of protection, studies are tocheried out to confirm if either
existing settings or functions available are adesmumsed on the different fault
levels available. These studies will be based mvipus study work done by
planners and will calculate the appropriate paramsetrequired for protection
purposes (in this case the fault currents flowmgbialanced and unbalanced faults at
various locations in the network). The operationes for the functions will be
checked to see if they meet requirements and amrycsimings noted.

On the other hand, the second type will require memctions to be added
unless this is a modification of an older islancheodue to changes in local
generation or its footprint (i.e. the physical extéo which the intentional islanding
will be put into effect). More detailed dynamiaidies will be required here to
characterise voltage and frequency responses tectrarios created by the planners
or the disturbances that must be survived as definethe distribution code and

company standard design handbooks.
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Table 6-1: Parameters impacting on scenario developent.

Parameter

Issues

Scale & Footprint

of Network

Where are the boundaries where intentional isaidtiom the grid
is to take place once the decision has been taken?

What are the types and capabilities of the switahgeailable at
these locations?

Are there other potential smaller islands to berpiéed within the
larger island? This could, for example, include Ivcrogrids

where sufficient generation is available as disedss Chapter 5.

Generation Typeg

What are the generation technologies connectednatitie island?
This includes such factors as: fault current cbotion, low-
voltage ride through, inertia (actual or synthetecitation system
response, sensitivity to imbalance, overload cdipgbiprime

mover dynamics and so on.

Load Types

What types of load are within the area considerésl@. residential,
commercial or industrial demand classifications)

Based on these classifications, are there any eciratig
characteristics to be considered such as air donditdynamics or
equipment sensitivity to power quality issues?

Are there any loads which have special contracimangements
that either require a certain security of supplyae available for

short-term disconnection under given circumstances?

Profiles

What are the anticipated generation and demandgwafithin the

area considered?

This is particularly relevant for generation thatriot inherently
flexible such as CHP.

What are the extremes of demand and the ramptatEsexpected

at different times?

Islanding
Initiation &

Resynchronisatiof

Under what conditions is islanding permitted orhagys blocked?
This could be based, for example, on pre-isolati@t power
exchanges or unavailability of generation that dacrease or
decrease its output as required after isolation.

What are the criteria and permitted locations &®ynchronisation

and reconnection to the grid?
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In general the studies described above will idgn&ahd then provide new
additional settings for the different functionsttiall find application at some point
(when selected) within the execution layer of tliamive protection architecture.
These groups of settings as a whole will form thsi$ of the coordination layer in
the architecture.

These performance assessments will then be follpietcessary, with the
addition of functions, further settings groups #mel logic need to map these onto the
changes in the primary power system. This lasttpa@lates to the creation of the
functionality within the coordination layer of tha&rchitecture. At this stage a
transition diagram will be made to show graphicaligw the system can move
between different groups and what the initiatingarales are in the primary or
secondary systems. It should be noted that acpéati group will correspond to a
particular operational scenario that could be defiby a range of parameters. For
example, the overcurrent settings could be valichfbase level of generation and be
satisfactory with minor changes, either up or dowm,the capacity actually
operating. Consequently, the mapping and sensittei system variations of the
scenarios becomes a vital part of the group doctatien process. It is also
important that these groups are intuitively lak#léich that operators are aware of
their significance (e.g. a group of settings desghe used when the stability margin
of the system is low should be given special atvait The outcome from this work
will be clearly defined settings tables for thetpation groups and the logic required
for their initiation when a change occurs.

Once the basic functional elements and settingshefadaptive protection
scheme have been designed, diagnostics can thehdied to permit any hardware or
software failures to be analysed. This will indudt the execution layer the
definition of triggers for disturbance recordersdagnsuring that the protection
settings group in use can be tagged to these iiegstd Moving up to the
coordination layer, logic needs to be defined talgse the impact of failures and
either take immediate action to change a settinggpgand/or pass this information
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to the management layer. Thus diagnostics at dleedmation layer could require
additional mappings for the settings groups arksliwvithin the transition diagram.

The management layer is the highest and whichhipurposes of this chapter
is closely linked to the EMS. It is here at thevdl that the performance of
operations can be assessed in the context of thealbwystem. For example, the
activation of an instantaneous overcurrent group then a subsequent fault can be
assessed to see if it avoided the instability padicular generator if it were known
that this unit had a particularly low and thus peohatic critical clearance time
(CCT).

The design process also includes the overall iategr and the mapping
between actual hardware and the functional ardiitec It is at this stage that the
settings files for the target vendor's system agated along with the documentation
necessary for commissioning. It would be preferghht the scheme can be made
ready for implementation using a tool such as thesttion configuration language
which is part of the IEC 61850 standard. Thessfiould need to include not only
the settings but also all other supporting infolioratsuch as the programmable
scheme logic.

Event based testing is then used to check thacaharios have indeed been
adequately assessed and designed against. Incprdetms this is the automated
use of scenarios within an analysis software toaheck issues such as grading and
stability. A set of scripts would ideally be weit to allow such a task to be carried
out and the results reported to the user. Addii@vents not originating within the
planning process could also be considered at thigesf thought desirable.

The test plans are also created at this stage wihilhtbe used by the
commissioning engineers. These will include thienden of test inputs with which
to verify that the scheme will adapt as requirgdiven the adaptive nature of the
scheme, this will be more involved than would be thse for existing conventional
secondary injection testing. Signals mimickingtisdaindications or other data
sources will be placed on the LAN or WAN that slibcause the coordination layer
functionality to take appropriate action. IEDs ¢han be checked to ensure that the
correct action has in fact taken place. Once &aicegroup of settings has been

applied, injection testing can take place if neags®ither directly to the relay via
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power amplifiers or by using simulated sample valigmals over the LAN or WAN.
The potential for complexity in this test procedwiéd necessitate good engineering

tools with automation and remote access capasilitie

6.3 Study System

The following sections detail the study system ibaised for analysis in this
chapter. It is based on a representative sectiohlokV HV cable distribution
supplied from a primary substation in the UK andudes, as examples, open ring
circuits supplying equivalent LV networks. The maharacteristics are described in
the next section and are then followed by spediétails of the existing protection
that would be applied. A range of LV and HV gemers are then connected across
the network with installed capacities and outphtd &re dispatched to meet a set of
demand scenarios for islanded operation. All modgivas carried out using PSS/E
version 32.1. A summary of the data used for tbevgy system modelling is

provided in Appendix C.

6.3.1 System Overview

A single line diagram of the example system is ginawFigure 6-2 without
any generation connected. The network is supptigde primary substation via two
identical 15/30 MVA Dyl11 15 % (on rating) transfars connecting it to incoming
33 kV circuits (15 km, 3x1x400 miAl XLPE cables), which are in turn connected
to an equivalent of the 33 kV network. During stedies this equivalent is set to

provide minimum and maximum fault levels as follows

Three-phase: maximum 1100 MVA and minimum 400 MVA
Single-phase: maximum 700 MVA and minimum 250 MVA

Both transformers have on-load tap changers (OLAr@) their secondary star
winding neutral point earthed via resistor (%23 to ensure that the single-phase
earth fault current is limited to approximately A ker transformer. The OLTC is
used to control the voltage at the primary sulbmtagind has a dead-band of 1.00 pu —
1.02 pu.
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To facilitate islanding and synchronisation, twaliéidnal circuit breakers have
been installed on the 33 kV side of the substatransformers. These would not
normally be installed within an existing primarybstation but are now required to
support the enhanced islanding functionality bynpting isolation (potentially
under external fault conditions) and resynchroisat

The 11 kV network is comprised of two lumped demaogivalents at the
primary substation bus-bar and three undergrouhbkdaeders each used to connect
secondary substations containing 11/0.4 kV Dylb 44’ (on rating) transformers
with a mixture of 0.5 MVA or 1 MVA ratings. Thegdbree cable circuits have the
possibility for interconnection at the normally appoints (NOP) as shown on the
diagram. All 11 kV circuits use a mixture of 1x1881" or 3x1x300 mr Al XLPE
underground cable.

The LV networks have been modelled as equivalesddaat the distribution
boards. A list of all network loads and their poviactors are given in Table 6-11.
The loads on the network can be characterised iag besidential, commercial and
(light) industrial with consequential differencespower factor. Two lumped loads
are used at the primary substation bus sectiordessribed above to represent a
number of HV circuits and their associated secondabstations that have not been
modelled in detail.

Most secondary substations use modern RMUs (withff Tposition circuit
breaker and relay instead of fuses) with the exoepif those at the middle of the
circuit which have switchboards to permit the ilataon of a circuit breaker with
mid-point protection. All RMUs at the end of thiecaits have been assumed to be
fitted with automation actuators to permit recoofagion.

The dynamics of the demand connected to the netan@kepresented using
the CLODBL complex load model [6.9]. This enablasmixture of motor,
transformer excitation, discharge lighting and ottypes to be represented in the
studies. Note that the HV/LV transformer has beedelled explicitly and so the
parameters for this part of the model are set tto @ee. the equivalent resistance and
reactance terms). Table 6-3 provides a breakdofvthe parameters used for

residential, commercial and industrial demand wiithie network.
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Figure 6-2: Single-line diagram of the study system



Table 6-2: Network load breakdown (equivalent at LVand HV locations).

Bus Max/Min Power
Nummber Type Active Power Factor
(MW]
401 Secondary Sub 0.350 0.98
402 Secondary Sub 0.350 0.98
403 Secondary Sub 0.350 0.98
404 Secondary Sub 0.350 0.98
405 Secondary Sub (industrial) 0.350 0.92
406 Secondary Sub 0.350 0.90
407 Secondary Sub 0.350 0.98
408 Secondary Sub 0.350 0.98
409 Secondary Sub 0.350 0.98
410 Secondary Sub (commercial) 0.500 0.95
411 Secondary Sub 0.350 0.98
412 Secondary Sub 0.350 0.98
413 Secondary Sub 0.350 0.98
414 Secondary Sub 0.350 0.98
415 Secondary Sub (commercial) 0.500 0.95
416 Secondary Sub 0.350 0.98
417 Secondary Sub 0.350 0.98
418 Secondary Sub 0.350 0.98
419 Secondary Sub 0.350 0.98
11003 Lumped at Primary Stib 2.450 0.98
11004 Lumped at Primary Stib 2.450 0.98
Totals: - 11.850 -

% These represent a lumped equivalent of severaffdéders containing a mixture of demand and
generation connected via secondary substations.
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Table 6-3: PSS/E dynamic complex load model (CLODBL[6.9] parameters.

Parameter Units | Residential | Commercial Industrial
Large motors % 0 5 60
Small motors % 30 40 20
Transformer excitation current % 2 2 2
Discharge lighting % 10 20 5
Constant Power % 30 20 5
Kp remaining - 2 2 2
Transforme?’ - - - -

6.3.2 Existing HV Protection Scheme

The protection installed on the HV network constsiumerical relays with
multiple elements (overcurrent and earth fault)ated at the primary substation
feeder circuit breakers, the mid-point of the twixwts and at the T-off position
circuit breakers within the secondary substationUBM The specific protection
elements and their role at each circuit breaksummarised in Table 6-4. The table
also includes the functions installed to prote@ tlansformers and the directional
overcurrent intended to isolate a fault on onéhefincoming 33 kV feeders. Settings
have been calculated for these elements basedparaltyperformance requirements
for a system that would only be operated with aneation to the grid.

For the purposes of grading, the first device m ghading path is at the T-off
position circuit breaker in the most remote secopdabstation. This device has
been set to provide back-up for any downstream awt$ should they not be cleared
by the fuses. The grading path then moves backhaamid-point circuit breaker,
feeder circuit breaker and then finally the 33/V1tkansformer low voltage circuit
breakers in the primary substation. A grading nmagf 300 ms has been used for
both inverse overcurrent and earth fault protectiofhe settings were calculated
under maximum fault level conditions and then cleelcknder minimum conditions.

Note that protection was not applied at the bus@ecircuit breaker since the use of

4 parameters not used as the transformers haventiaelled explicitly.
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mid-point protection (i.e. an additional level imetgrading path) made achieving a
maximum fault clearance time of 1.5 s impractidatree 33/11 kV transformer LV
circuit breakers given the network conditions stddi All overcurrent and earth fault

functions use IEC standard inverse curves.

Table 6-4: Summary of HV protection elements.

Location Element Comments

* Directional Inverse
* All OC/EF use IEC standard

inverse curves.

Overcurrent

2 Stage Inverse Overcurrent
Transformer * Directional OC set to 20 % of
» 2 Stage Inverse Earth Fault
LV CB transformer winding with a TM
* Restricted Earth Fault f0.1

of 0.1.

« Neutral Voltage Displacement _
* NVD set to 5 kV with 5 s delay.

* Winding and Oil Temperature

Bus-Section

cB « Inverse Overcurrent  Not installed in this example.

¢ Inverse + DT Overcurrent * All OC/EF use IEC standard
Feeder CB _
¢ Inverse + DT Earth Fault Inverse curves.

Mid-Point * Inverse + DT Overcurrent » All OC/EF use IEC standard

CB * Inverse + DT Earth Fault inverse curves.

* Provides LV back-up.
* All OC/EF use IEC standard

inverse curves.

RMU T-off | ¢ Inverse + DT Overcurrent

CB s Inverse + DT Earth Fault

Before giving the detail of the protection settingse results of symmetrical rms
(Ix) fault calculations are shown in Table 6-5 and |&a®6 for minimum and

maximum conditions (i.e. lowest grid infeed comhineith a single 33/11 kV

transformer; and highest grid infeed combined witlo 33/11 kV transformers

respectively). The fault level at the 11 kV bus-baries between approximately
85 MVA and 161 MVA.
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Table 6-5: Three-phase short-circuit calculation reults in kA and MVA.

Maximum? Conditions

Minimunt® Conditions

Bus Voltage " Equivalent e Equivalent
Number [kV] KA] Fault Level KA] Fault Level
[MVA] [MVA]
11003 11 8.44 160.79 4.44 84.53
11004 11 8.44 160.79 4.44 84.52
11022 11 4.88 92.95 3.20 60.90
403 0.4 13.98 9.69 13.13 9.09
11038 11 3.89 74.12 2.74 52.14
407 0.4 13.67 9.47 12.84 8.90
11054 11 5.95 113.33 3.62 69.06
411 0.4 14.23 9.86 13.35 9.25
11066 11 4.84 92.23 3.18 60.50
414 0.4 13.99 9.69 13.13 9.10
11089 11 4.57 87.00 3.05 58.15
419 0.4 13.95 9.67 13.09 9.07

Table 6-6: Phase-earth short-circuit calculation reults in kA and MVA.

Maximum?® Conditions

Minimunf® Conditions

Bus Voltage e Equivalent e Equivalent
Number [kV] KA] Fault Level KA] Fault Level
[MVA] [MVA]
11003 11 2.20 41.95 1.08 20.58
11004 11 2.20 41.95 1.08 20.58
11022 11 1.85 35.23 0.98 18.74
403 0.4 14.38 9.96 13.69 9.49
11038 11 1.70 32.33 0.94 17.88
407 0.4 20.51 14.21 19.26 13.35
11054 11 1.99 37.98 1.02 19.53
411 0.4 21.34 14.79 20.02 13.87
11066 11 1.86 35.46 0.99 18.84
414 0.4 20.94 14.51 19.66 13.62
11089 11 1.82 34.68 0.98 18.63
419 0.4 20.93 14.50 19.64 13.61

% Maximum grid infeed and two 33/11 kV transformerservice.
%6 Minimum grid infeed and a single 33/11 kV transfier in service.
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The ratios for the CTs installed in the systemaaréollows:
* Primary Substation: Transformer CB 1200/1 & FedZiBr600/1
* Mid-Point: 450/1
*  RMU T-off: 250/1

The time-current characteristics derived for theerourrent and earth fault
functions are shown in Figure 6-3 and Figure 6At.summary of the settings is
provided in Table 6-7 and Table 6-8 for referenmely( for feeders with mid-point
protection). Note that definite time elements hal® been included to reduce
clearance times for close-up faults and the pickafiings are based on 150 %
overloads of primary equipment. For benchmarkingppses Table 6-9 gives the
total clearance times (relay plus circuit breakperong) at the different circuit
breaker locations for a zero impedance HV faultthe most remote secondary

substation in the grading path under minimum feayél conditions.

Table 6-7: Inverse overcurrent and earth fault proection settings summary.

Inverse Overcurrent Inverse Earth Fault
Location Pickup Time Pickup Time
[Apriman] Multiplier [Apriman] Multiplier
Transformer LV CB 600 0.30 180 0.30
Feeder CB 320 0.30 120 0.30
Mid-Point CB 160 0.25 100 0.20
RMU T-off CB 40 0.15 20 0.10

Table 6-8: DT overcurrent and earth fault protection settings summary.

DT Overcurrent DT Earth Fault
Location Pickup Time Delay [s] Pickup Time Delay [s]
[Aprimary] [Aprimary]
Feeder CB 2800 0.45 1600 0.45
Mid-Point CB 2300 0.30 1300 0.30
RMU T-off CB 1900 0.15 1000 0.15
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Table 6-9: Benchmark clearance times for a remotellkV fault.

Location Overcurrent [s] Earth Fault [s]
Transformer LV CB 1.281 1.181
Feeder CB 0.916 0.955
Mid-Point CB 0.579 0.586
RMU T-off CB 0.150 0.150

6.3.3 Generation and Demand Scenario Development

It is assumed that the total generation connedcietthd feeders originating at
this primary substation has been identified as dah a level that will permit
successful intentional islanding. Such a conclusigll only be possible after
planning staff monitor net flows calculate the nmaxim plant margin (the percentage
by which installed generation capacity exceeds peakand) and analyse the
intermittency characteristics of the various getesa

A schematic of the system with generation conneegshown in Figure 6-5.
The generation is connected both within the LV meks and via dedicated
generator step-up transformers onto the HV netwdrke main generators (diesel,
gas and wind turbines) for this network are coredatither at or via dedicated
feeders to the 11 kV bus-bar at the primary suiostatLV connected generation at
the secondary substations are equivalents witrexieeption of a larger CHP unit.
The sections that follow describe the breakdowithefgeneration in detail and the
scenarios developed to analyse the islanded systslamding for this network will
only be permitted at the circuit breakers locatetiieen the incoming feeders and
the 33/11 kV transformers.

6.3.3.1 Islanding Capability

Table 6-10 provides a breakdown of the generatammected to this area of
the HV network. A broad mix of generation has béetiuded with the larger
synchronous machines in this example being drivwewliesel engines. In practice
these could be replaced by other fuels or primeasa@epending on local conditions.
Using the total installed capacity derived fromsthable and the total peak demand
from Table 6-2 the plant margin can be calculatecbaing approximately 82 %.

This may at first appear to be high in comparisorihie national system in recent
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years where a figure closer to 20 % has been tbe, daut since there are far fewer
generators providing diversity, higher values @nplmargin are necessary to cover
outages, as well as to deal with potentially lovadofactors associated with
intermittent generation. However this plant marguil only give a general
indication of the viability of the islanded syster®ther issues such as the adequacy
of fault level, voltage regulation and indeed opiera at varying generation
dispatches will all need to be considered. Thiglose by creating a range of
scenarios ranging from minimum to maximum demandele and these are

developed in the following section.

6.3.3.2 Scenarios

The scenarios have been developed based on stldéingemand connected to the
network from 20 % to 100 % in 5 equally spaced leyeefer to Table 6-11). It has
been assumed that the power factor remains corstangs the demand levels. To
meet these demand levels, a generation dispatchbbas developed using a
combination of varying the output from microgenematand then balancing the
system using the controllable plant such as theetli@nd gas turbine driven
generators. The objective was not to define exastiat the generation/dispatch
makeup will be at all times, but rather to représgiausible overall generation
dispatches that will probe the range of technioalditions that could occur.

When these dispatches were created, an attempmads to ensure that in-
service diesel generators are loaded in excesD &b 4nd that a good level of
reserve was available to cover the sudden loseémgtion. Table 6-12 shows the
generation dispatch created for each scenariogedossid the reserve capacity
available from controllable generation. The lowestie occurs in the 80 % scenario
where the reserve capacity is 66 % of the generaligpatch total.

During the course of the studies that follow thesenarios are subject to
additional scaling (treating the scenario demané d&mse) where it is required to
stress the system. For example, when considem@amiéncy regulation after the loss
of the largest generator. This is to representpib@ performance of supervisory
level control such as the EMS in ensuring that icigfit spinning reserve is

available. Multipliers from 0.7 to 1.7 in 0.1 ilronents are used.
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Table 6-10: Generation capabilties within the islad zone.

Bus Prime Mover Vierm Single or Stating Prating
Number Technology [kV] Aggregate [MVA] [MW]
[S or A]
402 Microgeneration 0.4 A 0.150 0.150
403 CHP 0.4 A 1.875 1.500
405 Microgeneration 0.4 S 0.100 0.100
407 Microgeneration 0.4 A 0.100 0.100
410 Microgeneration 0.4 A 0.200 0.200
412 Microgeneration 0.4 A 0.100 0.100
413 Microgeneration 0.4 A 0.100 0.100
417 Microgeneration 0.4 A 0.200 0.200
418 Microgeneration 0.4 A 0.100 0.100
501 Diesel 3.3 S 5.000 4.000
501 Diesel 3.3 S 5.000 4.000
501 Diesel 3.3 S 5.000 4.000
601 wind 0.69 S 0.533 0.480
602 wind 0.69 S 0.533 0.480
603 Wind 0.69 S 0.533 0.480
801 GT 11 S 3.125 2.500
801 Fuel Cell 11 S 1.000 1.000
11006 Microgeneratich 11 A 0.700 0.700
11010 Microgeneratigh 11 A 1.400 1.400
Totals: - - - 25.750 21.590

" These values are aggregate representations aMtmnnected generation connected to the other
HV feeders that have not been represented expliaithis model.
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6.3.3.3 Dynamic Models

A summary of the dynamic models used for the geaesaconnected to the
study system is provided in Table 6-13 and a sepavhmeters can be found in
Appendix C. All models are of a standard type JJéu8d typical data has been used
that is appropriate for the scale of the generattudied.

Table 6-11: Scenario demand levels.

Bus 20 % 40 % 60 % 80 % 100 %
Demand Demand Demand Demand Demand
Number
MW] MW] MW] MW] MW]
401 0.070 0.140 0.210 0.280 0.350
402 0.070 0.140 0.210 0.280 0.350
403 0.070 0.140 0.210 0.280 0.350
404 0.070 0.140 0.210 0.280 0.350
405 0.070 0.140 0.210 0.280 0.350
406 0.070 0.140 0.210 0.280 0.350
407 0.070 0.140 0.210 0.280 0.350
408 0.070 0.140 0.210 0.280 0.350
409 0.070 0.140 0.210 0.280 0.350
410 0.100 0.200 0.300 0.400 0.500
411 0.070 0.140 0.210 0.280 0.350
412 0.070 0.140 0.210 0.280 0.350
413 0.070 0.140 0.210 0.280 0.350
414 0.070 0.140 0.210 0.280 0.350
415 0.100 0.200 0.300 0.400 0.500
416 0.070 0.140 0.210 0.280 0.350
417 0.070 0.140 0.210 0.280 0.350
418 0.070 0.140 0.210 0.280 0.350
419 0.070 0.140 0.210 0.280 0.350
11006 0.490 0.980 1.470 1.960 2.450
11010 0.490 0.980 1.470 1.960 2.450
Totals: 2.370 4.740 7.110 9.480 11.850
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Table 6-12: Scenario generation levels and availabteserve.

Generator 20 % 40 % 60 % 80 % 100 %
Bus Number
Peen [MW] | Pgen [MW] | Pgen [MW] | Pgen [MW] | Pgen [MW]

402 0.075 0.045 0.075 0.075 0.075
403 0.950 - 0.900 1.125 1.350
405 0.010 - 0.050 0.050 0.050
407 0.020 0.030 0.050 0.050 0.050
410 0.020 - 0.100 0.100 0.100
412 0.100 0.030 0.080 0.080 0.080
413 0.010 - 0.050 0.050 0.050
417 0.020 - 0.100 0.100 0.100
418 0.040 0.030 0.050 0.050 0.050
501 - 2.012 2.048 2.066 2.032
501 - 2.012 2.048 2.066 2.032
501 - - - 2.066 2.032
601 - 0.096 0.096 0.096 0.096
602 - 0.096 0.096 0.096 0.096
603 - 0.096 0.096 0.096 0.096
801 1.125 1.125 - - 2.000
801 - - 0.410 0.500 0.500

11006 - 0.070 0.350 0.350 0.350

11010 - 0.140 0.560 0.560 0.840

Totals

(MW 2.370 4.758 7.143 9.498 11.883

Losses

(MW 0.1 0.138 0.146 0.193 0.225

Reserve

(MW 2.43 6.38 452 6.26 6.65

With regard to frequency control, the diesel engigas turbine and battery

energy storage units all have a droop characegplied intended to apportion an

increase or decrease in demand across the regulatits in service at a particular
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time. The DFIG model used incorporates crow-batgmtion for the rotor converter

and possesses a LVRT characteristic.

Table 6-13: PSS/E Dynamic model description$.9].

Component o
Generator Type Description
Models

GENSAL | Standard salient pole synchronous machingeino

Simplified system that includes lead-lag term for
SEXS the regulator and first order representation of the

Diesel Engine exciter.

System includes isochronous governor, hydro-
DEGOV | mechanical actuator and diesel engine

representations.

GENROU | Standard round rotor synchronous machinesimod

Simplified system that includes lead-lag term for
SEXS the regulator and first order representation of the

Gas Turbine exciter.

Basic gas turbine model that includes regulator,
GAST combustion chamber time constant and a load

limiting feedback path.

GENSAL | Standard salient pole synchronous machingetno

Simplified system that includes lead-lag term for
CHP SEXS the regulator and first order representation of the

exciter.

TGOV Basic thermal governor model.
Generic model of IEC type 3 wind turbine (DFIG).
Wind Turbines WT3 LVRT modelled (i.e. crow-bar and associated

control).

Dynamic model of battery energy storage
Battery Energy CBEST developed by EPRI. Instantaneous active power
Storage response with charge/discharge efficiencies and

AVR loop to enable terminal voltage control.

) , Squirrel cage induction machine with saturation.
Microgeneration CIMTR3

Constant mechanical power input assumed.
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6.4 Overall Control Objectives & Islanding Decision Pcess

The decision to permit islanding of an area of mekvmust be based on the
aim of improving the security and quality of suppdylocal demand. There could be
times where although it may be possible to isldihe,best course of action could be
to wait and try to ride through a disturbance as will present the lowest risk to the
supply for all customers within the local systenConsider the example of an
external transitory network fault in the 33 kV ®mst combined with a relatively
large net exchange of power from the grid into ltheal system. In principle fast
islanding could be initiated, but the post-separatpower deficit may be large
enough to require under-frequency load sheddingnssfficient reserve may be
available from local controllable generation. Tlgigen that some customers may
be disconnected, it may be a better course ofratti@elay islanding to check if the
disturbance is cleared remotely. However, if tle¢ power exchange is relatively
small, fast islanding can proceed without diffigudind the time that the local system
is subjected to low supressed voltages minimised.

For the purposes of this study, it is assumed timatoverall control for the
system will act to maximise the utilisation of dable generation resources within
the local system, whilst balancing this objectiygaiast optimising the net power
flows across the boundary to minimise the distuckanthat are caused by
imbalances should isolation take place. Cleartiicaigh this may be technically
ideal, minimising net flows could have the unfodten impact of curtailing
generation which may be from a low carbon energyrs® Thus the option of
minimising islanding transients must be balancediresj the environmental and,
moreover, financial implications of constrainingydaocal generation. To help with
this problem, controllable generation such as dliiesigs and energy storage can be
used as a flexible resource to regulate the spilereergy to the grid (with the
preference towards the latter for environmentasoea). This approach has been
used for the example system where these typesefsakave been built into the local
generation mix.

Although the description above represents the obobjectives with regard to

generation within the system when it is grid coredc the protection must be
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designed to guard against situation where theseotdre met. Thus there is a link
between the hierarchical EMS type control functlityaand the role of system

protection functions such as and islanding deta@nhdgiation.

NO

YES
DELAY

EXTERNAL LOM? GRID DISTURBANCE?

YES

LARGE AP/Q?

NO

NO

YES
GRID DISTURBANCE? RECONNECT

Figure 6-6: Automatic islanding descision making pocess.

To formalise the philosophy for automatic islandiagsuitable process is shown
diagrammatically in Figure 6-6 above. The procasts with the parallel processes
of detecting a disturbance such as a fault thabkas classified as being appropriate
to trigger separation from the grid or detectionlads of mains due to remote

switching. Examples could include:

 Isolation from the grid at some remote location doe either manual
switching or the action of protection. This woukbult in the local system
either supporting external demand (most likely)tloe local system being

supported by other demand external to the bounddry.either case the
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mismatch in power would result in frequency andtage disturbances that
will degrade the power quality for local consumers.

» A fault that is electrically close to the local s® that will require isolation
to clear the contribution of local generation. Hog system under study this

could be on the incoming 33 kV circuits from the&gupply point.

For the case of disturbances the next stage ipriheess is to assess the pre-
disturbance net power flows across the bounddrtheke are small then isolation at
the defined boundary can proceed and power qubditgls restored within the
islanded system with minimal transients. On theephand if the net power flows
are large, islanding will lead to large frequenayd avoltage transients as local
generation reacts to restore balance. Howevedisiterbance initiating the potential
islanding may be transitory and the best decismudcbe to delay the decision to
island such that the grid supply can be restorekowt isolation or island only when
it is apparent that the disturbance is permandrar this second approach to be
feasible the time delay must be chosen that wdldevaemote back-up protection to
clear a fault that is causing the disturbance ksd Bwer than the critical clearance

time of the local generation with respect to exaéfaults.

6.5 Demand Frequency & Under-frequency Load Shedding

At present the demand connected to distributioworlds has a frequency
response that is attributable only to the undegyethnical characteristics of devices
(e.g. motors and their associated loads). Thesaracteristics have been
incorporated into the studies in the following smt$ by the use of the CLODBL
complex load model as described in section 6.3dbwever, providing dynamic
demand response has been the subject of much mese@rch [6.10] (e.g. resistive
elements used for water heating being controlledralng to system frequency). As
this is an emerging area and not the specific fafuthis work, it has not been
explicitly modelled in the simulations that follow order that conservative results
are obtained so that the underlying system charsiits can be seen. The

application of under-frequency load shedding igligtl later and these functions will

178



be installed at the secondary substation level sitbey will be used to isolate

demand at the LV feeder level.

6.6 Study System Characteristics

The following sections describe the characteristicthe study system under a
range of operating conditions covering the grid rmmted and various island
scenarios. These are intended to provide thefipagton for installing enhanced
protection using adaptive concepts to address Hrging characteristics of the
system once islanding is permitted. Moreover,dhuelies that are described in this
section are part of the design methodology wheeesttenarios for the system are

analysed.

6.6.1 Fault Levels

Previous calculations have shown the variatiorairtflevels when the study
system is subject to minimum and maximum grid idfee Table 6-14 and Table
6-15 provide the three-phase and phase-earth leaudts respectively for all island
operating scenarios as well as when grid connesitidall generation as dispatched
in the 100 % scenario.

For the case of the three-phase fault levels alihiev primary substation, the
values can range from approximately 230 MVA fordgdonnected with 100 %
generation down to 20 MVA for islanded mode with%Qyeneration. The islanded
mode case with 100 % generation has a fault levislis location of 74 MVA which
is approximately 10 MVA lower than for grid connedtminimum infeed conditions
with no local generation. A further point of nagethat the fault level increases
slightly from 44 MVA to 47 MVA between the 60 % ad@® % islanded scenarios
respectively. This is a consequence of the geioeralispatches created for these
scenarios in which both have approximately the séwel of larger synchronous
machine based generation in service (although \siightly different levels of

smaller generation).
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Table 6-14: Three-phase short-circuit calculation esults in kA and MVA.

Grid Connected Islanded

100 % Scenario 100 % Scenario 80 % Scenariq 60 ®nado 40 % Scenario 20 % Scenario

Bus | Voltage Equivalent Equivalent Equivalent Equivalent Equivalent Equivalent
Number | [kV] [ Fault I Fault [ Fault [ Fault [ Fault I Fault
[KA] Level [kA] Level [KA] Level [KA] Level [KA] Level [kA] Level
[MVA] [MVA] [MVA] [MVA] [MVA] [MVA]
11003 11 12.0% 229.64 392 74.75 3.24 61.79 2.29  43.57 2.46) 46.94 1.04f 19.87
11004 11 12.0% 229.63 3.92 74.75 3.24 61.79 2.29  43.57 2.46) 46.94 1.04f 19.87
11022 11 6.20 118.21 3.16 60.11 273 51.92 2.05 39.08 2.09 39.80 1.01 19.34
403 0.4 | 14.44 10.01 13.11 9.08 12.85 8.91 12.22 8.47 12.11 8.39 9.34 6.47
11038 11 4.76 90.74 2.17 52.86 245  46.59 1.90 36.21 1.90 36.27 0.98 18.72
407 0.4 | 14.14 9.79 12.87 8.92 12.63 8.75 12.04 8.34 12.02 8.33 9.25 6.41
11054 11 7.61 145.02 3.33 63.52 2.83 53.98 2.08 39.63 2.23 42.46 1.00 18.96
411 0.4 | 14.48 10.03 13.04 9.03 12.77 8.85 12.12 8.39 12.27 8.50 9.15 6.34
11066 11 5.90 112.38 2.97 56.68 257 49.02 1.94/ 36.96 2.07] 39.48 0.96 18.30
414 0.4 | 14.23 9.86 12.84 8.89 12.58 8.72 11.95 8.28 12.10 8.38 9.04 6.27
11089 11 5.50 104.76 2.87 54.77 250 47.61 1.90 36.18 2.03 38.66 0.95 18.10
419 0.4 | 14.19 9.83 12.80 8.87 12.54 8.69 11.91 8.25 12.05 8.35 9.01 6.24
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Table 6-15: Phase-earth short-circuit calculation esults in kA and MVA.

Grid Connected Islanded
100 % Scenario 100 % Scenario 80 % Scenaric 60 %nado 40 % Scenario 20 % Scenario
Bus | Voltage Equivalent Equivalent Equivalent Equivalent Equivalent Equivalent
Number | [kV] I Fault I Fault Fault [ Fault [ Fault [ Fault
[kA] Level [kA] Level Level [KA] Level [KA] Level [KA] Level
[MVA] [MVA] [MVA] [MVA] [MVA] [MVA]
11003 11 2.32 44.24 2.06 39.20 1.98 37.79 1.82 4347 1.91 36.36 1.30 24.79
11004 11 2.32 44.24 2.06 39.20 1.98 37.79 1.82 4347 1.91 36.36 1.30 24.79
11022 11 1.95 37.24 1.7y 33.74 1.72 32.82 1.61 630.7 1.62 30.85 1.21 23.11
403 0.4 | 1480 10.25 13.92 9.64 13.80 9.56 13.44 9.31 13.32 9.23 10.96 7.59
11038 11 1.79 34.13 1.68 31.12 1.59 30.36 1.50 428.6 1.49 28.41 1.15 21.91
407 0.4 | 21.28 14.75 19.71 13.66 19.42 13.45 18.677 12.94 18.65 12.92 14.72 10.20
11054 11 2.08 39.71 1.8b 35.33 1.79 34.19 1.66 731.6 1.73 33.00 1.21 23.03
411 04 | 21.78 15.09 19.97 13.84 19.64 13.61 18.81] 13.03 19.05 13.20 1456 10.09
11066 11 1.94 36.88 1.78 32.93 1.68 31.93 1.56 129.7 1.62 30.88 1.15 21.86
414 0.4 | 21.31 14.80 19.62 13.59 19.30 13.37 18.50 12.82 18.74  12.98 14.36 9.95
11089 11 1.89 36.02 1.69 32.20 1.64 31.24 1.53 129.1 1.59 30.24 1.13 21.49
419 04 | 21.33 14.79 19.60 13.58 19.28 13.36 18.47  12.80 18.71 12.96 14.33 9.93
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Although the phase-earth fault levels vary betwsesnarios, the magnitudes
are not as significant as was the case for threselfault levels due to the
dominance of the neutral earthing resistors comaetd the primary substation
transformers. Under islanded conditions the pleasth fault level varies between
44 MVA and 25 MVA at the primary substation as camga with 21 MVA for
minimum grid connected conditions.

It can be appreciated that the variation in faaltel has now significantly
increased and, as a consequence, will have ancgipleeimpact on the performance
of the overcurrent protection developed in sec6dh2. Table 6-16 and Table 6-17
show the fault clearance times for the benchmase @ a remote 11 kV fault for
each of the scenarios. The grid connected mininmieed conditions are also
shown for reference.

Table 6-16: Three-phase clearance times for a ren®tL1 kV fault.

Scenario Clearance Times [s]
Feeder CB Mid-Point CB RMU T-off CB

Min. Grid 0.916 0.579 0.150

100 0.951 0.596 0.150

80 1.013 0.625 0.150

60 1.232 0.721 0.269

40 1.233 0.722 0.270

20 1.851 0.947 0.318

Table 6-17: Phase-earth clearance times for a ren®tlL1 kV fault.

Scenario Clearance Times [s]
Feeder CB Mid-Point CB RMU T-off CB

Min. Grid 0.955 0.586 0.150

100 0.783 0.487 0.150

80 0.791 0.492 0.150

60 0.846 0.524 0.150

40 0.849 0.525 0.150

20 0.908 0.559 0.150

It can be seen that the three-phase clearance tmesase as the level of
generation connected decreases to match lowersl®fellemand connected to the

network. The largest differences are to be founthe feeder and mid-point circuit
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breakers where clearance times are delayed by édsdf milliseconds, with the
worst case 20 % scenario being delayed by overn8)0 Furthermore, the DT
elements are no longer effective in the 20 %, 4arfldb 60 % scenarios. In contrast,
the phase-earth clearance times do not vary adgfisggily over the range of
scenarios due to the impact of the neutral eartlmggjstors as commented on

previously.

6.6.2 Transient Stability

The transient stability of the study system hamb®emined for a number of
fault locations when both connected to the grid apérating in islanding mode
under the different scenarios. A worst case zeipedance balanced three-phase
fault has been assumed for all simulations and $pecific fault locations have been
considered (refer to Figure 6-5):

e Fault A: (grid connected only): HV fault placed a@he 33 kV network
external to the local system.

e Fault B: LV fault placed at the secondary substatarated at the mid-point
on the first feeder.

e Fault C: HV fault placed at the remote end of tin&t feeder.

« Fault D: HV fault placed after the source circugdéker on the first feeder.

6.6.2.1 Grid Connected

A full set of transient studies has been carrietdtowestablish the approximate
critical clearance times for generation within tloeal system for the different
scenarios when grid connected. Table 6-18 listsdlimes and the generators that
are at their stability limit. Note that the simtibes were carried out with fault
durations increasing in 5 ms intervals.

For reference a full set of transient results amiped in Figure 6-7 to Figure
6-10 for the case of fault A occurring at 1 s watlkduration of 300 ms for the 100 %
scenario. The results show that the system idestaid that all responses are well
damped returning to pre-fault levels. Note thatbtor angle plot is shown with all

responses referenced to the system average rajlar. an
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Table 6-18: Grid connected approximate critical clarance times & generators.

Scenario Approximate Critical Clearance Time [ms] & Genera®
Location A Location B Location C Location D
245 (microgen) 595 (CHP @ 530 (CHP @
100 625 (CHP @ 403 403) 403)
245 (microgen) 590 (CHP @ 520 (CHP @
80 620 (CHP @ 403) 403) 403)
245 (microgen) 585 (CHP @ 505 (CHP @
60 610 (CHP @ 403) 403) 403)
40 715 (GT @ 801) 245 (microgen 645 (GT @ 801) @25 @ 801)
245 (microgen) 570 (CHP @ 490 (CHP @
20 595 (CHP @ 403) 403) 403)
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Figure 6-7: 100 %, grid connected, fault A (300mshetwork voltages.
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Further to these, the onset of transient instgbiditshown in Figure 6-11 for
the case of fault A occurring at 1s. Two faultshwdurations of 400 ms and 700 ms
for the 20 % scenario are used to illustrate stahl® unstable cases. In this figure
the rotor angles of the two synchronous generatonsiected to the study system in
this scenario are shown and the loss of synchrom@mbe observed as the rotor
angles swing after the disturbance.

The results show that for HV faults the CHP unitthe worst performing
generator with a lowest CCT of around 490 ms fdiaat close to the primary
substation 11 kV bus-bar at location D. If thelfasias shown on the feeder side of
the circuit breaker then it would be quickly clehrey the feeder protection as a
close-up fault or by the protection associated wite 33/11kV transformer LV
circuit breaker as a backup (note that no protadtias been assumed for the bus-
section breaker). Alternatively, if it occurred the bus-bar (a particularly rare fault)
then the whole local network would be disconnectéd.either case there are no
stability concerns related to the CHP generatar. Iécation C at the end of feeder 1,
the CCT values are higher and, if compared withtitmes in Table 6-9, it can be
seen that they are longer than the time expectethéomid-point protection acting as
a backup (the CHP being located at a secondarytatidrs before the feeder mid-
point). For LV faults, as would intuitively be exgted, the microgeneration has the
lowest CCT of around 245 ms and is both comparabllee value derived in Chapter

5 for the microgrid and far longer than LV fuse gimg times.

6.6.2.2 Islanded

A full set of transient studies has also been edrrout to establish the
approximate critical clearance times for generatiotiin the local system for the
different scenarios when islanded. Table 6-1% lisese times and the generators
that are at their stability limit. For referencefudl set of transient results are
provided in Figure 6-12 to Figure 6-15 for the caséault C occurring at 1 s with a
duration of 300 ms for the 40 % scenario. Thelteslhow that the system is stable
and that all responses are well damped returningreéefault levels. However the
voltage response now shows that it takes longeedtore the voltage to pre-fault
levels and is due to the weaker system having ppat the reactive power demands

of the motors embedded within the LV load.

186



Table 6-19: Islanded approximate critical clearancdimes & generators.

Scenario Approximate Critical Clearance Time [ms] & Genera®
Location A Location B Location C Location D
100 ) 215 (microgen) 450 (CHP @ 415 (CHP @
403) 403)
80 i 215 (microgen) 440 (CHP @ 405 (CHP @
403) 403)
60 i 215 (microgen) 435 (CHP @ 400 (CHP @
403) 403)
40 - 215 (microgen) 605 (GT @ 801) 580 (GT @ 801)
20 i 215 (microgen) 335 (CHP @ 285 (CHP @
403) 403)
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Further to these, the onset of transient instgbiditshown in Figure 6-16 for
the case of fault location D occurring at 1s witlrations of 400 ms (stable) and
600 ms (unstable) for the 80 % scenario. In tigaré the rotor angles of the four
synchronous generators connected to the studynsyaste shown and the onset of
instability can be observed for the longer faultadion with the diesel generators
swinging together against the single CHP unit.

The results in Table 6-19 show that the CCT valadswhen the system is
isolated from the grid and the CHP unit is aga limiting generator. There is a
reduction of over 100 ms for HV fault locations @daD when compared against
those in Table 6-18 and consequently clearingdauitler-backup mode (or primary
clearance for remote cable faults after the miaw)ocould lead to generator
instability in most cases based on the times giverTable 6-16. Under grid
connected conditions this would not be an issueesthe generator can be tripped
and lost output supplied from the grid once theltfhas been cleared from the
system. However under islanded conditions if tH#PCgenerator represents an
important part of the generation meeting demana tine loss of this unit could
present further frequency regulation issues. TWosild be the case for the 20%
scenario developed for this study where the coetinoperation of the CHP
generator should be given priority.

For LV faults, as would intuitively be expectedetmicrogeneration has the
lowest CCT of around 215ms and is lower than tladues found under grid
connected conditions. However the earth faultentriat the secondary substation
transformer LV terminals is still greater than 18 ik the lowest 20% scenario and

this is sufficient to ensure satisfactory LV fugeemation.

6.6.3 Islanding Transients

When the local system is isolated from the gridreheiill be transients
associated with the disturbance initiating thendlag and, potentially, any real and
reactive power imbalances between local generatioput and demand immediately
post-separation. To illustrate these transientsesternal 33 kV fault has been
simulated that will require the islanding of thestgm to stop the contribution of the

local generation (i.e. it is electrically closeth@ system). The fault occurs at 1 s and
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islanding has been assumed to occur at 1.2 s (itidaglt was also removed from
the 33kV system at this time such that the gridtag® provides an idealised
benchmark for the recovery of the island voltageBj)gure 6-17 shows the 33 kV
voltage on the grid side of the boundary circugdiers, 11 kV primary substation
voltage and the LV voltage at a remote secondalpgtation for the 40 % demand
scenario. The voltages within the islanded systover quickly post isolation with
minimal overshoot and good damping due to the actb the local voltage

controllers.
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Figure 6-17: System voltages during islanding (40 %demand scenario).

Figure 6-18 shows the corresponding impact of ditagn on local frequency
for the 40 % demand scenario with additional siroies performed to examine the
impact of varying levels of local generation andmded imbalance prior to
separation. A set of multipliers were applied e base scenario demand ranging
from 0.7 to 1.7. Note that under-frequency loaddsling or frequency responsive
demand have not been modelled. The +1 % (0.5 tdh)tery steady-state frequency
band has also been plotted for reference and ibeaseen that the island frequency
remains within limits even up to having local demhafO % greater than the pre-
separation generation dispatch. This correspondant additional 3.32 MW of
demand that requires to be supplied by increasgglibérom local generation. The

reserve available from controllable generation imitthis scenario is 6.38 MW
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(Table 6-12) which is more than enough to providis edditional output and the
performance of these units is fast enough to miairtkee frequency within the +1 %
band. Note that the governors on the controllgeleeration have been set to return
the system frequency back to nominal by means ohdjnstment of their load

reference set-point.
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Figure 6-18: Island frequency after separation for40% demand scenario.

In contrast, Figure 6-19 shows the responses basdtle same percentage
levels of imbalance for the 80 % scenario. In tdse the 70 % positive imbalance
causes island frequency to fall below the lowetustay limit and remains there even
after 5s have elapsed from the start of the sinmamla This level of imbalance
corresponds to 6.64 MW and is greater than the IG\&6 reserve available from
controllable local generation. Thus frequency camacover the nominal levels and,
although not shown, continuing with the simulatould show that it does not
recover sufficiently to move back within the statytband. The 70 % imbalance in
this case is clearly greater than the original 1G8%#nario level. However, future
load growth or the reconfiguration of the localweitk to incorporate a section of an
adjacent feeder could potentially lead to a gred¢enand being experienced.

These simple studies indicate that the net powehange between the local
system and the grid should be compared with thdadka reserve to determine if

islanding will be successful prior to separatios.a indication, Table 6-20 provides
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the maximum net boundary power flows to ensureueegy stability based on the
available capacity obtainable from the generatiosdrvice for a particular scenario.
Given the intermittent nature of the generationrsesi it may not be possible to start

additional units and thus the careful consideratibtihe “spinning reserve” is vital.
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Figure 6-19: Island frequency after separation fol80% demand scenario.

Table 6-20: Pre-separation max. net power flows tensure frequency stability.

Scenatrio Generation Percentage of Scenario
Reserve [MW] Demand [%]
100 6.65 56.12
80 6.26 66.03
60 4.52 63.57
40 6.38 134.60
20 2.43 10253

However, this analysis has not, as stated abovasidered frequency
responsive demand which could have impact on tkeltee Consequently, this
factor must be considered before islanding shoeldlocked based on net power

exchange with the grid.

6.6.4 Frequency Stability

The frequency stability under islanded conditionss hbeen studied by
considering the impact of the loss of the largestegator for the different demand
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scenarios. These have again been scaled usingpineudt to reduce the available
spinning reserve in order to stress the system.

The results for the 60 % and 100 % scenarios aseiged as examples for
discussion. In both of these scenarios a singsetligenerator is tripped at 1 s and
the system frequency and rate of change of frequ@R@COF) are reported.

Figure 6-20 and Figure 6-21 show the results fer 0 % scenario with the
base case and the scaling multipliers 1.2 and e results show that for the loss
of the diesel generator in the base case thengffisisnt spinning reserve available
from the remaining controllable generation to eastmat the frequency returns to
within the statutory band. For the 1.2 and 1.4tiplgr the system frequency is
unable to be restored within the statutory bandesslfurther action is taken to
reduce the demand connected to the system. Natenthdemand response other
than that inherent to the general load was modefled that inherent to the
CLODBL load model). The results also show thatyvkigh rate of change of
frequency value in excess of 1 Hz/s are presentofoger than 0.5s. Frequency
variations values of this magnitude and duratianiarexcess of typical values used
to set loss of mains functions based on ROCOF ipfesz  These functions typically
have settings in the ranges 0.1 - 1 H/z and 0.5 s (6.11].
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Figure 6-22 and Figure 6-23 show the results fer*00 % scenario with the
base case and the scaling multipliers 1.2 and Bof.this scenario the 1.4 multiplier
when applied to system demand results in an incbaltde drop in frequency on the
loss of one of the diesel generators. The ratehahge of frequency are lower than
in the 60 % scenario but nonetheless are stillikeess of 1 Hz/s. Note that for the
1.4 multiplier, the system generation would evelyu&rip on under-frequency
protection (stage 1 as recommended in ER G59/2hikiset at 47.5 Hz [6.1]).
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Figure 6-22: 100 % scenario - loss of largest gersor (DE #1) — frequency.

194



25

15

0.5

05 0!5 \ 4 2!5 35 4 4,5
-1 v

-1.5 -

ROCOF (Hz/s)
o

-2.5

Time (s)

= 7]x 100% Scenario e 1.2x 100% Scenario 1.4x 100% Scenario
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These results illustrate that the spinning reserag not always be sufficient to
deal with the sudden loss of generation and, dimeatarting of additional units may
not be feasible, some form of load shedding willneeessary. Furthermore, the
rates of change of frequency observed are very nguehter than what would be
experienced on the national system with values xoegs of 1.5Hz/s. As a
consequence of this action must be prompt to aeegtfall in system frequency.
The design of an under-frequency load sheddingnsehe complicated by the fact
that faster acting schemes can lead to larger tieessary levels of demand
disconnection. Thus there is a tangible perforraatvantage in being able to adapt
the settings to reflect the level of risk that #ystem is exposed to in the event of a
larger generator disconnection. Moreover, if thenctions are located at the
secondary substation, then these must be block#teifocal generation output is

high enough out into the HV system.

6.7 Development of an Adaptive Protection Scheme

The previous sections examined the fault level atemn and dynamic
characteristics of the test system under grid cciede and islanded operating
conditions. For the case of overcurrent protegtibrwas shown that there is a
significant degradation in performance with backalt clearance times increasing
significantly and definite time functions not able operate as intended. The
relatively low CCT of the CHP generator was alsghhghted with the value for this
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becoming more onerous under islanded conditionsirthérmore, the frequency
transients post-islanding or the loss of the largeserator were shown to the severe
enough for problems for loss of mains functions dod corrective measures
involving load shedding to be considered underagertircumstances. With such
behaviour in mind, this section now considers hber adaptive architecture can be
applied to the protection for this example systeichsthat its performance can be at
least maintained and where possible improved.

The section that follows briefly describes how tpeoposed adaptive
architecture has been applied to the protectioncds\vacross the test system. Each
subsequent section then considers a separate ppotemction and describes how it
has been developed in accordance with the proposstiodology. The process
starts with assessing the impact of the scenammsjes onto defining groups of
settings and then finishes with testing the robesdnof the solution performance
based on identifying potential failure modes ang amtigation measures that are

required.

6.7.1 Architecture Application

A structure for the complete adaptive protectiostem is shown in Figure
6-24 which identifies the execution, coordinatiomdamanagement layers of the
proposed architecture built up from the elementscdieed in Chapter 3. Modern
numerical protection relays have been assumed tased across the system and a
substation computer is used for both the managetagat of the architecture and
the EMS located in the primary substation. The ENISesponsible for system
balancing through controllable generator dispateicontrollable units) or the use of
controllable demand. The protection studied isated at the grid interface,
primary/secondary substations and at the generatéosalterations are proposed to
the LV protection as the satisfactory operationfudes has been checked and
confirmed for all operating scenarios. No LV migriols are present in this system

and thus no further subdivision of the networkassble.

6.7.1.1 Execution Layer

The execution layer functionality is distributedtween all of the numerical
relays across the system with the necessary coansctmade to measurement
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transducers such as current and voltage transfermé&hanges are made to the
settings group in use in response to commands finencoordination layer functions.
Note that since modern numerical relays are udexrlekecution and coordination
layers are within the same physical device. Faoll event recorders have been
setup to record disturbances and relay performandese functions are discussed

later in section 6.8.

6.7.1.2 Coordination Layer

The coordination layer functionality is also dibtried between all of the
numerical relays with connections made to the &ryilcontacts of the interface
circuit breakers and other logic signals made atkes over via communication
links with generators and secondary substationsifis@ion logic for this scheme
(i.e. confirmation that adaption has taken placeespiested) is simple since the
coordination and execution layers are physicallsated on the same devices. In
terms of practical implementation on a relay tlsighe setting of flags within the

firmware at the device level and notifying the mgeraent layer of their activation.

6.7.1.3 Management Layer

The management layer is centrally located at thengry substation and is
deployed on a substation computer and integratél the EMS such that data is
made available to the coordination layer on assestsrmsuch as the level of HV
connected conventional generation currently iniserv This layer will also check
that the correct adaptation verification has besmmied out across the scheme as a

whole and process any diagnostics or disturbara@der data.

6.7.1.4 Communication

It is assumed for the purposes of this study thatide area communication
system (e.g. VHF radio based) exists between tinegpy/secondary substations and
generation sites. This system is able to supp@tttansfer of protection signals
between relays (e.g. GOOSE messages) that willlerlaé coordination layer logic
to function in response primary system changes.spézific communication system
implementation is used and, instead, generic fifnodes are used when this area of

the design is analysed to maintain the generalith@example.
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Figure 6-24: Architecture of the proposed adaptiverotection scheme.
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6.7.2 Adaptive Overcurrent Protection

The analysis presented in section 6.4 demonstthtgdhe performance of the
overcurrent protection designed for a grid conrebsiestem is significantly degraded
when the lower demand level scenarios are conslderesn islanded (in this case
the clearance times are longer and the operatiaefofite time functions no longer
satisfactory). In order to maintain the same |lefglerformance as benchmarked for
the grid connected case with minimum grid infeexly settings are required to better
reflect the lower fault levels present in the islad system. The following sections
describe the development of an adaptive overcus@mtme according to the design
methodology illustrated previously in Figure 6-1.

6.7.2.1 Assess Scenarios

The performance of the original earth fault pratectwas found to be
satisfactory for all scenarios and no adaptiverggdtare proposed during islanded
operation. However this is not the case for therowrrent protection functions
across the various islanded scenarios. Takin@@# scenario as an example, the
maximum clearance time for a remote HV fault byeader circuit breaker is 1.8 s
which is in excess of the 1.5 s design target.tHemmore, the definite time elements
are ineffective in the 20 %, 40 % and 60 % scesaribhese shortcomings clearly
indicate that changes need to be made to setinigsprove performance. Note that
the protection associated with generators is nosidered here are as it is assumed
that if the performance of the network protectisnmaintained then the settings for
the generator relays do not need modification depto maintain coordination.

A review of Table 6-16 which gives the clearanames for the benchmark
remote HV fault shows that the performance of thercurrent protection can be put
into three groups where the performances are similaese groups are in effect
three different states of the local system reffectiigh, medium and low three-phase

fault levels. The groups are as follows:
1. Grid connected under minimum infeed conditions &nhed 80% / 100%

islanded scenarios which have a clearance timeooha 0.9 — 1s

2. 40% / 60% islanded scenarios with clearance timhesound 1.2s
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3. 20% islanded scenario with a clearance time ofradtdu8s

Note that the dominant sources of fault currentrdoution within the islanded
network are the diesel generators and gas turhateare located at the source of the
islanded grading paths (i.e. feeding directly M@ tprimary substation bus-bar).
Only smaller generators are connected along thdirgraaths and their contribution
relative to the main generation avoids any reashes for the mid-point protection

on the two feeders modelled in detail that incltitese additional grading points.

6.7.2.2 Define Functions, Settings Groups and Map to Change

The justification for these groups can be estabtisitby comparing the
magnitudes of the fault levels as given in TabB48ahere similarities can been seen
within the groups listed above. If group 1 is talkes the reference, then new settings
are required in groups 2 and 3 to maintain the skawe of performance. A re-
grading exercise was carried out and two new grofigsttings have been calculated
with the results listed in Table 6-21 and Table26-Z here are therefore now three
groups of settings with which the system can noapatb better meet the prevailing
fault levels. The time-current characteristics ttog three groups at the three points

in the grading paths are given in Figure 6-25 guFe 6-27.

Table 6-21: Adaptive inverse overcurrent protectionsetting groups.

Group OC-1-1 Group OC-2-I Group OC-3-I
CB Location Pickup Time Pickup Time Pickup Time
[Apiimany] | Multiplier [Apiimany] | Multiplier [Apiimany] | Multiplier
Feeder 320 0.30 320 0.25 320 0.15
Mid-Point 160 0.25 160 0.2 160 0.1
RMU T-OFF 40 0.15 40 0.1 40 0.05

Table 6-22: Adaptive DT overcurrent protection seting groups.

Group OC-1-D Group OC-2-D Group OC-3-D
CB Location Pickup T Pickup T Pickup T
[Aprimary] P [Aprimary] P [Aprimary] P
Feeder 2800 0.45 1900 0.45 1000 0.45
Mid-Point 2300 0.30 1600 0.30 750 0.30
RMU T-OFF 1900 0.15 1200 0.15 500 0.13
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Figure 6-25: Feeder CB inverse overcurrent protectin groups.
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Figure 6-26: Mid-point CB inverse overcurrent protection groups.
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Figure 6-27: Secondary substation RMU T-Off overcurent protection groups.
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The logic for mapping the three settings groupprimary system changes is
shown in Figure 6-28. Inputs are taken from thgileuwy contacts of the circuit
breakers at the 33 kV interface to indicate islagdand from the management layer
which passes a simple assessment of the genetroently active as being low,
medium or high. For the scenarios developed gsessment primarily relates to the
number of diesel generators in service at a giwea:tlow — 0, medium — 2 and high
— 3. Since this represents quite a simple criterthis logic could in principle be
implemented at the coordination layer with statigmas coming directly from the
diesel power station. However, future generationnections could offer other
possibilities and, as a consequence, the funcitgrialallocated to the management
layer. For example, the proportion of small to madgeneration embedded across
the network could increase to a level that inisaechange in settings group. If this
were the case then access to the information ewdawithin the EMS would need
to be used to establish the overall fault levehwithe system and, potentially, could
require a simplistic short-circuit calculation te barried out. This increased level of
complexity is functionally best suited to the masagnt layer where it can be

coordinated with the EMS and its resources (datibpaocessing capability).

SYSTEM

PRIMARY {

P
_ 5 GROUP OC-1
( HIGHGEN ) =
o GROUP OC-2
MANAGEMENT 2 Q\m\‘\ &
LAYER —
a GROUP 0OC-3
&
( LOW GEN

Figure 6-28: Coordination layer logic for adaptiveovercurrent settings groups.

A transition diagram for the overcurrent settingsugps and the corresponding
system state is provided in Figure 6-29 where tiggeérs for moving between
groups are marked. The diagram is at the relagl v all devices except those at
generators where the overcurrent protection remainshanged. As noted
previously the execution and coordination layews lacated on the same physical

devices and thus the verification logic for the rciiwation layer is straightforward.
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A set of flags can be used to record the succeascbinge in settings group and be
communicated upwards to the management layer whidbcated remotely on the

substation computer.

SYSTEM STATE 1

.

GROUP OC-1
GRID CONNECTED ISLAND ISLAND GRID CONNECTED
OR AND AND OR
HIGH GEN LOW GEN MEDIUM GEN HIGH GEN
ISLAND
A AND 4
MEDIUM GEN
GROUP OC-3 "|  GROUP OC-2
ISLAND
AND
SYSTEM STATE 3 LOW GEN SYSTEM STATE 2

Figure 6-29: Transition diagram for adaptive overcurent protection.

6.7.2.3 Performance Testing

This section focuses on the performance of thecoweznt protection should it
fail to adapt as intended. The failure modes lierscheme have been identified and
analysed based on the three transitions shown ahadvigiure 6-29 and is based on
the process developed in Chapter 4. Transitiors212 — 3 and 3 — 1 are set out
separately as examples in Table 6-23 — T&kt6 which include descriptions of the
underlying failure, an assessment of its impligagidor protection performance and
finally any mitigation measures that are recommdndeOnly two issues with
medium risk were identified that require mitigatimeasures in these three examples
(the two remaining transitions that have not bdsmws for brevity). Although for
several failures either definite time functions areable to trip or grading between
two relays may be lost, sufficient backup functidgaemains to ensure the overall
integrity and safety of the scheme. In particutars noted that from a safety
perspective the most important relay to undergaecbradaptation is that of the
feeder since this has the potential for disconngdine highest level of unnecessary
demand. However the failure of these devices isgated by the fact that the
communication to this relay is within the substatend, in principle, significantly

more reliable than those out to remote locations.
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Table 6-23: Adaptive overcurrent transition 1 - 2.

Transition

Mitigation Measures

Fault Description Probability Performance Assessment Severity Risk (If Require d)
No relays will adapt as intended and protectiohreshain in
Failure of interface circuit breaker auxiliary settings group 1. There is sufficient fault cutrien inverse
la contacts to provide correct islanded/grid LOW function to trip but the clearance times will bereased. MEDIUM LOW -
connected staus indication. Maximum clearance time under backup conditions approx.
1.2s. DT functions not able to trip.
Relays may either rema'ln in group 1 (refer to kaeasment) 0 Include additional source of information on fg
. move to group 3. For this second group the clegrdimes and - .
Failure of EMS/management layer to corre ﬂX/I . . ) . level by monitoring export from diesel genera
1b . EDIUM grading margins will be reduced due to the higheitfevels. | MEDIUM | MEDIUM | . . ) L
classify fault level. ) ; - circuit as these contribute significantly to sys
Maximum clearance time under backup conditions approx. fault level
0.4s and grading margin < 0.2s. DT functions cian tr )
No relays will adapt as intended and protectiohreshain in
Complete failure of the communications settings group 1. There is sufficient fault cutren inverse
2a . . LOW . . . . . MEDIUM LOW -
infrastructure covering the network. functions to trip but the clearance times wil bereased (refer to
la assessment). DT functions not able to trip.
Only the feeder relay wil fail to adapt as intedd®laximum
Partial failure of the communications clearance time under backup conditions now appr2x 4nd
2b . . . Low A . o . - MEDIUM LOW -
infrastructure: feeder protection relay only] grading integrity is maintained. DT function nofeato trip in
feeder relay.
Partial failure of the communications 'Only t he. m|d—'pO|n't relay wil failto adapt as. m'deq. Gradlng
2c . . . . MEDIUM | integrity is maintained but more demand will becdiznected if LOW LOW -
infrastructure: mid-point protection relay only. . .
feeder protection relay operates in backup.
. . L Only the T-Off relay wil fail to adapt as intende@rading
Partial failure of the communications . L o ] ) .
2d ) . MEDIUM | integrity is maintained but more demand will becdiznected if LOW LOW -
infrastructure: T-off protection relay only. ) . .
feeder or mid-point relays operate in backup.
. . . . . Limited in scope to device unless type fault ocagsoss the
3 Failure of adaptive logic on physical devices. LOW LOW LOW -

system that affects a large number of relays.
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Table 6-24: Adaptive overcurrent transition 2 - 3.

Transition

Mitigation Measures

Fault Description Probability Performance Assessment Severity Risk (If Require d)
Failure of interface circuit breaker auxilary Circuit breaker status could wrongly indicate grshnected mod
la contacts to provide correct islanded/grid LOW which would activate group 1. Maximum fault cleaece under| MEDIUM LOW -
connected staus indication. backup conditions approx. 1.8s. DT functions nd¢ &dtrip.
Relayg may either swntch o group 1 (refer to ]sgasment) 0 Include additional source of information on fg
. remain in group 2. For this second group no refeiysdapt as - .
Failure of EMS/management layer to corre ﬂX/I ) ! . " level by monitoring export from diesel genera
1b . EDIUM [intended . Maximum clearance time under backuglitams nowy MEDIUM | MEDIUM | . . ) L
classify fault level. T L . . circuit as these contribute significantly to sys
approx 1.6s and grading integrity is maintained. f¥ictions not fault level
able to trip. )
No relays will adapt as intended and protectiohreshain in
Complete failure of the communications settings group 2. Maximum clearance time undekigac
2a . . LOW o - N | MEDIUM LOW -
infrastructure covering the network. conditions now approx 1.6s and grading integrityéntained. D
functions not able to trip.
Only the feeder relay wil fail to adapt as intedd®laximum
Partial failure of the communications clearance time under backup conditions now appr@sx 4nd
2b . . . Low A L S . - MEDIUM LOW -
infrastructure: feeder protection relay only| grading integrity is maintained. DT function nofeato trip in
feeder relay.
Partial failure of the communications 'Only t he. m|d—'pO|n't relay wil failto adapt as. mtdeq. Gradlng
2c . . . . MEDIUM | integrity is maintained but more demand will becdiznected if LOW LOW -
infrastructure: mid-point protection relay only. . .
feeder protection relay operates in backup.
. . L Only the T-Off relay wil fail to adapt as intende@rading
Partial failure of the communications . L o ] ) .
2d . . MEDIUM | integrity is maintained but more demand wil becdisnected if LOW LOW -
infrastructure: T-off protection relay only. ) . .
feeder or mid-point relays operate in backup.
. . . . . Limited in scope to device unless type fault ocagsoss the
3 Failure of adaptive logic on physical devices. LOW LOW LOW -

system that affects a large number of relays.
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Table 6-25: Adaptive overcurrent transition 3 - 1.

Transition

Mitigation Measures

Fault Description Probability Performance Assessment Severity Risk (If Re quire )
Faire of |nterfac<.e creut bre.a ker auxma‘ry No relays will adapt as intended and protectiohreshain in
la contacts to provide correct islanded/grid LOW . ) ) LOW LOW -
e settings group 3. Grading margins now < 0.1s.
connected staus indication.
Failure of EMS/management layer to corre “}(,I Rel_ays may either remaln in group 3 (refer to ]sa_essment) o
1b . EDIUM | switch to group 2. For this second group no relaysidapt as LOW LOW -
classify fault level. - ) :
intended . Grading margins now < 0.15s.
Complete failure of the communications No relays will adapt as intended and protectiohreshain in
2a ) . LOW . - h LOW LOW -
infrastructure covering the network. settings group 3. Grading margins now < 0.1s.
. . . Only the feeder relay wil fail to adapt as intedd&rading lost
Partial failure of the communications . . A .
2b . . LOW |between feeder and mid-point/T-Off relays poteptdusing los| MEDIUM LOW -
infrastructure: feeder protection relay only|
of whole feeder.
2 Partial failure of the communications MEDIUM Only the mid-point relay wil fail to adapt as intged. Grading LOw LOW )
C infrastructure: mid-point protection relay only. margin between mid-point and T-Off relays <0.1s.
Partial failure of the communications Only the T-Off relay wil fail to adapt as intende@rading
2d . . ) MEDIUM . L . LOW LOwW -
infrastructure: T-off protection relay only. integrity is maintained.
. . . . ; Limited in scope to device unless type fault ocagmoss the
3 Failure of adaptive logic on physical devices. LOW LOW LOW -

system that affects a large number of relays.
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6.7.3 Adaptive Transient Stability Protection

The dynamic analysis reported previously indicateat the CHP generator
connected to one of the feeders has a low CCT aydpole-slip for faults cleared in
backup timescales. This is an issue for low denm@dlitions as represented by
20 % demand scenario in which this generator pes/ah important contribution to
balancing the system. Under these circumstansdsss could result in frequency
instability as there is a low level of spinningeesg available to regulate its output
and make up the loss of generation output. To misa& this risk, this section
outlines a further group of overcurrent settingst ttan be activated when the system

moves into a state comparable to the 20 % demahg0.

6.7.3.1 Assess Scenarios

This issue occurs in the 20 % demand scenario wher€HP generator plays
an important role in balancing the system and, ipbssegulating system frequency.
Within a scenario of this type there are only a fgmerators connected that are able
to act to provide frequency regulation and, in fhasticular case, only the gas turbine
will remain in service. Although in the base saan#his generator will be able to
make up the lost output with this particular demand dispatch, this will not be the
case after only a relatively small increase in desnar reduction in the number of
microgenerators connected. Given that an operatiaig will encompass a band of
demand or generation about the base case, it isideed that some form of
mitigation is required. It is proposed that a &ngdditional settings group is
developed to cover a low demand system state sutthsadiscussed above.

6.7.3.2 Define Functions, Settings Groups and Map to Change

To mitigate the impact of the low generator CCTe fault clearance times
within the network must be reduced even under ackunditions and it is suggested
that this is achieved by modifying the settingsted mid-point relay on the feeder
with the CHP generator connected and the overcufoections at the other feeder
relays. The group 3 (OC-3) definite time overcatriunctions will be adapted at
these locations to have time delays of 250 ms lmumrTR-1. Although this

adaptation will increase the level of demand diseated (effectively removing the
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mid-point from the other feeders from the gradiaghg), it is considered permissible
since it significantly reduces the risk of a syss&mtdown due to insufficient reserve
should the CHP generator trip to avoid instabilith summary of the additional
settings group is provided in Table 6-26 below whindicates at which circuit

breaker location changes are required.

Table 6-26: Adaptive transient stability protectionsetting groups.

Group TR-1
CB Location Feeder Pickup
To
[Aprimary]
Feeder #1 1000 0.25
Mid-Point 1 750 0.25

This settings group will triggered either by thenagement layer classifying
the system state as having a particular reliancéherCHP generator based on the
EMS functionality or, more directly, by the coordton layer monitoring the status
of the diesel generator feeder circuit breakemustair power flow. For this latter
method, it is noted that the low demand scenar®rmdiesels in service and that
these, in general, are used to provide the majofitiie spinning reserve available to
the system in islanded mode.

The coordination layer logic and transition diagrare shown in Figure 6-30
and Figure 6-31 respectively. These have beemuesion the basis that since the
activation of this transient stability group hag #ffect of reducing the overcurrent
scheme discrimination, it must only be activatedewhboth inputs to the
coordination logic are present. Thus the removatither of the two inputs will
initiate a return to the original settings group.

/—

MANAGEMENT ((ow DEVAND) CREUP TRl
LAYER LOW DEMAND &

DIESEL GEN
CB CLOSED
NO DIESEL

GEN EXPORT

Figure 6-30: Coordination layer logic for adaptivetransient stability groups.
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SYSTEM
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{DIESEL GEN FEEDER CB CLOSED OR POWER EXPORT} {DIESEL GEN FEEDER CB OPEN OR NO POWER EXPORT}

GROUP TR-1 [

SYSTEM STATE 4

Figure 6-31: Transition diagram for adaptive transient stability protection.

6.7.3.3 Performance Testing

The failure modes and effects for this adaptatibthe protection have been
reviewed and summarised in Table 6-27 and Tabl8.6-his table shows that the
risk of transition failures for this adaptive protien is considered to be low. The
inputs to the logic are either local within thenpary substation or from the DMS in
assessing the state of the system. The failuréh@fprotection to adaptive as

intended would not leave the system exposed imanotected state.

6.7.4 Adaptive Islanding Protection

The detection of an islanded condition (i.e. lo§smains/grid) remains an
essential function to be included within the pratect applied to this system. In a
conventional system where islanding is to be awidleis function is installed at all
generators and set to detect the change in somsuneeglaor derived quantity (e.g.
voltage vector or ROCOF) post-islanding. The sg#imust be sensitive enough to
detect islanding in a near balance condition, wlatsthe same time remain stable
during disturbances such as faults. However feysdem such as this which can be
intentionally islanded, the application of this étion becomes more onerous.

The function must still be installed at all generatbut, in addition, it must
also be applied at the boundary of the system wisetation from the grid can take
place. At this location its purpose is to detebew an external islanding event has
occurred and act to trip the local circuit breakierorder to permit a local stable
system to be established. The islanding detediiothe generation must act as a
backup should this fail and, furthermore, deteatirertent local islanding occurring
within the system when isolated from the grid. isltproposed that conventional

ROCOF principles are used to provide islanding d&te for this system.
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Table 6-27: Adaptive transient stability protectiontransition 1 - 2.

Transition

Mitigation Measures

Fault Description Probability Performance Assessment Severity Risk (If Required)
Failure of diesel generator circuit breaker status
1 indication to indicate that the units are nof LOW No impact unless power measurement input also fail§ LOW LOW -
connected.
Failure of diesel generator power measurement
2 to indicate that only a small power importis  LOW No impact unless status indication input also .fails LOW LOW -
present (supply of unit auxiiaries).
Settings group will not be activiated because ef th
requirementfor both management layer and locadatidin
1) AND (2 . . . . . -
s @ @ L inputs to be triggered. Potential for loss ofriglad system i MEDIUM L
fault cleared on backup occurs and CHP genendter t
Settings group will not be activiated because ef th
Incorrect management layer classification pf requirementfor both management layer and locadaridin
4 low demand state. L1044/ inputs to be triggered. Potential for loss ofriglad system i MEDIUM L1044/
fault cleared on backup occurs and CHP generapesr tr
Settings group will not be activiated. Potentllbss of
5 (1) AND (2) AND (3) LOW islanded system if fault cleared on backup occocs@HP | MEDIUM LOW -
generator trips.
. S Settings group will not be activiated because ef th
Failure of communication between management ) L
- . requirementfor both management layer and locaiatiitin
6 and coordination layers located on physically LOW . . . . { MEDIUM LOW -
) j inputs to be triggered. Potential for loss ofriglad system i
different devices. .
fault cleared on backup occurs and CHP generapesr tr
. . ) . ) Limited in scope to device unless type fault oc¢hes affect:
7 Failure of adaptive logic on physical devices. LOW MEDIUM LOW -

a large number of relays.
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Table 6-28: Adaptive transient stability protectiontransition 2 - 1.

Transition Description Probability Performance Assessment Severity Risk Mitigation Mleasures
Fault (If Required)
Failure of diesel generator circuit breaker status
1 indication to indicate that the units are LOW No impact unless power measurement input also failg ~ LOW LOW -
connected.
2 Faiure .Of d fesel generator power measurementLOW No impact unless status indication input also fails LOW LOW -
to indicate that there is power export.
Settings group will not be activiated because ef th
requirementfor both management layer and localadtidin
3 (1) AND (2) Lo inputs to be triggered. Potential for loss of dadigeneratio MEDIUM Lo
if faultoccurs.

Settings group wil not be activiated because ef th

Incorrect management layer classification pf requirementfor both management layer and localadtidin
4 ) . Low |. ) ) . | MEDIUM LOW -

medium/high demand state. inputs to be triggered. Potential for loss of dadigeneratio
if faultoccurs.

Settings group wil not be activiated. Potentialibss of

5 (1) AND (2) AND (3) Low 95 group Ve MEDIUM | LOW -
demand/generation if faultoccurs.

Failre of cqmmun|cat|on between managen Settings group wil not be activiated. Potentialibss of

6 and coordination layers located on physically LOW L MEDIUM LOW -
) ; demand/generation if faultoccurs.
different devices.
. . . . . Limited in scope to device unless type fault ocdbeg affect;

7 Failure of adaptive logic on physical devices. LOW MEDIUM LOW -

a large number of relays.
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6.7.4.1 Assess Scenarios

The studies presented in sections 6.6.3 and 6.emodstrate that the
frequency disturbances immediately post-islandinthe loss of generation when in
islanded mode have the potential to trip islangngtection that has been deployed
with typical settings (for example a setting of B12/s which can be derived from the
table provided in G59/2 section 10.5.7.1 [6.1] aatlwith a time delay of 0.4 s). As
mentioned above, these functions are located kidtieaboundary of the system and
at each of the local generators. The functiontkgtat the boundary of the system is
only used when grid connected and is thus not egtsthese transients. However,
those at the generators will experience these aatgithg conditions in which the
settings that are suitable for grid connected dmeraare not appropriate for use
when islanded. It is proposed that these functimmse two groups of settings that
are adapted when the transition from grid connetdedlanded operation (or vice
versa) Ooccurs.

Although the ROCOF setting for the islanding detectfunction at the
boundary does not need adaptation, the time deléiyng could be reduced if the net
power flow across the boundary is low and the gty capability is considered to
be sufficient to meet the needs of the system istatding. Under these conditions
moving to islanded mode will not result in additdriransients in relation to the
power imbalance and may limit the system’s exposorthose caused by external
factors. For example, a large captured externalathel due to remote islanding
could cause a rapid drop in system frequencyhdfriet power flow was small pre-
disturbance then the best course of action woultbbaeitiate local isolation more
quickly as a means of protecting the local systédiis noted that although reducing
the time delay could be considered undesirable wethard to the conventional
application of this protection due to the potenfiat reduced stability, for this
application its adaptation only occurs at a timeewkhe transition to islanded mode

would involve minimal imbalance transients.

6.7.4.2 Define Functions, Settings Groups and Map to Change

The function at the boundary is set with two seggigroups (IB-1 and IB-2)
that have the same ROCOF value of 0.2 Hz/s. Home different time delays of
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0.2s and 0.4 s are used which correspond to ladvhagh imbalance conditions
respectively. A threshold of 1.2 MW is proposed € of the generation reserve for
the 20 % demand scenario) for the transition batviiee two settings groups.

The generator functions are also provided with gnaups as follows:

e Grid connected (IG-1): set with the same ROCOFiggtbut with an
additional time delay of 0.2 s to coordinate witle function at the boundary
should it fail to act as intended.

e Islanded (IG-2): under this condition a higher RGO@lue of 1 Hz/s with a
time delay of 0.75 s is proposed. These valuesbased on the onerous
conditions that are likely to occur using the warase condition of the loss of
a diesel generator with low spinning reserve presethe system. Although
these values are significantly higher than typssttings, a range of internal
islanding scenarios have been considered to chetkhiey are still suitable

for detecting and tripping generation if necessary.

The transition between settings groups at the géoesr will be initiated by the
status of the boundary circuit breakers as comnatgacby the associated merging
unit. The coordination layer logic and transitidiagram for the functions are

provided in Figure 6-32 and Figure 6-33 respecyivel

~ —
LOW NET GROUP IB-1
POWER FLOW,
PRIMARY I GROUP IB-2
SYSTEM
/—

BOUNDARY GROUP IG-1

CBCLOSED
GROUP IG-2

—(

Figure 6-32: Coordination layer logic for islandingdetection settings groups.
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SYSTEMSTATE 1
]
»  GROUP IB-1
LOW NET BOUNDARY POWER FLOW HIGHNET BOUNDARY POWER FLOW
]
GROUPIB-2 [*
SYSTEM STATE 2
SYSTEMSTATE 1
]
> GROUPIG-1
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Figure 6-33: Transition diagram for islanding detetion protection.

6.7.4.3 Performance Testing

The failure modes and effects for this adaptatibthe protection have been
reviewed and summarised in Table 6-29 and Tablé.63hese tables show that the
risk of transition failures for this adaptive pratien is considered to be low for the
majority of cases. However the loss of communicabf the islanding status has
been found to given medium/high risk levels andgatton measures have therefore
been proposed:

e Transition 1 — 2 (Medium): A widespread loss of coumication could lead
to an elevated risk of generator tripping for seveisturbances when
islanded due to the grid connected settings remgiim use. The proposed
mitigation for this is to consider using wire bassmmmunication for key
generators such as the diesel or CHP units to thmeiscope of the risk.

* Transition 2 — 1 (High): For this case the loss@hmunication would result
in the less sensitive islanded settings being ewisen grid connected. This
could result in the non-detection of an island dtiowl. The mitigation
measure proposed for this is to always revertéogtid connected settings on
loss of communication is detected by the generatay.
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Table 6-29:

tion

Adaptive islanding detection protectiortransition 1 - 2.
Transition - . . Mitigation Measures
Fault Description Performance Assessment Severity Risk (If Required)
Failure of interface circuit breaker auxiliary No relays adapt as intended with the grid connesggtihgs
1 contacts to provide correct islanded/grid still being in use. Risk of widespread generaipping for | MEDIUM LOW -
connected staus indication. severe frequency transients in islanded mode.
Failure of communications between boundgry Some relays not adapt as intended with the gridexted . . ) .
o . . ) . . ) Consider using non-radio based communicg
2 circuit breaker merging unit and generatof MEDIUM settings still being in use. Risk of widespreadegator MEDIUM | MEDIUM . . !
. L . s for key generators (i.e. diesel and CHP unis).
protection relays. tripping for severe frequency transients in islahd®de.
Failure to detect high net boundary power flow . ) S .
3 . Fast islanding functionality not available. LOW LOW -
(i.e. power measurement).
4 Failure of adaptive logic on physical device. LOW Ladiin scope to device unless type fault present. LOW LOW -

217



Table 6-30: Adaptive islanding detection protectioriransition 2 - 1.

Transition Description Probability Performance Assessment Severity Risk Mitigation M_easures
Fault (If Required)
Failure of interface circuit breaker auxiliary No relays adapt as intended with the islande chgettil
1 contacts to provide correct islanded/grid LOW being in use. Risk of islanded conditon not beiagected fol LOW LOW -
connected staus indication. local islands within system boundary.
Failure of communications between boundgry Some relays not adapt as intended with the islasdditigs . .
o . . S ) . ) On loss of communications revert to grid
2 circuit breaker merging unit and generatof MEDIUM | still being in use. Risk of that the externalrslad conditon| HIGH MEDIUM )
. ) connected settings.
protection relays. will not be detected.
Failure to detect low net boundary power flgw Fast islanding functionality remains in use whes itot the
3 ) LOW . LOW LOW -
(i.e. power measurement). best option.
4 Failure of adaptive logic on physical device. LOW Ladiin scope to device unless type fault present. LOW LOW -
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6.7.5 Adaptive Under Frequency

All power systems require that a suitable undeguescy load shedding
scheme is installed to support the system whenffiogunt generation capacity is
available to meet demand. These schemes are fgrest below the statutory
frequency band as load should only be shed fromysiesn under extreme
circumstances when frequency stability is undesdahr The study results presented
previously for the islanded system demonstrated tti loss of a large generator
(such as one of the diesel units) when the availapinning reserve is low can make
maintaining system frequency problematic. Thigieacpresents a proposal for an
adaptive under frequency load shedding schemeoffeat the potential for superior

performance over a more conventional approach.

6.7.5.1 Assess Scenarios

The five scenarios developed for this system regmteplausible generation
dispatches across the range of system demand wWisich reasonable levels of
spinning reserve available. However when thesestess tested with elevated
demand levels low spinning reserve can be showoctur. Taking the 60 %
scenario as an example, Figure 6-34 shows themsyfséguency in response to the
loss of one of the diesel generators for the base and the stressed conditions of

plus 20 % and 40 % demand levels.
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Figure 6-34: 60 % scenario — loss of largest gendoa (DE #1) — frequency.
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Given the rapid and uncontrolled fall in systemgfrency under stressed
conditions, it is proposed that a faster actinglleshedding scheme be used to take
corrective action to limit the depth of the freqagiransient.

6.7.5.2 Define Functions, Settings Groups and Map to Change

The scheme has been designed on the basis ofltadshedding stages with
each corresponding to one third of the secondabstations connected to the
system. Within each primary substation when thgesis triggered it will act to trip
the RMU T-off circuit breaker unless a reverse pofl@v back into the HV network
is detected. Two groups of settings have beerveldrio be applied under normal
and low levels of spinning reserve. For the latendition, the philosophy of the
scheme is that the stages are set with higher érexyutriggers such that demand is
shed more quickly. However these should only Hevated for the low spinning
reserve condition as under normal conditions thmydcause more demand than is
necessary to be disconnected. The two settinggpgrare listed in Table 6-31 for
each of the three stages. It can be seen thatRk2 group highest frequency trigger
has been set at the lower statutory limit.

Table 6-31: Adaptive under frequency protection seings groups.

Stage Group UF-1 Group UF-2
f[HZ] Tp (S) f[HZ] Tp (S)
A 49.0 0.0 49.5 0.0
B 49.0 0.5 49.5 0.5
C 48.5 0.0 49.0 0.0

To demonstrate the effectiveness of the schemegyrthaous study of the loss
of one of the diesel generators is repeated for6h&o scenario (approximately
4.5 MW of spinning reserve as shown in Table 64b2)each of the two settings
groups. The system frequency response is showigare 6-35 and the total
connected demand in Figure 6-36. These figurew shat for the base case the UF-
2 group results in unnecessary demand disconneefiten the loss of the diesel
generator (for the UF-1 group no action is trigggreln contrast for the two elevated
demand cases, the UF-2 group provides a higheudrery nadir than would be the
case with the UF-1 group.
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The transition between settings groups at the géoerwill be initiated by the
management layer in response to the EMS classifiliegsystem as having low
spinning reserve. The coordination layer logic d@rghsition diagram for the
functions are provided in Figure 6-37 and Figur&86-Transition diagram for under

frequency protection. respectively.
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Figure 6-37: Coordination layer logic for under freq. protection settings groups.

SYSTEM STATE 1
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GROUP UF-2 [*

SYSTEM STATE 2

Figure 6-38: Transition diagram for under frequency protection.

6.7.5.3 Performance Testing

The failure modes and effects for this adaptatibthe protection have been
reviewed and summarised in Table 6-32 and Tabl8.63hese tables show that the
risk of transition failures for this adaptive pratien is considered to be low for the
majority of cases. However the loss of communicatbetween the primary and
secondary substations has been found to result nmedium risk for fault 2 in
transition 2 — 1 in which the scheme would remaiti WF-2 in service exposing the
system to unnecessary demand shedding. The rotigateasure of reverting back
to the conventional settings group of UF-1 propostén loss of communication is

detected.
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Table 6-32

: Adaptive under frequency protection transition 1 - 2.

Transition - . . . Mitigation Measures
Description Performance Assessment )
Fault p Probability Severity Risk (If Re quired)

Failure of EMS/management layer to identify Relays at secondary substations remain in grouf UF+

1 L ) LOW . . . LOW LOW -
low spinning reserve conditon. meaning that enahanced performance is unavailablel.

Failure of communications between . .

. . Relays at secondary substations remain in grouf UF

2 management layer at primary substation andiEDIUM . . . LOW LOW -
) meaning that enahanced performance is unavailable.

relays at secondary substations.
3 Failure of adaptive logic on physical devices. LOW Lérdiin scope to device unless type fault present. LOW LOW -
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Table 6-33: Adaptive under frequency protection trasition 2 - 1.

Transition - . . . Mitigation Measures
Description Performance Assessment )
Fault p Probability Severity Risk (If Re quire d)
. . . Relays at secondary substations remain in grou@ UF
Failure of EMS/management layer to identify . Y ysu I. in in groug
1 o . LOwW meaning that more demand than is necessary mayoshleel VEDIUM LOW -
normal spinning reserve conditon. ) . .
first stage accidentally triggered.
Failure of communications between Relays at secondary substations remain in groug UF L
. . . . On loss of communications revert to UF-1
2 management layer at primary substation andEDIUM | meaning that more demand than is necessary mayosiiee MEDIUM | MEDIUM settings
relays at secondary substations. first stage accidentally triggered. 98-
3 Failure of adaptive logic on physical devices. LOW Lérdiin scope to device unless type fault present. LOW LOW -
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6.8 Diagnostics

The diagnostics functionality proposed for thistpotion scheme is intended
to provide access to conventional disturbance dexdiles, as well as information
that can be used to assess the performance ofddqaivze aspects of its design.
Figure 6-39 provides an overview of this functiatyalvith respect to the three layers
present in the scheme architecture and brings hegahe functions described
separately for each layer in Chapter 3. Each efldlyers is described separately in
the sections that follow. The intention is to pd® enhanced performance by
structuring the collection and interpretation ofllfarecordings and proactively
monitoring relay hardware/software and the adaptneeess itself. In so doing the
likelihood of so called hidden protection failurescurring will be reduced and
improve the robustness of the adaptive functiopalt providing suitable checks and

enabling remedial action to be taken if requiredeisponse to failures.

MANAGEMENT +
LAYER
COORDINATION SCHEME PERFORMANCE DISTURBANCE
LAYER INFORMATION RECORDS REMEDIAL ACTIONS
v
SETTINGS
GROUP > SCHEME DIAGNOSTICS <
ADAPTATION
REQUEST
A A
EXECUTION ON CHANGE RECORD READY
LAYER
DISTURBANCE HARDWARE/SOFTWARE
GrROUP# ||~ | DISTURBANCE|| ... DIAGNOSTICS
RECORDER INFORMATION

Figure 6-39: Overview of scheme diagnostic functiaiity.
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6.8.1 Execution Layer

The execution layer at the lowest level of the @echure includes disturbance
recorder functions with their triggers set accogdio the particular group of settings
that are applied to the various protection fundionNVhen triggered and the data
recording is complete, the disturbance recorder pvidvide the coordination layer
with the data files (e.g. in COMTRADE format) ancbtails of the initiating
protection function. More routinely, the executitayer will also confirm the
successful changing of settings groups in respotwssecommands from the
coordination layer. A further diagnostic role filve execution layer is to provide
indications of any physical hardware faults or wafe issues (e.g. instrument
transformer supervision or other watchdog funcfionBor this particular adaptive
scheme disturbance recorders should be setup dbraarcurrent, loss of mains and

under-frequency protection function on the varicelays spread across the system.

6.8.2 Coordination Layer

The coordination layer firstly checks that confitina has been received from
the execution layer of any settings group changes have been requested. If
successful these confirmations will be logged amot $0 the management layer to
provide notification the current protection statélowever if no confirmation is
received within a defined time window then thigiso sent to the management layer
along with the last known settings group in usehisTinformation would be
supplemented by any available diagnostics inforomatifrom the relay
hardware/software which might be associated withfthlure to adapt as intended.
Diagnostics information would also be passed séggréo the management layer if
required should a hardware or software failure oat@any time.

In addition, the coordination layer will pass updaiany disturbance recorder
records that are created within the execution laged ensure that additional
contextual information is appended. For exampéedttive settings group, function

and relay identifier.
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6.8.3 Management Layer

At the management layer the information passed tgsvirom the lower two

layers will be interpreted to assess the performariche scheme in response to both

primary system faults and changes that requireattagtation of settings groups, as

well as hardware, software or communication infragture faults. The outcome of

this could be that no action is required if the @aoipon performance is small or to

initiate some form of remedial action. The managetayer may initiate remedial

action such as requesting an alternative settimgapgchange on other relays or

signal the EMS to take some form of control basetioa. For example, the

following actions could be initiated for the undezquency load shedding and

transient stability adaptive protection:

For the case of the under-frequency load sheddamgrse, consider the
scenario that a significant number of relays hawetions disabled because
of reverse power flows from the LV network up inb@ HV network. Under
these circumstances the effectiveness of the lbaddsing scheme could be
compromised. The management layer would be usedasgess the
performance of the scheme using the remaining Elatlding points and
may, if required, instruct the coordination layerahange to an alternative
settings group to maximise the capability at otteéays locations. In other
words an alternative settings group that uses laehitpvel of load shedding

could be used to make up the lost capability.

If a number of the relays associated with the teamsstability adaptive

function failed to adapt as intended when the systeheavily reliant upon

the CHP generation (i.e. the risk of it having fip teing increased due to
potentially longer fault clearance times), the nggment layer could be set
to signal the EMS with a view to connect furthengetion to increase the
reserve. This is an example of the potentialriteriaction between protection
and control systems in order to improve the pertoroe of the local power

system.
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6.9 Chapter Summary

This chapter has presented research associatedtivetidevelopment of an
adaptive protection scheme which can permit thentdnal islanding of an area of
11 kV distribution network. The design methodolatgveloped in Chapter 3 was
applied to illustrate its main stages using an gdawhere its functionality could be
of use.

A study system was presented that is representatiaanetwork to be found in
the UK and included a range of generation typesiecied at both LV and HV. To
analyse the system, a detailed model and a setesfasos was developed that
covered the range of generation/demand levelsdbald occur in grid connected
and islanded modes of operation. These scendtmsea the performance of the
existing overcurrent protection to be checked amel dynamic behaviour of the
islanded system to be investigated in responsaulbsf isolation from the grid and
the sudden loss of generation. The analysis folatl the overcurrent protection
required adaptation to better reflect the statehef primary power system as it
underwent changes and, in addition, other systategiion elements also benefited
from having adaptive functionality. These addiibrsystem functions included
under-frequency load shedding and islanding dete¢toss of mains/grid).

Based on these findings, an adaptive protectioersehfor the network was
developed based on the three layers of the arthigec The settings groups were
established for the execution layer, logic for te@rdination layer and the tasks for
the management layer defined. These were madébfeby identifying what data
sources were available to detect the primary systeange and how these should be
communicated and interpreted. The settings grougye identified to cover the full
range of scenarios based on a rigorous analysieafystem performance.

The impact of the scheme failing to adapt as irtedndas also studied using
the methodology discussed in Chapter 4 with thdiegipn of a basic failure mode
and effects analysis. It was found that the scheam®bust and can tolerate the
failure of some relays or individual elements taptdas intended and still maintain a
satisfactory level of performance. Finally the lempentation of diagnostics

functionality was discussed.
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7 Conclusions & Future Work

The research presented in this thesis has addressgdnhancements may be
required in the application of power system protechs changes are made to both
how networks operate and what types of equipmentannected in the future. The
scope of the work included, as example applicatidhs creation of microgrids
within LV networks as well as the islanded opemataf a HV 11 kV network to
cover the lower levels of distribution systems. ctéincentrated on how existing
protection functions can be combined or adapteletiter reflect the status of the
primary power system, rather than the creation rdfrely new algorithms. The
specific conclusions drawn from the research pteseimm this thesis are given
below. They are then followed by a discussion ofeptial future avenues of

investigation that could be taken forward to furtfesearch in this field.

7.1 Conclusions

The conclusions from the research are grouped bleés&d on the background
and drivers for adaptive protection, followed bye tlproposal of a design
methodology and functional architecture for adapfvotection schemes, and finally

the two application examples used.

7.1.1 Background and Drivers for Adaptive Protection

An initial literature review in Chapter 3 demonsdc that although over the
years there has been a significant level of rebeaativity within the area of
adaptive protection, this has not been followednMiyespread implementations. At
the root of this observation are two shortcominggshie previously reported work
which have been identified and considered.

Firstly, the need for widespread adaptive protectias not presented itself as
networks are still only evolving towards such cqiseas the smart grid where the
primary system will undergo frequent changes dutiregcourse of normal operation.

Until this becomes a realfty) the need to adapt protection does not routingist e

% 1t is recognised that significant progress is mming made as interest in smart grid technologies i
being driven by a supportive regulatory environmand associated funding mechanisms (e.qg.
Ofgem’s low carbon network fund in the UK).
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except for applications where localised changea $mall number of settings on a
few relays are required (e.g. in industrial powetems). Typically only a few local
inputs are required and these would normally beiobtl using hardwired local
inputs to the relay. Moreover, some requirememtspmtection, particularly at
distribution have not been technically demandingceithe networks have been
relatively passive in nature with low levels of @uiation. This is rapidly changing
as generation and automation equipment are cortheatewell as more sensitive
loads and increasing customer and indeed reguéqmectations in terms of quality
and security of supply. These factors will infleerhow protection is designed as
they will have an impact on the performance citersed as part of this process. For
example, automated reconfiguration has the potembiadynamically alter the
structure of grading paths, raise or lower fawels, and alter where in the network
topology generation is connected. All three ofstheould have a serious impact
upon coordination, sensitivity, speed of responsé stability depending on the
particular system conditions. In the majority n$tances, where necessary, adapting
the settings of particular functions or, combiniogrtain functions as the system
changes can overcome these performance issuess thésis considered this
approach rather than the on-line recalculatioretifreys.

Secondly, the previously reported work tended taceatrate on the detail of a
particular function or scheme such as a new apprt@mon-line settings calculation
or a novel signal processing technique. It dideatsider how, in principle, a safety
critical system should be robustly designed to adapesponse to primary system
changes. Moreover, one reason that has been yeuicas a barrier to adopting
adaptive protection is concern over the protectailing, for whatever reason, to
adapt as intended with the result being potentidélggerous or costly non- or mal-
operation. Little attention was given to how thehame is designed to be
intrinsically fail safe in response to these faliwnhilst providing some minimum
level of performance. This is particularly impartdor schemes that are distributed
over a wide area where full or partial communiaatfailures need to be carefully
considered. Therefore, it is important that thetgetion designer must fully
understand process by which protection will adapt the failure modes that this

introduces into the overall scheme.

231



7.1.2 A Design Methodology & Functional Architecture for Adaptive

Protection

The concept of adaptive protection was considerenh ffirst principles as a
starting point for analysing it in some detail. eTjrocess and stages inherent within
adaptive protection were considered in order tantifle the key functionality and
relationships with other systems or data sourcesiging primary system status
information (e.g. a local EMS or network automatsmheme controller). This was
necessary in order to separate the concept frons@mme specific issues and serve
as the basis for developing a straightforward desigthodology.

The design methodology developed as part of thseareh is intended to
ensure that robust designs are realised that tatce account the full range of
configurations or states that the primary systemehand move between during
operation. It begins by creating operational sdesaand then assessing the
performance of any existing protection againstapglicable performance criteria. It
Is important that the scenarios not only cover radraperating conditions, but also
stressed conditions where control systems haveereifferformed poorly or
incorrectly. For example this could relate to ealoEMS in an islanded system HV
system that is unable to maintain a good levebpairsng reserve or voltage profile.
The creation of scenarios is followed by the coratf new groups of settings or
functions as required if the existing protectionnst satisfactory and then the
performance testing once all groups have beeneateaiThe performance testing
includes checking that the logic intended to adhptsettings functional correctly
given the inputs from the primary system as welbaalysing the potential failure
modes within the adaptation process. This secepéd is very important as it is
here that concerns over reliability are centredegithe likelihood of input data
coming from remote locations and must be addrebgetie designer. In itself the
design methodology is simple, but its careful aggilon will assist in overcoming
some of the barriers to the adoption of the adeppinotection concept by ensuring
the probability of unforeseen primary system camfagions or states is minimised.

It was noted that when the concept of adaptiveeptmn is analysed the
functions required form a hierarchy with each lelvetoming more abstracted as it
moves away from the basic signal processing foteptn functions at the bottom.
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A novel functionally abstracted three layer ardttilee was defined as a key
contribution that moves up from the basic signakcpssing in an execution layer, to
the adaptive logic in the coordination layer andally to the management layer
where interactions with other high level systenesiarplemented. The separation of
the execution of the actual protection function®nfr the higher adaptive
functionality provides a clearer structure durifg tdesign process and once the
scheme is in service. The layers of the architeabeed not be located on a physical
device but rather distributed as required withirsiagle substation and beyond
depending on the role of the protection. This @emmits legacy protection devices
to be incorporated that may lack the enhanced iumality to implement some of the
higher level functionality. For example some eawlynerical relays may not have an
extensive programmable logic capability, but maybke to offer multiple groups of
settings selectable via hardwired inputs. The fkmgtions within each layer were
set and the data flow between layers defined. d&hésvs include not only
instructions to change between groups of settitigd, also signals confirming
changes as well as diagnostic information on hansttheme is performing. This is
a key feature of the architecture as providing enbd diagnostic information
enables the verification of the adaptations andidavg hidden failures, which
permits also aids in overcoming the perceived lodltg barrier.

In addition to the architecture, this thesis alsalgsed the potential generic
failure modes that could be introduced by adoptidgptive protection. The link
between primary power system state transitions thedincomplete or incorrect
change in settings groups was explored. Basedhesef a basic methodology was
set out for carrying out a failure mode and effacalysis to assess the impact of
adaptation failures during the course of schemeatip&. This is essential for
ensuring that the introduction of an adaptive cédjpploloes not lower the reliability
of the protection which would in turn compromise therformance gains expected
from its implementation. It was also stressed thla¢re possible that each settings
group should be considered in terms of how wetloiild perform if only partially
adapted due to whatever failure mode. Ideallyirggtgroups should be designed
with some degree of redundancy, where possibldy vegard to input data sources
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initiating adaptation or in terms of the basic pafiton functions and their zones or

reach.

7.1.3 Example Applications for Adaptive Protection

Two example applications were used which highlighéguations where the
existing protection approach will no longer be ahié if smart grid type operating
practices are adopted. The solutions presentethése emerging challenges differ,
but nonetheless indicate that more complex pratectchemes will be required in
order to facilitate more approaches to network afp@n.

The first example presented in Chapter 5 considestablishing microgrids at
the very lowest level of the system within LV netk® The main technical
challenge in this case was the low fault level en¢$n an islanded network supplied
by predominately power electronic converter cone@generation. It was seen that
although the existing overcurrent type protectianctions can function as normal
during grid connected mode, a different approacheaired when islanded. To
cover this second mode a scheme based on undagegodtarters used to initiate
directional elements with forward and reverse de&fitime delays was proposed.
Under grid connected conditions the overcurrenttions will operate faster than
these additional elements. Therefore althoughetrae two distinct protection
functions, no logic is required to trigger any auap between the two main short-
circuit protection types. However, adaptive fuantlity was suggested to be of use
with regard to system protection functions suchuader-frequency load shedding
between grid connected and islanded modes, ocsasidmere two islanded
microgrids are interconnected to increase demawdrisg (adaptation require to
correct grading issue) and to cover an extremelygeneration scenario where fused
based protection with consumer premises may nabbeto operate. The principles
of the proposed microgrid protection were testethquEMT system modelling
which incorporated detailed signal processing basedels of the MIPS relays.

A second example was given in Chapter 6 that ptederesearch associated
with the development of an adaptive protection sehewnhich can permit the
intentional islanding of an area of 11 kV distrilont network. A study system was

presented that is representative of a network téobed in the UK and included a
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range of generation types connected at both LVH¥d To analyse the system and
begin the application of the proposed design metlogy, a set of scenarios was
developed that covered the range of generation/dénevels that could occur in
grid connected and islanded modes of operation.es@hscenarios allowed the
performance of the existing overcurrent protectiorbe checked and the dynamic
behaviour of the islanded system to be investigategksponse to faults, isolation
from the grid and the sudden loss of generatione @halysis found that the
overcurrent protection required adaptation to lpa#lect the state of the primary
power system as it underwent changes and, in addiither system protection
elements also benefited from having adaptive fonetity. These additional system
functions included under-frequency load sheddirdylass of mains.

Based on these findings, an adaptive protectioeraehfor the network was
developed that was based on the design methodalagyylefining the content of the
three layers of the architecture. The settingsuggowere calculated for the
execution layer, logic for the coordination layedahe tasks for the management
layer defined. These were made possible by identjfwhat data sources were
available to detect the primary system change ao@v hhese should be
communicated and interpreted.

The impact of the scheme failing to adapt as irgedngas also studied using
the methodology discussed in Chapter 4 with thdiegipn of a basic failure mode
and effects analysis. It was found that the schem®bust and can tolerate the
failure of some relays or individual elements tatdas intended and still maintain a
satisfactory level of performance. Finally the lempentation of diagnostics
functionality was discussed and comments made oa #ctual physical

implementation of the scheme.

7.2 Future Work

The research on adaptive protection presentedisnthiesis has developed an
architecture, which it is proposed, will serve laes basis for implementing robust and
reliable schemes. Both of the application exampgesl in this thesis are at an early
stage of development as further work is requirethke the concepts further. The

following suggestions are offered as potential suafduture study:
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The analysis of failure modes and reliability dgrithe adaptation process
should be studied in more detail. A quantitatagsessment of actual
communication systems, including their capacity d@signed redundancy
and component availabilities, would be informatigsad assist with the
acceptance of the concept of adaptive protectibmaddition, further work
would also be useful in formalising the quantifioat of the severity of
adaptive protection failure. This could be achéev®y defining suitable
performance benchmarks which can be used duringrttection analysis.
The development of a testing environment as desdrib 83.8 in which the
adequacy of a scheme can be thoroughly assesdad.wduld involve the
development of an event based testing environméithacould incorporate
real-time EMT testing. By doing this all levels thfe architecture can be
tested: injection testing of execution level fuoos with voltage and current
signals, coordination layer logic with asset stamfsrmation, and finally
management layer functions with links to other retwv control or
management systems.

Finally, this work has been limited to two distrilaun examples and it would
be useful apply the concepts to a more complexsingsion application. A
suitable choice of scheme would the a wide aretegtion scheme providing
a system level protection function would involvenach higher reliance on

communications and interactions with operationaiticm of the system.
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Appendix A Microgrid Model

Figure A-1: Overall microgrid schematic.

237



Single-Phase Inverter - Functional Model - UPF Control (v2)

This functional model represent a single-phase inverter used to couple an ideal ac voltage source. An internal current control
loop provides UPF operation and an outer loop regulates the level of real power delivered. The fundamental frequency
current limit is specified as part of the magnitude reference for the inner current loop. A PLL is used to derive the phase for
the inner current loop. An ideal isolation transformer has been included and the unit has been earthed externally.

R.M. Tumilty (20/08/07)
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Figure A-2: Single-phase inverter model.
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Figure A-3: Three-phase inverter model.
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Figure A-4: MIPS relay overall structure.
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Figure A-5: MIPS relay phase protection.

241

DT_DRN_UV

oc

—»

TRIP

e h

RESET

R

PHASE TRIPS



V_PHASE_MAG | V_PHASE_MAG

V_PHASE V_PHASE_SETTING VMAGTRP »!
v UV_SETTING - AND
P> ReESET s
FWD Delay
UNDERVOLTAGE STARTER NOT NOT
A 4 A A
V_I_PHASE P v_I_PHASE n
V_I_PHASE_SETTING DIRECTION_TRIP
D_TRP
DIRN_SETTING
@ P(reseT
RESET FWD/REV DETECTION
I|_PHASE (0=FWD, 1=REV) t
| AND —_
|_PHASE_MAG P> | PHASE_MAG 0.15s
- REV Delay
-C- P Low_I_SETTING Low_I_BOCK
LOW CURRENT
SETTING —P|Reser
SIGNAL CONDITIONING
(2 SAMPLE METHOD) LOW CURRENT BLOCK
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Appendix B ldeal Source Inverter Representation

The validity of the single-phase functional invemeodel used for the studies in
this paper is demonstrated below for the casespuiwaer reference change and the
application of a temporary remote phase-neutralt fau Figures B-1 and B-2

respectively.
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Figure B-1: Real power response to step referencéange.
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Figure B-2: Real power response to step referenc@ange.
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Appendix C  HV Model Dynamic Data

Component models:

GENSAL T'do,T"do,T'qo,T"qo,H,D,Xd,Xq,X'd,X'q,X" d,X|,S(1.0),5(1.2)
GENROU T'do,T"do,T"qo,H,D,Xd,Xq,X'd,X"d,XI,S(1. 0),S(1.2)
SEXS TA/TB,TB,K,TE,EMIN,EMAX
TGOV1 R,T1,VMAX,VMIN,T2,T3,Dt
DEGOV T1,72,T3,K,T4,T5,76,TD,TMAX, TMIN
CIMTR3 T,7"H,X,X,X"XI,E1,S(E1),E2,S(E2),swit ch,syn-pow
CLODBL % large motor,% small motor, % discharge li ghting,% constant power
Kp remaining, branch R, branch X
WT3G1 Xeq,Kpll,Kipll,Plimax,Prated
WT3E1 Tfv,Kpv,Kiv,Xc, Tfp,Kpp,Kip,Pmx,Pmn,Qmx,QmnIP mx, Trv,RPmax,RPmn,T_power,
Kgi,Vmincl,Vmaxcl,Kqv,XIQmin,XIQmax, Tv,Tp,Fn,wPmin, Wp20,wp40,wp60,
Pmin,wp100,
WT3T1 VW,H,DAMP,Kaero, Theta2,Htfrac,Freql,Dshaft
WT3P1 Tp,Kpp,Kip,Kpc,Kic, TetaMin, Tetamax,RTetaMax, Pmx
402 'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /
403 'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /
405'GENROU'1  3.4100 0.30000E-01 0.3 3000 0.30000E-01
2.0000 0.0000 2.7300 2. 7300 0.21000
0.25000 0.16000 0.14000 0.9 0000E-01 0.38000 /
405 'SEXS' 1 0.20000 10.000 10 0.00  0.10000
0.50000 5.5000 /
405 'TGOV1' 1 0.50000E-01 0.50000 1. 0000  0.20000

1.5000 5.0000 0.0000 /

407 'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

410'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

412'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

413'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

417'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

418'CIMTR3'1  1.0550 0.0000 3. 0000 4.0100
0.16000 0.10000  0.90000E-01 1. 0000  0.60000E-01
1.2000 0.15000 0.0000 0. 0000 /

501 'GENSAL'1 4.0000 0.42000E-01 0.1 7000 4.0000
0.0000 1.9200 1.0200 0.29 000 0.21000
0.34000 0.10000  0.40000 /

501'SEXS' 1 0.20000 10.000 10 0.00  0.10000
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0.50000 5.5000 /

501 'DEGOV' 1 0.10000E-01 0.20000E-01 0.2
0.25000  0.40000E-01 0.90000E-02 0.3
0.0000 /

501 'GENSAL'2 4.0000 0.42000E-01 0.1
0.0000 1.9200 1.0200 0.29
0.34000 0.10000  0.40000 /

501 'SEXS' 2 0.20000 10.000 10
0.50000 5.5000 /

501 'DEGOV' 2 0.10000E-01 0.20000E-01 0.2
0.25000  0.40000E-01 0.90000E-02 0.3
0.0000 /

501 'GENSAL'3 4.0000 0.42000E-01 0.1
0.0000 1.9200 1.0200 0.29
0.34000 0.10000  0.40000 /

501 'SEXS' 3 0.20000 10.000 10
0.50000 5.5000 /

501 'DEGOV' 3 0.10000E-01 0.20000E-01 0.2
0.25000  0.40000E-01 0.90000E-02 0.3
0.0000 /

801 'GENSAL'1 3.0000 0.35000E-01 0.1
0.0000 1.7500 0.90000 0.2
0.30000 0.10000  0.40000 /

801 'SEXS' 1 0.20000 10.000 10
0.50000 5.5000 /

801 'GAST' 1 0.50000E-01 0.40000 0.1
1.0000 2.0000 1.0000 -0.5

801 'CBEST' 2
1.0000 1.0000 1.0000 1.

0.10000 10.000  0.10000 10
0.0000  0.50000E-01/

11006 'CIMTR3'1  1.0550 0.0000 3.
0.16000 0.10000  0.90000E-01 1.
1.2000  0.15000 0.0000 0.

11010 'CIMTR3'1  1.0550 0.0000
0.16000 0.10000  0.90000E-01 1.
1.2000  0.15000 0.0000 0.

33001 'GENCLS'1  0.0000 0.0000 /

401'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

402'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

403'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

404'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

405'CLODBL'1  60.000 20.000 2.
5.0000 2.0000 0.0000 0.

406 'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

407 'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

408 'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

409 'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

w

247

0000

40.000

0000OE-01 0.80000
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410'CLODBL'1  5.0000 40.000 2.
20.000 2.0000 0.0000 0.
411'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
412'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
413'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
414'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
415'CLODBL'1  5.0000 40.000 2.
20.000 2.0000 0.0000 0.
416'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
417'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
418'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.
419'CLODBL'1  0.0000 30.000 2.
30.000 2.0000 0.0000 0.

11006 'CLODBL'1  15.000 30.000 2.

30.000 2.0000 0.0000 0.

11010'CLODBL'1  10.000 30.000 2.

30.000 2.0000 0.0000 0.
601 'WT3G1'1
1 0.80000 30.000 0.0000
601 'WT3E1'1 0O 0 1 O
0.15000 18.000 5.0000 0.
3.0000 0.60000 1.1200 0.1
-0.43600 1.1000 0.50000E-01 0.4
5.0000 0.50000E-01 0.90000 1.
-0.50000 0.40000 0.50000E-01 0.5
0.69000 0.78000  0.98000 1.
1.2000 /
601 'WT3T1'1
1.2500 4.9500 0.0000
0.0000 1.8000 1.5000 /
601 'WT3P1'1
0.30000 150.00 25.000
0.0000 27.000 10.000
602 'WT3G1'1
1 0.80000 30.000 0.0000
602 'WT3EL1'1 0O 0 1 O
0.15000 18.000 5.0000 0.
3.0000 0.60000 1.1200 0.1
-0.43600 1.1000  0.50000E-01 0.4
5.0000 0.50000E-01 0.90000 1.
-0.50000 0.40000 0.50000E-01 0.5
0.69000 0.78000  0.98000 1.
1.2000 /
602 'WT3T1'1
1.2500 4.9500 0.0000
0.0000 1.8000 1.5000 /
602 'WT3P1'1
0.30000 150.00 25.000
0.0000 27.000 10.000
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0000 20.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 20.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /
0000 10.000
0000 /

0.10000  0.48000 /
0 0"

0000  0.50000E-01
0000  0.29600

5000 -0.45000

2000 40.000
0000OE-01 1.0000
1200 0.74000

0.70000E-02 21.980

3.0000 30.000
1.0000 /

0.10000  0.48000 /
0 0"

0000  0.50000E-01
0000  0.29600

5000 -0.45000

2000 40.000
0000OE-01 1.0000
1200 0.74000

0.70000E-02 21.980

3.0000 30.000
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603 'WT3G1'1

1 0.80000 30.000 0.0000
603 'WT3EL1'1 0O 0 1 O
0.15000 18.000 5.0000 0.
3.0000 0.60000 1.1200 0.1
-0.43600 1.1000 0.50000E-01 0.4
5.0000 0.50000E-01 0.90000 1.
-0.50000 0.40000 0.50000E-01 0.5
0.69000 0.78000  0.98000 1.
1.2000 /
603 'WT3T1'1
1.2500 4.9500 0.0000
0.0000 1.8000 1.5000 /
603 'WT3P1'1
0.30000 150.00 25.000
0.0000 27.000 10.000
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