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Abstract

In this thesis, we develop a number of theoretical approaches that can be used to
investigate the nucleation and growth of islands in submonolayer deposition. In
particular, we consider initially a rate-equation approach in which we propose a
system of differential equations as a mean-field model of the submonolayer depo-
sition of monomers onto a surface. A key feature of these equations is that they
depend explicitly on a parameter known as the critical island size. We use rigorous
and novel mathematical techniques to obtain results on the asymptotic behaviour
of the point island size distribution.

A fragmentation theory approach is also used in a one-dimensional model to
obtain information on the asymptotic behaviour of the distribution of gaps be-
tween islands, the latter being represented by points on a line. This then leads to
corresponding results for the capture zone distribution (CZD) associated with the
islands. The CZD asymptotic forms that we obtain will be seen to differ from those
of the Generalised Wigner Surmise (GWS) which has recently been proposed for
island nucleation and growth models. The results predicted by our fragmentation
approach and by the GWS are compared to kinetic Monte Carlo simulation data,
and although this highlights both strengths and deficiencies in each approach, it
also provides evidence that the fragmentation approach is more satisfactory than

the GWS.
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We conclude by presenting a model for the nucleation of point islands in one
dimension that leads to distributional fixed point equations. This approach de-
velops a new retrospective view of how the inter-island gaps and capture zones
have developed from the fragmentation of larger entities. Solutions of these equa-
tions are compared to the simulation data, and to theoretical models based on
more traditional fragmentation theory approaches. These comparisons confirm

the competitive performance of the distributional fixed point equations.
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Chapter 1

Introduction

Coagulation and fragmentation processes are ubiquitous in nature and can often
be found to lie at the heart of technological processes. Here by coagulation we
mean the aggregation of smaller units of matter (which we call particles below) to
create larger units. These units of matter can be objects as different as polymer
molecules, clay particles, red blood cells or planetoids. Fragmentation processes
are processes by which particles fall apart into smaller units. Though the main
topic of this thesis is submonolayer deposition and growth, to be discussed in
detail later, we start by presenting a number of examples from other areas where
coagulation and fragmentation processes are important.

In astrophysics, the aggregation of dust particles is a common process in a
variety of settings, such as the formation of protoplanetary disks. A protoplanetary
disk is a rotating circumstellar disk of dense gas surrounding a young, newly formed
star or a T Tauri star; it is the initial process in planet formation. The aggregation
of dust particles can influence the appearance and evolution of a protoplanetary
disk, and the subsequent planet [41, 88]. The coagulation-fragmentation processes

were considered previously in this literature by Barrow [9].



CHAPTER 1 2

In medicine, blood clotting provides an excellent example of coagulation-fragmentation
dynamics. Red blood cells aggregate to form long, cylindrical shaped objects called
rouleaux. A variety of diseases can cause strong adhesion between red blood cells
which leads to blood vessel obstruction. For a model of the early stages of rouleaux
formation, see [69].

Colloids are mixtures in which (colloidal) particles of one substance are dis-
persed in another. Colloidal particles are larger than those present in solutions
but still invisible to the naked eye. Colloids exist in a number of forms, such as
foams (whipped cream), emulsions (mayonnaise, milk) and aerosols, which will be
described later. Processes such as the curdling of milk fall within the coagulation-
fragmentation framework.

An aerosol is a suspension of fine solid particles, liquid droplets in a gas, or a
combination of these, such as smoke, air pollution and smog [28, 34]. Understand-
ing coagulation and fragmentation of soot particles under different conditions, is
important in air pollution control; flame aerosol reactors are an emergent technol-
ogy for the synthesis of nanoparticles [63].

In polymer science, processes of polymerisation such as step- and chain-growth
polymerisation are clearly coagulation processes. Polymer chain breakage due to
high shear mechanical action, chemical attack or radiation-induced chain scission
[7] are examples of fragmentation in this industrially critical context.

In molecular biology, a molecule consisting of four key elements — carbon, hy-
drogen, oxygen and nitrogen — is known as an amino acid. Amino acids polyermise
into polypeptides; polypeptides also polymerise into protein molecules (or simply
proteins). Proteins consist of polymers built from a series of up to twenty different
kinds of amino acids [58]. A protein is an example of a macromolecule (a large

molecule). Other examples are deoxyribonucleic acid (DNA) and ribonucleic acid
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(RNA). The polymerisation of proteins is a coagulation process and the method
used to treat this polymerisation is similar to those for polymer science as discussed
above.

Molecular beam epitaxy (MBE) is a process for growing thin films, which
arise in a variety of applications such as optical coatings, corrosion protection,
semiconductor devices and the self-assembly of nanostructures [5]. As this thesis
deals with modelling and simulation of early stages of MBE, we will now discuss

it in detail.

1.1 Molecular Beam Epitaxy

Epitaxy denotes the method of depositing a crystalline film on a crystalline sub-
strate; such a deposited film is called an epitaxial film. If a film is deposited on
a substrate of the same composition, the process is called homoepitaxy; other-
wise it is called heteroepitaxy. MBE uses beams of atoms (or molecules) under
ultra-high vacuum conditions. The reason for such conditions is to minimise the
damage from the uncontrollable deposition of impurities such as Hy and COg [8].

Experimental techniques have been used to obtain data on the dynamics of
MBE. Diffraction methods and direct imaging methods are the two main experi-
mental techniques. The former involves the use of X-ray reflectivity and neutron
scattering [73, 85]. Scanning tunnelling microscopy (STM) is the most commonly
used direct imaging method, along with atomic force microscopy, scanning elec-
tron microscopy and transmission electron microscopy. In order to study epitaxial
growth down to the atomic scale, STM snapshot images of epitaxial growth are
taken at room temperature [80]. This provides the possibility of understanding

growth processes. Despite the fact that STM has the ability to provide a res-
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olution picture of a substrate at atomic scale, the scanning time is long, which
leads to a limitation on the size of possible experimental systems. Note that the
scanning time mainly means that we cannot directly view a nucleation process,
and in general we can only observe the statistics of islands following nucleation.
Therefore, we are concerned with the statistical consequences of various possible
nucleation scenarios, and how these compare to experimental observations.

The nucleation and growth processes that characterise the growth of thin
films, involve deposition of atoms on the surface, surface diffusion, and re-
versible chemical binding to other atoms and/or to the surface [78].

The first stage of MBE, when atoms or monomers are deposited onto a clean
substrate, is called submonolayer deposition. It is of the utmost importance
in MBE as the morphology and properties of the resulting multilayer film depend
on the submonolayer structures. To describe submonolayer growth we will need
the following concepts. We will call any cluster of monomers an island. A stable
island is one from which no monomers can dissociate. If the smallest stable island
contains 7 + 1 monomers, the number ¢ is the critical island size. Coverage, 0,
is the percentage of substrate sites with monomers or islands on them.

The initial stage of MBE usually involves competition between nucleation
and growth of islands due to monomer deposition, and diffusion of unattached
monomers (adatoms). A minimal microscopic picture of submonolayer depo-
sition may be described as follows [33]: monomers are deposited randomly with
deposition rate F' (in units of monolayers per unit time) onto a substrate surface.
Isolated monomers diffuse along empty sites, hopping with Arrhenius rate

D, = pe~FaltT),

Here, k; is Boltzmann’s constant and 7' is the substrate temperature. The term
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E; is the activation barrier for diffusion and v is the pre-exponential factor. In
the case of MBE, v is also known as the vibration frequency for hopping. D is

subsequently the diffusion rate and so we have

where [ is the lattice connectivity (2 in one-dimension, 4 in two-dimensions and 6
in three-dimensions) and e is the hop length (lattice spacing).

New (immobile) islands are formed by aggregation of at least i + 1 diffusing
monomers at a site, and growth of existing islands occurs by capturing monomers.

To obtain a more realistic model [33] one may also include in this picture

e dynamics of (sub-stable) islands of size i or less;
e island mobility;

e direct impingement, that is, dynamics of monomers deposited on top of is-

lands.

The monomer diffusion process can be described by a random walk on the
substrate lattice with rate D. The dynamics of the process depend on the ratio
R = D/F. The parameters 6 and R together with the critical island size ¢ and
the temperature T' play a crucial role in understanding the variation of island size
and density.

Typically, it is found that for a fixed coverage 6, as R increases, the distance
between the islands also increases. Similarly, for a fixed F', as coverage increases the
island density also increases. In Figure 1.1, snapshots show in the two-dimensional
case the growth of circular islands as the coverage increases; the region surrounding

each island will be discussed in Subsection 1.3.4.



CHAPTER 1 6

Coverage = 5% Coverage = 10%
- - ~—
e Y e e[
. (o) Ty
°\® ¥ .
Ld . .
[ ]
. .
o
o 4
L .
o )
. e
. . [
b el ® .
i .
o
[ ] hd . Y
* .
-

Coverage = 20%

Figure 1.1: The coverage 6 = 5%, 10%, 15% and 20% obtained by data from
Monte Carlo simulations via MATLAB.

At high temperatures, monomers can re-evaporate, a process also known as
desorption. The critical island size 7 is dependent on temperature, with ¢ in-
creasing as temperature increases. In this thesis, we assume k, T < E, where E,
is the adsorption energy. Then k7T < Ey < E, allows free monomer diffusion
at reasonable rates. Note that if a monomer is attached to a stable island, it
is bound there by E;, say. So its barrier to diffusing away from the island is at

least F; + E4 (it could, in principle, be larger). Therefore we might also say that
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kT < FE; for irreversible aggregation, in which the desorption process may be
taken to be negligible during the stages of nucleation and growth of islands. Under
such an assumption, in terms of F' the coverage 6 is given by 6 = F't, where ¢ is
the deposition time [8, 12]. In terms of coverage, there are four distinct regimes,

namely

1. Low coverage (L): at early times, the coverage and typical island size are both
small. During the deposition process in this regime, the monomer density
is much larger than the island density. There is a linear increase in the
monomer density; island density is increasing due to the nucleation of new

islands.

2. Intermediate coverage (I): the density of islands becomes comparable with
the monomer density. The monomer density decreases as the island density

increases due to significant nucleation of new islands.

3. Aggregation (A): here the island density increases slowly, and the monomer
density decreases more rapidly — the fate of a monomer is much more likely

to be aggregation into an island than nucleation of a new island.

4. Percolation or Coalescence (C): the island density decreases as islands co-
alesce. This causes the creation of a lattice-spanning cluster (percolation).

Eventually second-layer growth occurs.

If we assume that either islands are mobile or that detachment of monomers
is possible for an island of any size, then there are two different types of processes
that can cause a reduction in the number of islands (known as coarsening) in the
percolation regime : Ostwald and Smoluchowski ripening. Ostwald ripening is

a phenomenon in which small clusters dissolve and redeposit their monomers into
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larger islands. Smoluchowski ripening occurs when islands migrate until they
collide and coalesce with other islands.

From now on, we focus only on the submonolayer deposition stage: it is vital
to understand how the processes of deposition and diffusion affect the shape of
islands and their size and spatial distributions, since the islands may be seen as

the building blocks upon which the eventual film morphology depends.

1.2 The Need for Mathematical and Computa-
tional Modelling

From the above discussion, it should be clear that understanding submonolayer
deposition dynamics is crucial if we want to be able to predict and control epitaxial
film morphology. More precisely, given a system with parameters 6, R, T" and i,

an understanding is required of the following topics:

1. dependence of the island size distribution on the parameters of the system,

in particular on the critical island size i;
2. island and monomer density evolution during the deposition process;
3. evolving island morphology;

4. dependence of the dynamics on system size.

Experimentally, the important parameters for a given combination of substrate
and deposited material are deposition rate F', temperature 7" and time ¢. In terms
of a simplified model these translate to the ratio R = D/F, coverage 6 and i.
The critical island size ¢ will depend on both 7" and F'; the rate at which islands

can dissociate depends on the bonding energy, FE;, of the monomer to the island.
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For stable islands this rate will be much lower than that at which new monomers
impinge thus depending on F. In this thesis, these material aspects will not be
considered in any further detail. Instead, we focus on the impact of the model
parameters R, # and i on the resultant statistics.

As we briefly noted above, experimental techniques (in addition to being expen-
sive) are time-consuming and limited by experimental system size. Hence a need
has long been felt for a theoretical and computational assault on this industrially
important problem.

It has been found that kinetic Monte Carlo (MC) simulations are an invaluable
way of generating numerical data that compare well with experimental data [15,
53]. This technique for the stages of nucleation and growth of islands will be
discussed in detail in Chapter 6. For now it suffices to say that these simulations
can yield realistic statistics for the nucleation and growth stages. However, not
only are MC simulations restricted in the size of the system we can simulate by
memory and execution time limitations of available computers, but it is also true
that no simulations can by themselves explain how the growth might depend on
deposition rate and /or temperature; only a theoretical analysis can do that. On the
other hand, MC simulations provide a falsification framework for any theoretical
work, since a theory’s predictions can always be checked against the results of a

MC simulation. This is the philosophy behind the present thesis.

1.3 Modelling Methodology

1.3.1 The Goal of Modelling

A considerable effort has been expended in trying to develop theories of nucleation

and growth processes during submonolayer deposition. The goal is to provide a
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comprehensive theory for the island size distribution (ISD). This is an impor-
tant part of a more general aim of understanding and perhaps manipulating the
formation of islands during the nucleation and growth stages. Despite the fact
that the simple process of island formation during such stages has been exten-
sively studied, the development of a formulation of a theory that would predict
ISD consistent with experiments and computer simulations remains an important
challenge.

Earliest attempts to compute the ISD have been in terms of rate equations
which were developed in the 1960s; see [78] and the references therein. This ap-
proach was popular until the 1990s, when kinetic MC simulations were introduced.
The comparison of results obtained from both approaches shows that rate equa-
tions fail to reproduce the ISD accurately despite the fact that average behaviour
of densities, such as total island density (the sum of all islands), obtained by rate
equations have been confirmed by MC simulations. Reasons for this failure will be
discussed later in this section. This discrepancy prompts the challenge of finding
an alternative modelling framework that allows one to predict experimentally and

numerically obtained ISD.

1.3.2 Rate Equations and the Island Size Distribution

Rate equations often involve systems of ordinary differential equations (ODEs), or
alternatively integro-differential equations. Much of the work in the present thesis
is a contribution to this area of research.

We start by introducing a general discrete framework to describe the time
evolution of clusters that takes into account binary coagulation and multiple frag-

mentation. This takes the form [13, 24, 83, 86]
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de;( 1J
cjlt 252 kg-kCi(t)ej-x(t Zaﬂ’fcf okt
k=1

oo

— a;c;(t) + Z arb;per(t), 7 >1, (1.1)
k=j+1

where the first sum is interpreted as zero when j = 1. In (1.1), for each j € Z*
and t > 0, ¢;(t) is the density of clusters of size j at time ¢. In many cases, a
cluster of size j will be regarded as consisting of j identical atoms or monomers.
The coagulation coefficients o, = o0y ; represent the rate at which a cluster of
size j joins with a cluster of size & to form a cluster of size j + k. The terms a;
and b; 5, are the net rate of break-up of a cluster of size j and the average number
of clusters of size k created upon the break-up of a cluster of size j, respectively.
Note that a; = 0.

Thus, the first term of the right-hand side of (1.1) describes the creation of
clusters of size j by coagulation of clusters of sizes k and j — k. The factor 1/2 is
included since the first sum includes both a cluster of size j — k coalescing with
one of size k and vice versa. The second term corresponds to the depletion of
clusters of size j due to their coalescence with other clusters. The third term is
the rate at which clusters of size j vanish by fragmenting into clusters of smaller
sizes. Finally, the fourth term corresponds to the rate at which the pool of clusters
of size j is replenished by fragmentation of clusters of size k > j. It is also possible
to consider a model that accounts for multiple coagulation, in which clusters may
also be formed by collisions of more than two monomers. Such phenomena occur
in ballistic aggregation; for more details see [39, 40].

Since coagulation through collisions of monomers features prominently in the

growth of islands, it is not surprising that a standard tool in theoretical studies
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for nucleation and growth stages is a system of equations based on (1.1) without
fragmentation terms. Equation (1.1) can be adjusted by a source term Jy(t),
representing an external supply of monomers [25, 82]. In the simplest case, one
may consider constant monomer input such as Jy(t) = F' and this leads to several
widely studied models [6, 42, 53, 66].

If we assume that islands (or clusters) evolve by capturing or releasing a single
monomer, a physically realistic system of rate equations with critical island size
1 = 1, deposition rate F' and diffusion rate of monomers D can be obtained by
making the identifications 01, = 2Dy, 01 j = Doj for j > 1, a1 =0, azbi 2 = 2,
and a;b; ; = v; for j > 2. Here, 0; and ~y; are respectively the rates of capture and

release of monomers from an island of size j. We have

dc S S
S~ F—2D0i - D&y 0y + 2+ Y %4
j=2 J=3
[e.e]
— 2Fkic) — FZ RjC;
j=2
de
dat Dei(0j-1¢j-1 — 05¢5) + (V4165401 — 75¢5)

+ Flﬁjflcjfl - FK,]'C]', j > 2,

where we have also included direct impingement, with ; being the rate of direct
impingement of monomers into an island of size j. The reason for the factor 2 is
that the formation of a dimer results in the loss of two monomers. In the case
of irreversible aggregation, which occurs at low temperatures, and negligibility of

direct impingement, we set v; = 0 and x; = 0 to obtain
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dCl >

E =F — 2D0'10% — DCl ]52 0;Cj (12)
de .

% = Dcl(aj_lcj_l - O'jCj), ] Z 2. (13)

For the general case of critical island size i > 1, corresponding to (1.2) and (1.3)

we have a system of equations

dc -

d—tl :F—nDalch—Dcljz:;chj (14)

dey,

% = D(o1c} — opci0y) (1.5)

de .

o = Dalojici1 = 05¢), j>mn, (1.6)
in which we have set n := i + 1. Note that the stable islands of size j only

exist when j > 4. All the physics of the rate equations (1.2) and (1.3) is in the
coefficients; different coefficients lead to different behaviour. Several choices for
0;, such as 0; = 1 and o; = j» where p = 1/2 or 1/3 depending on the dimension
of islands, have been considered; for more details see [16, 66].

A particularly simple case of these rate equations arises when we treat all
islands as point islands, not having any spatial extent, and assume that all the
coagulation constants can be taken to be equal. Choosing Do; = 1, we obtain
a system that has been considered by Bartelt and Evans [11] and da Costa, van

Roessel and Wattis [25], namely
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dc >

1

o =a—2c—c ]22 cj (1.7)
dc:

% = C1Cj—1 — C1Cy, j Z 2, (18)

where we have put F' = « in order to stay consistent with the notation used by
da Costa et. al. [25]. There are other approximations being made — namely,
no spatial dependence, as discussed above, and in addition no time (or coverage)
dependence. Moreover, in [6] the authors have developed a self-consistent rate-
equation theory which accurately predicts the average quantities (average island
size, average monomer density and average island density etc.) as a function of
coverage for a given critical island size regardless of the shape of islands.

One could also take cluster size to be a continuous variable. The continuous

counterpart of (1.1) [24, 45, 79, 86] is the integro-differential equation

gty =5 [ oo = pputn.ute = vut) dy~ [ otapute.out.t) dy

~a(oyulet) + [ " a()blaly)uly. ) dy, (1.9)

where the discrete sums of (1.1) have been replaced by integrals. Here, u(zx,t)
stands for the density of clusters of size x at time ¢. The continuous version of
the coefficient o; is o(x,y), the coagulation kernel. The function a(z) is the
fragmentation rate. The function b accounts for the fragmentation of a cluster of
size y into several daughter clusters; b(z|y) describes the distribution of clusters
of size x being produced when a cluster of size y fragments. For the binary case

of the fragmentation process, according to Cheng and Redner [22], Lamb [45] and
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Ziff and McGrady [87], a general continuous linear fragmentation equation in the

absence of coagulation is in the form

2u(az:,t) = —%u(x, t) /(: H(z —y,y) dy + /:O H(z,y — x)u(y,t) dy, (1.10)

where H(-,-), the binary fragmentation kernel, is assumed to be symmetric.
Here H(z,y) represents the rate at which a particle of size x + y splits up into

particles of sizes « and y. This is a special case of (1.9) with

H(x,y—x)‘

1 /x
c=0; alz) == H(x —vy,y) dy; b(x|ly) =
(@) =3 i ( ) (z]y) ()
If a(x) = 2, then we say that the fragmentation kernel is homogeneous with

homogeneity index \. Homogeneity requires the kernel b to have the form

z\ 1
b(xzly) =h (5) " (1.11)
so that b is homogeneous of degree —1. This homogeneous form corresponds to the
assumption that the distribution of daughter clusters is determined by the fraction
(daughter size)/(parent size).

Note that when a parent cluster of size y fragments, the number of daughter
particles formed, and their combined mass, are given by the integrals foy b(x|y)dx
and foy xb(z|y)dx respectively. Consequently, in a mass-conserving, binary process,

where each fragmentation produces only two daughter clusters with combined mass

equal to the parent mass, we must have

/Oy b(x|y) de = 2; /Oy xb(zly) de = y. (1.12)
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In the homogeneous case, when b(x|y) is given by (1.11), (1.12) can be expressed

as

/Olh(r) dr = 2; /01 rh(r) dr = 1. (1.13)

1.3.3 Similarity Solutions

What kind of results can one obtain from considering equations such as (1.1), (1.2),
(1.3) and (1.9)? Explicit solutions of such equations are important in understand-
ing the behaviour of the size distribution. However, exact solutions have been
found only for very special rate coefficients, such as in the pure discrete coagula-
tion equation case o, = 1, 0;x = (j + k)/2, 0, = jk and only for monodisperse
initial conditions ¢;(0) = d; j, where ;. ; denotes the Kronecker delta (see [83] for
details). Obtaining explicit solutions presents a difficult challenge, for which the
use of elementary analytical methods is not usually suitable. However, we can use
the infinite set of differential equations (1.1) for theoretical investigations into the
long-term behaviour of island growth. This is done by applying a scaling approach
which often allows us to identify solutions known as scaling solutions. This is
particularly true for homogeneous kernels that are characterised by the property
Oujwk = Vo) for some scalar A if this property is followed by o;, = j*p(j/k)
for some function p(-). In such a case, 0, is called homogeneous of degree
A. Dynamic scaling solutions (or similarity solutions) of (1.1) are sought in the

form

where ¢;(t) is the concentration of islands comprised of j > 1 monomers, 7 is a

positive exponent and
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Do dei(t)
Z]O'il c;(1)

represents a typical island size; see the works of Leyvraz [46] and van Dongen

() = (1.15)

and Ernst [77] for details. The function ¢ is the scaling function. Self-similar
solutions of the form (1.14) are useful since they may describe the behaviour of
general solutions of such equations. For example, it is conjectured — and in some
cases proved — that solutions arising from a range of different initial data will
approach a scaling solution in the long term [49, 50, 83].

For the case of mass-conserving solutions, we set 7 = 2 in (1.14) so that the
total mass in the system remains constant for all time. The choice of 7 = 2 is

determined by considering the total mass of the system

e}

M(t) =" je;(t). (1.16)

j=1
By introducing a continuous variable ¢ = j/r(t), the sum in (1.16) is replaced by

an integral over ¢ and substituting (1.14) for ¢;(t), we obtain

M(t) = r(t)* /0 T Co(0) d.

For M (t) to be constant, we require 7 = 2. However, in the case of submonolayer
growth, for monomer density mass is not conserved because of, for example, the
presence of F'in (1.2).

Dynamic scaling solutions of the form (1.14), but expressed in terms of coverage
0 rather than t, are considered by several authors such as Amar et. al. [3]. We
observe that in the case of irreversible aggregation 6 = Z;’il je;(t) and we assume

the scaling form

¢;(0) = G(0,7(0))o(5/r(0))
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where r is the average island size and G(6,7(#)) is some function of # and r. By
a similar analysis for M(t) to the one above, we obtain G(6,r) = 6/r?, where ¢(-)

satisfies [ (¢(¢) d¢ = 1. Thus, the scaling form for island density is

¢;(0) = % (%) :

which is the same as the dynamic scaling form of (1.14). The scaling form is
only valid in low coverage (usually 8 < 20%) before the coalescence stage where
growing islands start to interact with each other [10, 12, 74]. The scaling function
¢ depends weakly on 6 for realistic islands for up to 8 = 20% [12]. This means
that the scaling function is consistent for any value of 6 up to 20%. However, for
the point-island case, ¢ is independent of #. Another condition for the validity of
the scaling form is that the ratio, R = D/F, must be large enough, say R > 107
or the average island size, r = (6 —c1)/ >_ 5, ¢; also needs to be sufficiently large.

Similarity solutions for the linear fragmentation equation

a o
(.t = —a@ue.)+ [ a@alu@od,  117)
(see equation (1.9)) have also been sought by a number of authors including Cheng
and Redner [22, 23], Treat [75] and Ziff and McGrady [87]. These investigations

have focussed on the homogeneous case

%u(x,t) = —2 u(z,t) + /:O v 'h (g) u(y, t) dy, (1.18)

described earlier, in which a(z) = z* and b(z]y) is given by (1.11) for some function
h that satisfies the mass conservation condition fol rh(r) dr = 1.
Such similarity solutions can be expressed in an analogous manner to (1.14)

with 7 = 2. For example, in [75] Treat shows that similarity solutions can be
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written as

u(z,t) = Nj/(t)d) (Ng)gj) —V <@)2 & (%) , (1.19)

where the scaling function ¢, referred to in [75] as the reduced distribution, is

required to satisfy an integral equation and is normalised so that

/0 oy dy = / T yoly) dy =1, (1.20)

and

N(t) = /000 u(z,t) de, V() = /000 zu(x,t) dz,

are, respectively, the zeroth and first moments of the similarity solution u. An
explicit expression for ¢ involving the Meijer G-function, is derived in [75, Section

6] for the specific case when the function A in equation (1.11) takes the form

h(r) =r"(bo + byr + - - - + b,r?),

p=0,1,..., vand by, by,...,b, € R. We shall make use of the simple case p =1
in Chapter 5. With regard to the question of existence of similarity solutions for
more general homogeneous fragmentation equations, results have been obtained
by Escobedo et. al. in [31].

The rate equations (1.2) and (1.3) can successfully predict the scaling behaviour
of average quantities, such as the total island density > ¢;, [6]. However, islands
of the same size are assumed to grow at the same rate no matter where they are
located and it is difficult to choose a large set of o; for j > 1 correctly. Conse-

quently, with an incorrect choice of rate coefficients, a rate-equation approach is
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likely to lead to predictions of ISD which differ substantially from results that are
obtained experimentally or by MC simulations [11, 54].

Because of this, we have to (a) employ an experimental procedure that will give
us realistic data on submonolayer growth and (b) try to find a modelling approach
that will allow us to improve the approximation of the ISD to obtain results that

agree with the data from MC simulations.

1.3.4 Attempts to Improve the ISD Approximation: the

Capture Zone Distribution

There have been several attempts to improve the approximation of the ISD, which
is the main goal here. In 1996 Mulheran and Blackman [54] suggested a way to
model nucleation and growth of islands in various dimensions with ¢ = 1,2, 3 using
the concept of a capture zone distribution (CZD). They defined the capture
zone (CZ) associated with an island to be the substrate region surrounding the
island that consists of all points closer to the island than to any other island.
Figure 1.2 illustrates the CZD. In that figure, the CZs are indicated by the cell
boundaries for one-dimensional (1-D) and two-dimensional (2-D) islands.

For the 1-D point-island model in the case of ¢ = 1, Blackman and Mulheran
[14] had the idea of using a fragmentation-based approach to analyse gap size
distributions (GSDs) and, subsequently, CZDs. In the 1-D case, an island is an
end-point of a gap. Nucleation of new islands during the deposition leads to the
fragmentation of gaps and CZs. In Figure 1.3, we summarise the features of the
model just described.

Blackman and Mulheran assumed that nucleation is rare in a gap of any size
and derived an equation for the position dependent monomer density, ni(x) (its

average is ¢1), which is
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Figure 1.2: On the left-hand side, black rectangles correspond to 1-D islands.
Horizontal lines mark the midpoints between the edges of two islands defining
their CZs as the resulting proximity cells. If instead we use the midpoint between
the centres of islands indicated by the dashed lines, we have Voronoi cells. On
the right-hand side, the islands appear approximately circular and the CZs are
indicated by the cell boundaries.

Capture zone Nucleation

o o @ '

Capture

Figure 1.3: Summary of the features of the model. Solid circles represent an island;
open circles are monomers. A capture zone is the separation of the bisectors of
neighbouring gaps.

d2n1

D
dz?

+ F =0,

under the assumption that the monomer density is in an approximately steady
state, that is, all time derivatives vanish. To obtain the GSD in this 1-D case, they
describe the evolution of gap sizes as a fragmentation process. This is motivated

by the observation that any new nucleation that occurs in a parent gap of width,
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say, y, will result in the creation of two daughter gaps of widths, say, x and y — x.
Due to the fact that the fragmentation of a parent gap leads to two gaps, this is
the binary case of fragmentation process. With ny(z), Blackman and Mulheran
derived a fragmentation equation for the GSD function in the case of 1 = 1. If
there is no correlation between the sizes of two neighbouring gaps the connection
between the GSD and CZD is given by [14],

2s

P(s) =2 (x)o(2s — x) dx, (1.21)

0
where ¢(x) is the GSD function and P(s) is the CZD function. The factor 2 is
included to preserve the normalisation for P(s) [14].

It was suggested by Pimpinelli and Einstein [61] that the Generalised Wigner
Surmise (GWS) may accurately describe the CZD given in any dimension d for
any critical island size . The GWS is a simple expression generalising the Wigner
Surmise from Random Matrix Theory that accounts for spacing distributions in
a host of fluctuation phenomena such as energy levels of atomic nuclei, quantum
chaos and distances between parked cars [1, 61]. Let s(t) = A(t)/(A)(t), where
A(t) and (A)(t) are, respectively, the area of a CZ and its average at fixed time ¢,
and let P(s) be the probability of finding an island with scaled CZ of area between
s and s + ds. Then Pimpinelli and Einstein suggested the scaled CZD, depending

on the sole parameter 3, may be represented in the form

Ps(s) = aps” exp(—bss?), (1.22)

where
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2(i+1) ifd=1,2
g =<1 (1.23)
i+1 ifd=3,

and ag and bg are constants chosen so that [ P(s) ds = [;° sP(s) ds = 1. The
GWS will be discussed in more detail later in this thesis.

There has been recent work on providing a suitable theory of capture zones in
order to predict accurately the ISD. One may consider a Joint Probability Dis-
tribution (JPD) in order to develop an approach that describes the evolution of
island sizes of j and CZ areas of A. This approach considers both the distributions
of island size and CZ area; hence the name JPD. Such an approach was originally

proposed by Mulheran and Robbie [55]. The basic JPD rate equations [33] are

dcst dcst

de,A
dt

di == FAijl,A - FACJ'7A + PJJ’FA

ji (124)

where ¢y = ) ;> ¢j 1s the density of stable islands and c¢; 4 is the island density of
size j and CZ area A. There are two growth rates that describe the rate at which
monomers land within a specific CZ area of A and the growth rate of an island
due to direct impingement. The former rate equals F'(A — j) and the latter equals
Fj. Thus, the total growth rate is F'A. In the right-hand side of (1.24), the first
and second terms describe the total growth rate of island of size j and CZ of area
A. In other words, the first and second terms, known as the gain and loss terms,
describe the total growth rate for an island of size j and CZ area A. The term
P; 4 is the probability that a nucleation event occurs anywhere within the CZ of
area, A, belonging to an island of size j. Thus, the CZ of the new island overlaps
and reduces the original CZ of this existing island of size j, resulting in the loss
of an original island of size s and area A. P]-J’FA is similar to P; 4 except that this

probability will result in the gain of an island of size s and new area A. The term



CHAPTER 1 24

dcg /dt is approximately the nucleation rate of a stable island. The processes of
nucleation are described in the latter two terms on the right-hand side of (1.24):
the third term is the gain term since islands of size j and area A are being created
by the fragmentation of larger CZs. Likewise, the fourth term is the loss term
due to the reduction of the number of islands of size j and area A by nucleation
events. Note that one can obtain the ISD and CZD by considering the equations
of >_ 4 ¢ja and ), cj 4 respectively [32]. In terms of CZDs and subsequently ISD,
the JPD is an advance because it allows us to capture local growth rates caused
by different spatial environments around the islands. Further information can be
found in [33].

The following question was raised in [66]: can the rate equations be successful
in predicting the correct shape of the ISD if the capture numbers o; () are allowed
to depend on both j and the coverage, #7 To answer this question, in [42] Korner
et. al. consider the following rate equations in the case of irreversible aggregation

along with direct impingement of arriving monomers

d 0 0

% = (1 —0)F —2Do,c} — D¢, Z ojc; —2FKicp — FZ K;C; (1.25)
¢ j=2 j=2

de .

E = DCl(O'jflefl — JjCj) + F/ijflcjfl — F/ijCj, ] > 2. (126)

The authors obtain the capture number ;(6) which depends on both island size j
and 6 by collecting data for o from MC simulations for constant €, approximating
the average o as a function of j and 6 and formulating rate equations using these
averaged o. They concluded that coefficients o; with no ¢ dependence lead to a
poor prediction of ISD and thus there is a rate-equation model for submonolayer

deposition that behaves just like the data from MC simulation if one takes into
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account the correct dependence of o; on both j and 6. More details can be found
in [42].

Seba [70] investigated a 1-D model aimed at describing the spacing distribu-
tion between cars parked in an infinitely long street to ensure the parking of as
many cars as possible. The underlying strategy that is adopted for any particular
parking attempt is as follows. A random position x on the street is selected. If
a large enough interval centred at x is free, the car may park in the interval at x
thereby fragmenting the interval. Otherwise, another random position x is chosen
and so on. Cars are also allowed to leave, and new cars can then park in the
vacated interval; this leads to an equilibrium model. As a means of describing the
spacing distribution approximately, Seba derived the distributional fixed point
equation (DFPE)

X4 2 a1+ X,). (1.27)

Here X, is the distance between two parked cars, a is an independent random
variable with a probability density, f(a), and the symbol £ means that the left-
and right-sides of (1.27) have the same distribution. One idea that we shall pursue
in this thesis is to adapt the Seba model for the case of nucleation and growth on
a 1-D substrate, where the distance between any two neighbouring cars may be
interpreted as the gap between any two neighbouring islands. More details will be

given later in Chapter 3.

1.3.5 Monte Carlo Simulation

MC methods form a family of algorithms that use pseudorandom numbers to
conduct a statistical sampling experiment with a mathematical model. The idea
was originally proposed in 1940s by Metropolis, Ulam and von Neumann [30, 51].

A MC method can be viewed as a type of simulation that uses repeated random
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sampling to compute the behaviour of some process. However, it should be noted
that there are many definitions of a MC simulation, such as in [18, 68]. Typically,
one creates a model which describes a real-life random system and to do this, one
must identify random variables. The resulting model can be run on a computer
many times; these will generate different values of the random variables [48]. Once
this is completed, the data from this model is analysed. Since the 1940s there have
been many different versions of MC simulations which can solve various kinds
of computational problems in a large range of applications in physics, statistics,
computer science and other fields [48]. More details about MC simulations in the
modelling of submonolayer deposition will be discussed in Chapter 6.

The following diagram illustrates how a MC simulation is related to the other

approaches for submonolayer growth discussed in this work.

Physical Phenomenon

[MC Simulations ————

-
-
-
-

= - l‘
Rate equations| Fragmentation equations for gaps

v
| Statistics of the CZD|
T

v
| Statistics of the ISD |

MC simulations provide the statistical data for the CZD, and, in the 1-D case
only, also the GSD. Moreover, these simulations can yield realistic statistics of
behaviour. It is natural for one to ask why we bother to develop mathematical

theory such as rate equations at all. The answer is that MC simulations in them-
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selves cannot explain how the growth might depend on deposition rate and/or
temperature; only theoretical analysis is capable of doing this; hence the dashed
arrows. It is important to note that MC simulations are the main way of falsifying

theories concerning either the ISD or the CZD.

1.3.6 Summary

Despite several attempts at finding a reliable formulation for the ISD that allows
one to predict the results from MC simulations accurately, such a formulation still

remains an open, challenging problem. The main topics in this thesis are:

e To generalise the mean-field work of da Costa et. al. to the case ¢ > 1.
e To generalise the Blackman and Mulheran model to the case of general ¢ > 0.

e To study in more detail the validity of the GWS for other cases of ¢ and d

in addition to the case i =0, 1 in d = 1, 2 considered in [61].

e To determine whether the predictions of the d = 1 Blackman and Mulheran

fragmentation-nucleation theory for the CZD and the GWS are compatible.

e To adapt the DFPE approach to the non-equilibrium, dynamic scaling prob-
lem of island nucleation and growth in the 1-D model. This lays the founda-
tions for a new approach to a more general understanding of nucleation and

growth in higher dimensions.

It is important to note that there is a controversy in the literature over the
definition of mean-field models and non mean-field models notably in [4, 81] where
Amar et. al. claimed their work went beyond the mean field, and Vvedensky et.

al. claimed it did not.
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It is not clear what is the true definition of mean-field theory in the context of
submonolayer deposition. Vvedensky et. al. seem to use the following definition:
a model is mean-field if its dependent variables are space-independent. Amar et.
al. used a more relaxed definition: a model is not mean-field if its parameters have
been derived from a realistic (space-dependent) theory.

Nevertheless, the goal has always been to construct a theory that would predict

the ISD results accurately.

1.4 Overview of Thesis

The thesis is divided into eight chapters. A summary of each of the subsequent
chapters in the thesis is as follows.

In Chapter 2, we discuss techniques that will be of aid in later chapters, such
as the concept of a river for Chapter 4 and Laplace’s method for determining the
asymptotic behaviour of solutions for Chapter 5.

In Chapter 3, we give a more detailed account of scaling solutions for discrete
coagulation and continuous fragmentation equations. Moreover, we also discuss
several established contributions to this area of research; although some of these
topics may be reasonably well known, it is convenient to provide a summary of
the key points for later reference.

In Chapter 4, we use the concept of a river to extend the results of da Costa
et. al. [25] to the case when the critical island size i is larger than 1 and obtain
analogous results to those presented in [25]. To the best of our knowledge, this
is the first time that the idea of a river originating in the work of non-standard
analysts such as the Dieners, has been used to solve an applied mathematical

problem. In short, we can describe the ISD for ¢ > 0 if we use rate equations (1.4)-
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(1.6) with o; = 1.

In Chapter 5, we derive a generalised form of the Blackman and Mulheran
formulation [14] for the GSD in the general case of i > 0 of the 1-D Blackman
and Mulheran fragmentation-nucleation theory [14]. We extend this approach to
the case of general critical island size © > 0. Moreover, we describe how the
asymptotic behaviour of the 1-D Blackman and Mulheran theory for the CZD and
the GWS conjectured by Pimpinelli and Einstein are compatible. After introducing
a class of fragmentation kernels that depend on the critical island size, we highlight
asymptotic results that we have obtained using the binary fragmentation equation
(1.10). In deriving these asymptotic results, we use methods developed by Cheng
and Redner, and Treat, together with a modified theorem of the 2-D Laplace
method tailored specifically for the case i = 0. Our results establish that both
models cannot be correct simultaneously.

After discussing the difference between the Blackman and Mulheran theory,
and the GWS in Chapter 5, in Chapter 6 we discuss the model we have used in
our MC simulations. These simulations provide the data that we compare with
the predictions arising from the GWS to test the validity of the conjecture of
Pimpinelli and Einstein. As stated earlier, it will be seen that it is only in the
case of d = 2 that the GWS provides a good fit to the data. Shi et. al. [71]
suggest otherwise in the case of point islands; however, the GWS may be more
applicable for extended islands. Moreover, for the 1-D point islands case only, we
shall investigate the large and small asymptotic behaviour of the GSD and CZD,
and the nucleation rate for islands. After an extensive investigation on data from
MC simulations, a summary of these results is given.

In Chapter 7, after discussing the Seba approach in detail for our problem of

irreversible aggregation we conclude that this type of approach to fragmentation
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problems is promising and merits further investigation. Moreover, we compare
this approach with the Blackman and Mulheran model and the data from MC
simulations.

In Chapter 8, a summary of the conclusions of each chapter is presented. We
also propose new future directions and open, challenging problems that need to be

investigated and solved in order to generalise the results of this thesis.
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A Summary of Methods

2.1 Introduction

In this chapter, we will discuss several key methods that prove to be crucial to the
investigations into understanding the island size distribution (ISD) in this thesis.
We begin, in Section 2.2, with a powerful tool called the Newton Polygon (NP).
This method allows us to understand the asymptotic behaviour of solutions to
polynomial equations and to ordinary and partial differential equations [20, 21,
36]. However, in this thesis, we will restrict our attention to ordinary differential
equations only.

After discussing the NP method for ordinary differential equations (ODEs), we
turn to the little-known concept of a ‘river’, which will be used in Chapter 4 to
establish the asymptotic behaviour of monomer and island densities. As we shall
point out, the concept of a river is similar to the NP method but also incorporates
some convergence criteria [17, 19, 26, 27, 76]. It should be noted that our work in
Chapter 4 is largely motivated by [25], where da Costa, van Roessel and Wattis

use differential equation techniques, such as Centre Manifold theory, to determine

31
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the asymptotic behaviour of solutions to a system of differential equations which
can be obtained as a special case of the system we study in Chapter 4. The
river concept plays an important role in our analysis as it overcomes the obstacle
presented by our inability to apply, to the general system, some of the arguments
used in [25], particularly those which rely on proving the existence of invariant
regions in the phase plane associated with the system.

In Chapter 4 and beyond, we will analyse the ISD, the gap size distribution
(GSD) and the capture zone distribution (CZD) with the aim of obtaining the
small- and large-size asymptotic behaviour of each distribution. Our analysis will
lead to certain problems which can be tackled by means of Watson’s lemma and
results on one-dimensional (1-D) Laplace integrals. For example, in Chapter 5,
we will encounter a triple integral which requires the application of a combination
of properties of one- and two-dimensional Laplace integrals. Watson’s lemma and
relevant results on 1-D Laplace integrals are given in Sections 2.4 and 2.5.

We will introduce the bootstrap method which can be used to overcome diffi-
culties that can arise in situations where the theoretical distribution of a statistic is
either complicated or unknown, or the sample size is too small for straightforward
statistical inference. We will apply this method in Chapters 6 and 7 to calculate,
for example, the average gradient of both small- and large-size behaviours of GSDs

and CZDs, and the average moment of these distributions.

2.2 Newton Polygon

We aim to use the NP method in order to understand the asymptotic behaviour
of solutions to ODEs. Therefore, in this section, we will give a description of the

main techniques involved in investigating ODEs via NPs. Our account will be
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based largely on that given by Cano in [21], and so we will define a polynomial F

of the n 4 1 variables yo, y1, - - -, Yn, With & dependent coefficients, by

F(y0> Y1, - - 7yn) = Z &'Y,Bx’yygo s yzn (21)
vyEA

In (2.1), the coefficient of the term y°...yf" is a,,27, where y € A C R, p =

(po,- -, pn) and a, , is a scalar. Associated with F' is the ODE

which we shall abbreviate to F'(y) = 0.

Example 2.2.1. If we have the following equation in the form (2.2)

dy d?y
F a —F —9 3,2
(y, T —dxg) (y) = 2zy'y" — 2°y7,

then we rewrite F(y) in the form (2.1)

F(yo, y1, y2) = 2ay192 — 22, (2.3)

For the first term in the right-hand side of (2.3), i.e. 2xy1ys, we have p =
(po, p1,p2) = (0,1,1) and v = 1. Similarly, for the second and last term, we
have p = (2,0,0) and v = 3. With v = 1 and v = 3 for each term, we have
A ={1,3}.

A set of planar points, known as the cloud of points of F', is defined in the

following manner; see [21, p.19].

Definition 2.2.2 ([21]). Let F' be given by (2.1) and associate to each coefficient
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Ay, the point in R X N that is defined by

P,, = (7 = s, Zm) :
j=1 =0

Then the cloud of points of F' is the set

P(F) = { P, | ay, #0}.

The next definition, describing the NP associated with F', can be found in [21,

p.20].

Definition 2.2.3 ([21]). The Newton Polygon N(F') of F is the convez hull of the

set

U P+{(0) |ax=0}).

PEP(F)
The following definition and remarks are used to obtain necessary initial con-

ditions for the equation F'(y) =0

Definition 2.2.4. Let L be a line in R* with slope —1/p. Then p is the inclination

of L.

The line L(F'; 11) is defined to be the line with inclination x4 € R such that N(F')
is contained in the left closed half-plane defined by L(F; ), and L(F; u) NN (F) #

(. In [21, Eq. (2)], for each L(F; i) the author defines the polynomial

Dpy(c) = Z @'Y,QCPOJNH” ()7 ()i,
Py p€L(F;u)

where (p)p = p(pp—1)---(p —k+1) and P, , is given in Definition 2.2.2. As in

21, p.20], the following statements can be made about N(F').
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e For each p € R, L(F;pu) N N(F) is either a side or a vertex of N(F').

o If L(F;pu)NN(F) is a side, say S, then ®(p,,(c) is the associated character-

istic polynomial.

e Let p = (a,h) be a vertex of N(F') and let 1y < ug be the inclinations of the
adjacent sides at p. For any u such that puy < p < po, L(F; u) NN(F) = {p}.

Then @ ., (c) = "V g, (1) where

U ipyp) (1) = Z a%g(ﬂ)’fl ()i

Py, p=p

Remark 2.2.5. 1. Suppose that (x1,y1) and (2, y2) lie on a line with inclina-

tion p. Then
Y2 — % 1
=——(u#0) & z1 + py1 = T2 + Yo
T2 — T 1%
2. Consider the term (L%Bx“’ygo ..yPr Applying the differential operator asso-

ciated with this term to y = x*, we obtain the following equation

a%Ba:’YxPou(M)/lJlxm(ufl) o (M)anpn(ufn)czg}:o Py

- [avﬁg(u)’fl ()l g et 0 P

where |p| = ij. So, all points on a side of N(F) will contribute to
5=0
the same power of x, i.e. if the inclination of S is u, then each point

n n
(7 — ijj, ij) on S satisfies
j=1 =0
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v — ijj + Z p; = constant.
j=1 =0

8. If p = (a,h) is a vertex of N(F) then for each term a,,x7ys" ...y in F
n
that corresponds to p we must have h = ij. Hence cPot-+rn = ch for all
j=0
such terms.

More detail on necessary initial conditions can be found in [21, p.20]. A short

example found in [36] will be illustrated using Cano’s approach as described above

Example 2.2.6. Let F(y) = zyy” — zy" +yy' — vy — z(y')?>. The corresponding

polynomial F(yo, y1,ys) s then given by

F(y0, Y1, Y2) = yoY2 — Y2 + Yol — Y1 — :icyf (2.4)

2 2
In Table 2.1, A and B are defined as ijj and ij respectively. Note that
j=1 5=0
v and p; represents the power of x and the power of y; for 0 < j < 2 respectively.

Term v p=(po,p1,p2) A B P,,:=(y—ADB)
TYoY2 1 (170a1) 2 2 (_172)
—ry, 1 (0,0,1) 2 1 (—1,1)

vour 0 (1,1,0) 1 2 (—1,2)

-y 0 (0,1,0) 1 1 (—1,1)
—ry? 1 (0,2,0) 2 2 (—1,2)

Table 2.1: Vertices of (2.4)

As seen in Figure 2.1, we have two vertices (—1,2) and (—1,1), and an edge.

Consider the former vertex first

F(at) = o(a?) (@) + o (@) — (o) = (4 = o+ = e =0,
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Figure 2.1: Newton Polygon for (2.4).

80, (rp)(c) =0 and Vi, » =0 for 0 < p < oo. Similarly, for (—1,1)

Plat) = —o(@")' — (@) = oL

So, ®p,(c) = —pPc and Uipp = —u? for —oo < p < 0. For the edge, jn = 0, we
have F(cz") = F(c) = 0 and so ®(r,)(c) = 0.

For more details, we refer to [21, 36]. However, it is sufficient to know the
method of finding vertices and edges, i.e. Definition 2.2.3, which is a key part of

the analysis in Chapter 4 along with the concept of a river which we discuss next.

2.3 The Mathematical Concept of a River

The concept of un fleuve or a river will play a key role in establishing the asymptotic
behaviour of monomer and island densities. As discussed earlier, we use the NP
method to find rivers and we can obtain more information on asymptotic behaviour
through convergence criteria associated with rivers. If one draws a phase portrait

for the system of equations



CHAPTER 2 38

X — X(t) =3, (2.5)

W —yI(t) = 3(Y(t)2 — X (1)),

then one will observe two concentrations of trajectories in a particular area of the
phase portrait in Figure 2.2. These thick concentrations of trajectories are rivers
(one is attracting and the other is repelling) which we will now explain in detail.
Following [17, 19, 26, 76|, we consider a two-dimensional system of polynomial

differential equations,

X'=P(X,Y

~—

(2.6)

Y' = Q(X,Y).

~—

Figure 2.2: Phase portrait of (2.5). This figure is obtained from MATLAB via
the pplane code.

Definition 2.3.1. Given a polynomial P(X,Y) and r € R, the r-degree of P,

denoted by deg, P, is the highest power of X appearing in P(X, X"). We denote by
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P.(X,Y) the mazimal polynomial obtained using monomials from P(X,Y) such

that deg, P =deg, P,.

As an example, consider Q(X,Y) = 3(Y? — X). If we set, say, Y = X?, then
we have dego@ = 4 and Q2(X,Y) = 3Y2

Definition 2.3.2 ([26]). A positive semi-orbit (X (t),Y (t)) of (2.6) which is such
that X (t) — o0 ast — oo is called a river of type (k,r) at X = oo if the following

conditions are satisfied.

1. Q.(1,k)=0;

2. lim Y(1)/X(t) = k;

t—o0

3. ¢(r) :=1—r+ deg.Q— deg, P > 0;

4. P.(1,k) # 0 and [0Q, /0Y (1, k) # 0.

If a (k,r)-river exists, the integer ¢(r) is called the order of the river. The
significance of ¢(r) is commented upon in [26]; in essence, the order provides a
measure of the rate of convergence of other trajectories towards the river. Note
that one may also define the analogous concept of a river of type (k,r) at X = —oo,
and, by changing the roles of X and Y and replacing the condition ¢(r) > 0
by ¢(r) < 0, a river of type (k,7) at ¥ = oo or at ¥ = —oo. To determine
whether a river actually exists for a given system, it would appear that the first
step would be to identify a semi-orbit against which the various conditions of
Definition 2.3.2 can be tested. The question then arises as to how such a semi-
orbit can be found. Fortunately, Definition 2.3.2 has been shown to be equivalent
to an existence theorem, which we now state. This theorem is originally from [27]

and also appears in various forms in [17, 19, 76].
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Theorem 2.3.3. The system (2.6) admits a (k,r)-riwer if and only if there is a

pair (k,r) satisfying the definition of a (k,r)-river.

Thus, the existence of a (k,r)-river is guaranteed if a pair (k,r) can be found
satisfying conditions 1.-4. of Definition 2.3.2. In practice, the possible values of r

are sought first by applying NP technique and the following lemma.

Lemma 2.3.4 ([27]). If the positive semi-orbit (X(t),Y(t)) is a (k,r)-river for
the system (2.6), then r must be a solution of the equation (1,r)-v, where v is a

direction vector of a segment of the east-looking boundary of the Newton Polygon
of Q(X,Y).

Once a (k,r)-river has been shown to exist, the next step is to identify how
neighbouring trajectories behave. Fortunately, we have the following simple Lia-

punov stability criterion; see [17] for details.

Theorem 2.3.5 (Stability). Suppose that the system (2.6) admits a (k,r)-river
and define ®(X,Y) = Q(X,Y)/P(X,Y). Then the (k,r)-river is locally asymp-

totically stable in the Liapunov sense if

o
g—y(x, kXT) < 0. (2.7)

Thus, if (2.7) holds, then any solution which is sufficiently close to the river at

some finite time will, in the long term, become arbitrarily close to the river.

Example 2.3.6. Consider the system of equations (2.5) in which P(X,Y) = 3
and Q(X,Y) = 3(Y%2— X). We begin by applying the NP approach to the function
Q. If we set X =z, Y =y and QQ = F, then in terms of the notation used in

Section 2.2, we have

F(yo) = 3(yp — @), (2.8)
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and so
Term v p=(p) A B P,,:=(y—-ADB)
3y, 0 (2 0 2 (0,2)
3¢ 1 (0) 0 0 (1,0)
Table 2.2: Vertices of (2.8)
Y
(0,2)

A -
y

(1,0) X

Figure 2.3: Newton Polygon for (2.5).

As seen in Figure 2.3, we have the single segment given by the straight line,
with gradient —2, connecting the points (1,0) and (0,2). Note that a direction
vector of this segment is v = (1,—2) and so, from Lemma 2.3.4, we require r to
satisfy the equation (1,r) - (1,—2) = 0. It follows that the only possible value is
r = 1/2. To establish that a (k,1/2)-river exists for some value(s) of k, we now

use Theorem 2.3.3. We begin by examining

Q(X, X'?) =3(X - X) =0,

and so, by Definition 2.3.1, degioQ = 0 and Q12(X,Y) = 3(Y? — X). From

Definition 2.3.2, part 1, we see that k must satisfy

Ql/g(l,k‘) - k‘2 - 1 - O,
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and therefore the only possible rivers are of types (1,1/2) and (—1,1/2). Let
us consider the case of (1,1/2) first. Since Pyjp(X,Y) = P(X,Y) = 3 and
Q12(X,Y)=Q(X,Y) =3(Y*-X), we obtain ¢(1/2) =1-1/240-0=1/2 > 0.

Moreover,

0Q1/2
Y

P1/2(1,1)237§0and P)

(1,1) =6 #£ 0.

It follows from Theorem 2.3.3 that a (1,1/2)-river exists, and moreover, from part
2 of Definition 2.3.2, we have
lim —————— =
AR X))

from which we deduce that

Y ~ X2 45 X — 0.

This shows that the river runs through the first quadrant of the (X,Y) plane as
X — o00. To determine whether or not it is locally asymptotically stable, we try to
use Theorem 2.3.5. In this case,

0P

PX,Y)=Y?-X = a—y(X,Xl/Q) — 92X 1,

and we see that the stability criterion fails, since 2X'/? — 1 is not always positive
in the first quadrant. This is clearly reinforced by Figure 2.2 which shows that this
river is repelling.

Consider next the case of k = —1. Once again we can apply Theorem 2.3.3 to

establish that a river of type (—1,1/2) exists, with
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Y(t) ~ —XY2 as X — .

This river runs through the fourth quadrant of the (X,Y’) plane, and, since

)
g—y(X, — XV = —2x1?2 1 <o,
we can deduce that it is locally attractive.

In conclusion, we have

e a repelling river with r = 1/2 and k = 1 that runs through the first quadrant
of the (X,Y") plane;

e an attracting river with r = 1/2 and k = —1 that runs through the fourth

quadrant,

as seen in Figure 2.2.

The useful combination of the concept of a river and the NP method for finding
rivers will be used in Chapter 4 to combat a problem, that is difficult to be solved
by methods used by da Costa et. al. [25] in order to obtain asymptotic behaviour

of monomer and island densities.

2.4 Watson’s Lemma

Watson’s lemma is a useful technique for deriving the asymptotic expansion of an
exponentially decaying integral. As we shall require this technique in Chapter 4,
it is convenient to include a statement of the lemma here; a proof can be found in

84, p.20].

Lemma 2.4.1 (Watson’s lemma [84]). If
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1. f(t) is analytic when |t| < a+o, where a > 0, 0 > 0, except at a branch-point

at the origin, and

o
F6) =Y amt™" ", (2.9)
m=1
where |t| < a, r being positive

2. |f(t)] < Ke®, where K and b are independent of t, when t is positive and

t>a
3. |arg(z)| < 7/2 — A, where A >0
4. |z| is sufficiently large,

then there exists an asymptotic expansion of f(t) in the form (2.9) given by the

formula

g(z) = /000 f(t)e " dt ~ i: ap (%) PR (2.10)

Note that we have used the symbol ~ in equation (2.10). Given two functions

of r(z) and s(z), if

This means r is asymptotically equivalent to the order of s(z). If K = 1, then we
write r ~ s.

A short example of the use of Watson’s lemma is:
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Example 2.4.2. Consider the integral

Here, fort >0, f(t) = (1 +1t)"! is continuous on (0,00) and has the Maclaurin

expansion

oo

FO)=1—t4+£— 4= (=1)"", [t < 1.
n=0

Then we have, by applying Watson’s lemma, for |z| — oo and |arg(z)| < 7/2—0 <

/2

o(z) = /0 T F e di = /0 h 2(—1)%"6“ dt

(=1)"T'(n + 1)z~

s !
_ Z(_1)"ZZ+'1.

2
(]

To the leading order term, we have

g(2) ~ o

which means that g(z) behaves like 1/z for large z.

2.5 One-Dimensional Laplace Integral

When dealing with Laplace-type integrals of the form
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I\ = /bg(z)e_’\s(z) dz, (2.11)

one is often interested in determining their asymptotic behaviour. As discussed
in [84], one approach is to expand the function S(z) as a Taylor series around a

minimum point z,,, leading to

(2 — ZM)2

S(2) = S(zm) + S (z2m) (2 — 2m) + 5" (2mm) 5

+ e
If the minimum z,, is such that S’(z,,) = 0 and S”(z,,) > 0, then

2

S(2) — S(zm) = S”(zm)% L

In the case of a maximum point z,,, one replaces —A in (2.11) by A\. We can now

estimate I(\) for large A by

Zmte€
](/\)z/ g(Zm)e—A(S(zm)+S”(zm)(z—zm)Q/z) d

~ gz )e M) /OO e 8" m)e=2m)*/2
)
ZAS(z 2T
=~ g(Zm)e AS(zm) m (212)

For the case of a maximum point, the term 27 is replaced by —27.

Example 2.5.1. To illustrate this form of estimation of Laplace-type integrals, we

consider the Gamma function, which for R(z) > 0 can be defined by

[(x) :/ 2 le* dz.
0

It follows that
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Iz +1) :/ 2¥e % dz,
0

and, on substituting z = xy, we obtain

F(.T + 1) _ xerl/ yre ™ dy = xerl/ S W) dy,
0 0

where S(y) = In(y) —y. From this, we obtain a mazimum point y,, = 1 since

S'"(y)=1/y—1 and S"(y) = —1/y* and so by (2.12)

-2
D(z 4 1) ~ g7 tel7b2 (_17); = 71272/,

which 1s Stirling’s approzimation.

We shall require the results presented in this section in Chapters 4 and 5. In
particular, the latter chapter contains our modified version of the original two-
dimensional Laplace integral explained in [84] by Wong, that specifically allows us

to obtain the large-size asymptotic behaviour of the CZD.

2.6 Bootstrap Method

There are sometimes situations where the theoretical distribution of a statistic is
either complicated or unknown, or the sample size is too small for straightforward
statistical inference. These problems can be easily solved by using the bootstrap
method, which we describe next.

The bootstrap method (or bootstrapping) is a method for assigning measures
of accuracy to sample estimates (mean, variance etc.) of the original data set,
typically drawn from the Monte Carlo (MC) simulation [64]. The data set consists

of N independent and identically distributed (iid) data points. The terminology
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iid means that, in this case, each data point has the same probability distribution
as the others and the sequential order of the data points is not important.

The bootstrap method uses the original data set, namely Dy, to generate,
usually, a high number of synthetic data (or bootstrap data) sets, namely Dy, Ds,

. Each data set has N data points. The procedure is to draw N data points
at a time with replacements from the original set Dy. We do not get the original
set each time because of the replacement. Instead, we get bootstrap data sets in
which some fraction of the original data points are replaced by duplicated original
points. Since the bootstrap data sets are statistically similar to the original set,
they make a good approximation to the (unknown) distribution of the original set.

This is not saying that the bootstrap method is infallible — there are some
cases in which the method can fail, such as when the iid assumption is false and
the sequential order of the data points is vital. Nevertheless, for a large class of
problems, especially the ones in Chapters 6 and 7, the bootstrap methods do easily
obtain the errors in an estimated parameter (mean, variance etc.) set drawn from

the MC simulation.
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Previous Work

3.1 Analysis of the Island Size Distribution via
Rate Equations

In this chapter, we will discuss several key papers that have either motivated or
played a prominent role in the investigations into the island size distribution (ISD)
that are presented in this thesis. We begin, in Section 3.1.1, with a significant
contribution by Bartelt and Evans [11] who demonstrated that, in the case of
point islands, and with critical island size ¢ = 1, a rate-equation approach will fail
to produce the ISD obtained by Monte Carlo (MC) simulations if one chooses an
incorrect form for the capture rate coefficients. As explained in [11], this failure is
due to the fact that the rate-equation approach is mean-field in nature, with all
islands of the same size assumed to grow at the same rate, irrespective of their
positions.

Prior to [11], Blackman and Wilding [16] presented a successful scaling analysis
of the rate equations that enables the large-time behaviour of monomer, island

and total island densities to be predicted for a class of capture rate coefficients,
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including the constant rate coefficients that are customarily used for point-island
models. Once again, the rate equations that were considered corresponded to the
case of 1 = 1.

The case of constant capture rate coefficients and critical island size ¢ = 1
was also the subject of a more recent investigation by da Costa, van Roessel and
Wattis [25]. In contrast to the two earlier papers mentioned above, the authors
in [25] were able to establish the long-term behaviour of monomer and island size
distributions in a mathematically rigorous manner, albeit at the cost of dealing
only with a relatively simple case of the rate equations. We shall comment below
on how the results obtained in [25] compare with those given in [11] and [16].

In Section 3.2, we discuss a novel approach developed by Blackman and Mul-
heran [14] for introducing some spatial dependence into one-dimensional (1-D)
models of nucleation and island growth. This approach involves the concepts of
the gap size and capture zone distributions. Key to this is the recognition that
the nucleation of a new island in a gap between two adjacent stable islands will
result in the fragmentation of the gap. Thus the evolution of the gap sizes between
stable islands caused by nucleation can be interpreted as a fragmentation process.
After describing the fragmentation equation used in the work of Blackman and
Mulheran, we go on to give some details of another common model used in the
study of fragmentation processes, particularly in the work of Ziff and McGrady;
see, for example, [87]. In this model, the evolution of a system of fragmenting
particles is described by means of an integro-differential equation, and it is an
equation of this type that we will use when extending the results of [14]. One
advantage of using an integro-differential equation to describe the fragmentation
of gaps, is that there are a number of well-established scaling theory results that

we are then able to exploit. In particular, we shall give an account of a paper [75]
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due to Treat.

In the last two sections, we survey some work of Pimpinelli and Einstein [61], in
which the use of the Generalised Wigner Surmise plays a key part, before conclud-
ing with a discussion of a paper by Seba [70] on the spacing distribution between
parked cars on an infinitely long street. We believe that the latter, which leads to a
distributional fixed point equation, is intimately related to the gap size distribution

problem and we explore this connection in Chapter 7.

3.1.1 The Work of Bartelt & Evans and Blackman & Wild-
ing

In the case of irreversible aggregation, which occurs at low temperatures, if we

assume that islands evolve by capturing a single monomer, then a physically real-

istic system of rate equations with critical island size ¢ = 1, deposition rate F' and

diffusion rate D of monomers can be obtained. Recall from Chapter 1 that such a

system of equations is given by

dCl =

- = F —2Doci — Dc, ;:2 oic; (3.1)
de .

% = Dcl(aj,lcj,l — JjCj), ] Z 2. (32)

Each term in the above system of equations has already been discussed in Sec-
tion 1.3.2. Equations (3.1) and (3.2) have been used by a number of authors in
investigations into the ISD in thin film growth. In this section we highlight the
contributions made by Bartelt and Evans [11] and Blackman and Wilding [16].

In [11], the scaling form
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¢;(0) = % (%) :

is assumed for solutions of (3.2), where, as noted in Section 1.3.3, r is the average
island size, # is the coverage and the function ¢ is the scaling function. In [11],
Bartelt and Evans consider a point-island model, i.e. that each island occupies
only a single site, with an additional label attached to indicate an island’s size. In
this case, the capture rates o; in the mean-field rate equations would customarily
be chosen to be independent of j, with o; = 04, = 7“_1222 ojc;. However,
Bartelt and Evans use their simulation results to calculate size-dependent rates o;
and derive a relationship of the form o; = 0,,C(j/r), for some function C. Scaled
ISDs ¢ are then obtained and plotted for each of the two cases, o; = 0,4, and
0; = 04,C(j/r), and it is observed that these differ; see [11, Fig. 2]. In particular,
the distribution for the former has a discontinuity at a scaled island size of 3/2.

In determining the size-dependent rates and in their analysis, Bartelt and Evans
use the notion of a Voronoi tessellation of the substrate region containing the
islands. Each cell in such a tessellation corresponds to the region of the substrate
closer to an island than to any other island and so corresponds to the capture
zone of an island described in Section 1.3.4. The assumption that most monomers
deposited within a cell will aggregate with the associated island was exploited in
[11] to obtain an appropriate form for the function C.

It should be noted that, prior to the work of Bartelt and Evans in [11], Black-
man and Wilding [16] had also used a rate-equation approach to investigate the
scaling behaviour of island growth in thin films, using (3.1) and (3.2). As in [11],
described above, Blackman and Wilding took into account the possibility of the
capture rates o; depending on j, but unlike the former, who used simulations to

obtain o;, Blackman and Wilding assumed a power law dependence of the form
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05 = jpa
with 1/3 < p < 1/2 representing the physically relevant range of p-values. It was
also assumed in [16] that the decrease in the number of monomers is governed by
another power law, namely

ci(t) ~ 7", as t — oo, (3.3)

where the exponent w is to be determined. Assuming a scaling ansatz of the form

o) =1 (2).

it was shown [16, Eq. (9)] that, for p < 1/2,

1
z=2(3-2p)7", 7= 5 TP w=0- 2p)~",

th

and the time dependence of the n"" moment

Mn _ tz(nJrlT)/ T d.fE,
0

is therefore given by

M, ~ t2n+1-20)/(3-2p). (3.4)

see [16, Eq. (10)]. Analogous results are also obtained for the case 1/2 < p < 1.
Note, in particular, that when p = 0, in which case o; = 1 for all j, the above

assumptions and subsequent results reduce to

cr(t) ~ 713 My (t) ~ tP 3 ast — oo, (3.5)
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We shall return to (3.5) in the next section.

Moreover, in the same paper, Blackman and Wilding had also considered the
case where islands of size m+1 are stable and all islands of size smaller than m+1
will dissociate. It should be noted that their parameter m is the critical island
size, i.e. their m is the equivalent of our ¢ in this thesis. By the same assumptions

o; = jP and (3.3), it was shown [16, Eq. (19)] that, for p < 1/(m + 1),

2= (m+Dlm+2) —(m+ Dp " 7= —Fetp w=[(m+2) — (m+ Dl

h

and the time dependence of the n™ moment is given by

M, ~ lm=Dn1=(m1)p)/[(m+2)—(m+ 1] (3.6)

Y

see [16, Eq. (20)]. Note that equation (3.6) is equivalent to (3.4) for the m = 1 case.
As mentioned before, analogous results are also obtained for the case 1/(m+1) <

p < 1. In the case of p = 0, the above results reduce to

cr(t) ~ 7V AL (1) ~ gl n U/ mED) s 1 oo, (3.7)

We shall return to (3.7) in Chapter 4.

3.1.2 The Work of da Costa, van Roessel and Wattis

We now turn our attention to a more recent investigation [25] by da Costa, van
Roessel and Wattis. Once again, the rate equations that are studied are given by

(3.1) and (3.2), but with the constant a > 0 used instead of F' and with
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Do; =1, for all j. (3.8)

Although (3.8) is a very restrictive assumption, the fact that the resulting equa-

tions simplify to

d01 >

E = — 20% — ]22 Cj (39)
dc:

% = C1Cj—1 — C1Cy, j Z 2, (310)

enables a number of results to be established using analytical arguments that are
mathematically more rigorous than those employed in the two papers [11] and [16]
summarised in the previous subsection.

In [25], da Costa et. al. begin by introducing a new variable ¢y defined by

olt) = 3¢ (t),

7j=1
and make the assumption that ¢y(0) < co. Note that ¢y corresponds to the zeroth

moment M, and so, from (3.5), it is expected that

cr(t) ~ 7% and ¢(t) ~ t1 ast — oo. (3.11)

In terms of ¢y, equations (3.9) and (3.10) can be expressed as

Co = @ — CpCy,
¢1=a—c} — coey, (3.12)
Cj = C1Cj—1 — C1Cj, ] 2 2.

The advantage that (3.12) has over the system (3.9) and (3.10) is that, although
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both are infinite-dimensional systems, the first two equations in (3.12) only involve
the first two unknowns, ¢y and ¢; and this means that these can be studied sepa-
rately using rigorous techniques on finite-dimensional systems of ordinary differen-
tial equations. The results obtained on ¢y and ¢; can then be used in conjunction
with the third equation (3.12) to derive corresponding results on ¢;, j > 2.

For notational convenience, da Costa et. al. replace ¢y and ¢; by y > 0 and
x > 0 respectively. The two-dimensional (2-D) system of equations for z and y is

then

y=oa-—uzy,
(3.13)

T =oa—2%—ay.

The first result established in [25] are

Proposition 3.1.1 ([25]). For any solution (x,y) of (3.13) the following hold true,

ast — oo,
o x(t) — 0
o y(t) — oo;
o z(t)y(t) — a.
Poincaré compactification and Centre Manifold methods are then used to prove

Theorem 3.1.2 ([25]). Let ¢; be any non-negative solution of (3.9) and (3.10).

Then, as t — oo, the following hold true

5\ /3
. (at) c;(t) =1 forallj>1;

o ()Y (1) 1
j=1
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.(SQWSquﬂwfiq@O-ﬁL

j=1
which are in agreement with equation (3.5) obtained by Blackman and Wilding
for the case p = 0.
A scaling analysis is also carried out in [25] by means of a clever change of
variables, which allows the third equation in (3.12) to become linear. First a new

time scale is defined by

ﬁw—f%)z/ngd& (3.14)

to
The variables ¢; are then transformed to é; using ¢;(7) = ¢;(¢(7)) where ¢(7) is the
inverse function of 7(¢). In terms of é; and 7, the third equation in (3.12) becomes
e,

—_ = Cj,1 — Cj.

dr

Theorem 3.1.3. Let ¢; be any non-negative solution of (3.9) and (3.10) with
initial data satisfying c;(0) < p/j* for all j, where p > 0 and p > 1/2 are fived
constants. Let 7(t) and ¢;(T) be as given in (3.14). Then, withn = j/T # 1 fized,

the following holds

2
Qim [ =7¢;(7) = ®1(n),
jm—o0 |«

where

(L—n)~Y2 ifn<1,
0 ifn > 1.

®y(n) =

Note that the scaling solution in Theorem 3.1.3 is discontinuous. The case

when 1 = 1 is also examined with the corresponding result being
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Theorem 3.1.4. Let ¢; be any non-negative solution of (3.9) and (3.10) with
monomeric initial data. Let 7(t) and ¢;(T) be as given in (3.14). Then, with

E=(j—7)/\/T ER fized, the following holds

lim (”—) e = ae),

JyT—o0 \ (¢

where

Dy (¢) = 652/2/ e~ 2 gy,
0

Note that, da Costa et. al. comment that Figures 1 and 2 which they produce
in [25] using ®; and P, are similar to Figure 2 obtained by Bartelt and Evans in
[11].

As discussed earlier, equations (3.9) and (3.10) represent the case of island
growth with critical island size ¢ = 1. In Chapter 4, we shall adapt the arguments
used by da Costa et. al. to produce analogous asymptotic results for a general
critical island size ¢ > 1 where the growth of islands is described by the rate
equations (1.4)—(1.6) in Chapter 1, verifying in particular (3.7). We should stress,
however, that our river-based approach leads to weaker versions of the i = 1 results
obtained in [25] as we have only been able to establish the asymptotic behaviour
for a restricted class of solutions and not for all non-negative solutions (as in

Theorems 3.1.3 and 3.1.4).
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3.2 Analysis of the Gap Size Distribution in One-

Dimensional Nucleation and Growth Model

The mean-field nature of a rate-equation approach invariably leads to results that
do not compare well with simulation data. Motivated by this, several attempts
have been made to improve matters by introducing some measure of heterogeneity
in the island growth process to reflect the variability in island environment. As
described in Subsection 3.1.1, Bartelt and Evans [11] used the idea of a Voronoi
tessellation when determining size-dependent capture rates. We now give a brief
account of a fragmentation based approach used by Blackman and Mulheran [14]
to investigate the distribution of gap sizes between neighbouring islands, and sub-
sequently the capture zone distribution of islands, in a 1-D point island model
with critical island size ¢ = 1.

It should be noted that the fragmentation equation introduced in [14] as a
means of describing the gap size evolution differs from the integro-differential ver-
sion that is customarily used in studies of fragmentation processes. As we discuss
in Subsection 3.2.2; in one such study, Ziff and McGrady [87] considered a binary
fragmentation equation to study processes such as depolymerisation using a frag-
mentation kernel similar to the one Blackman and Mulheran used in their work
[14]. Ziff and McGrady were able to obtain an explicit similarity solution of their
fragmentation equation.

Despite the success of Ziff and McGrady, explicit solutions to integro-differential
fragmentation equations with other, more complicated, kernels are notoriously dif-
ficult to obtain. However, we can apply a scaling approach which often allows us

to identify similarity solutions. For example, in [75], Treat adopted a scaling
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ansatz to produce similarity solutions. The latter were then used to obtain the
small- and large-size asymptotic behaviour of general solutions. This is described
in Subsection 3.2.3.

As mentioned earlier, influenced by the work of Blackman and Mulheran, and
being aware of the fact that a number of asymptotic results are available for frag-
mentation equations of the type studied by Ziff and McGrady, we have been able
to produce a modified fragmentation-based approach to the gap size distribution
(GSD) which relies on the integro-differential formulation rather than the alterna-
tive equation used in [14]. By using methods presented in Chapter 2, particularly
those relating to the Laplace integral, we have successfully extended the results in

[14] from ¢ = 1 to a general value of 7. This will be discussed fully in Chapter 5.

3.2.1 The Blackman and Mulheran Theory

In the 1-D point island nucleation and growth model, with critical island size
1 = 1, Blackman and Mulheran noted that a nucleation occurring in a gap of
width y will fragment the parent gap into two new daughter gaps of widths, say
x and y — x. They then exploited this fact to model the evolution of gap sizes
as a fragmentation process, and, from this, were able to determine the GSD. As
the fragmentation of a parent gap leads to two daughter gaps, this is a binary
fragmentation process. Note that this approach to the GSD applies only to the
1-D model, which is illustrated in Figure 1.3 (see Chapter 1).
Following the analysis of Bales and Chrzan [6], the position dependent monomer
density ny(z,t), whose average is ¢ (t), satisfies the diffusion equation
ony  _0%my

D

= = D5 + F—DE*n, (3.15)

where F is defined as the average distance a monomer travels before being captured
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by an island or another monomer. As argued in [14, Sections 4 and 5], during the
aggregation regime the monomer density between a pair of islands situated at
x =0 and x = y is in an approximately steady state, and the monomer density is

given approximately by the ordinary differential equation

d2n1
D F=0. 3.16
T2t (3.16)
The solution of (3.16) is
() = 5pely — ) (317)
m(z) = gpaly - 2), .

where z is the distance from an island located at one end of the gap, and R = D/F
is the ratio of monomer diffusion rate to deposition rate. Since the critical island
size 7 is 1, we only require two monomers at a given x for nucleation to occur at
x. According to (3.17), the probability of a new nucleation occuring in a gap of

width y may be taken as being proportional to

aly) = /Oy n (2)? d = (%)Q/Oy[x(y _ o) dr = (%)2 g_; (3.18)

Moreover, given that a nucleation event has taken place in a gap of width y, the
probability that it will occur at a position x in the gap is proportional to h(z/y)/y
where
1\2
h(r) = (ﬁ) [r(1—7)% 0<r<1. (3.19)
Blackman and Mulheran derive an equation [14, Eq. (30)] for describing the

effect of a new nucleation, namely
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Fapia(x) = Far() (1 B uﬂf;))

+ /:O Fu(y) <M525)) (h (g) +h (1 - g)) %, (3.20)

where M is the total number of traps on the line of length L, F;(x) is the number
h

of gaps in the range = to x + dz and p(p) is the p™ moment of Fy(x); see [14,
Eq. (24)]. Moreover, they also derive an equation [14, Eq. (31)] for the scaled

probability in the form

e D)o )L o

where ¢(X) is the scaled GSD function with X = z/(x) and @), is the moment of

o(X); see [14, Eq. (26)].

Blackman and Mulheran have used different values of the ratio R and the
coverage ¢ in their MC simulations for the GSD, confirming good scale invariance
as in [14, Fig. 11]. Moreover, they compare these MC data for the GSD to (3.21).
This is done by considering a line of length, L say, and, by using random number
generation, generating an array of points on this line [14, p.688]. The selection
of a pair of existing points (i.e. a gap) between which a new point is introduced
is influenced by the fifth power of the separation of the points. The reason for
the fifth power is due to (3.18). This procedure for L = 1000 — 10000 is repeated
over 10000 runs. Blackman and Mulheran have commented on comparisons for
the GSD that, though the fit is good, the MC data is more widening than the
prediction of (3.21).

Under the assumption that nucleation has effectively mixed up the gaps so that

nearest neighbours are not correlated, Blackman and Mulheran define the capture
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zone distribution (CZD), P(s), by the convolution equation

P(s) =2 i o(x)p(2s — x) du, (3.22)
0

where ¢ is the gap size scaling function, s is the scaled size of capture zones and the
factor 2 ensures the normalisation of P(s). More detail about the CZD discussed

by Mulheran and Blackman [54] can be found in Chapter 1, Subsection 1.3.4.
Using MC simulations, as in the case for GSD, Blackman and Mulheran have
again confirmed good scale invariance for the CZD using different values of R and
0 as in [14, Fig. 12]. Moreover, they compare the MC data to the convolution
equation (3.22) where the gap size scaling function, ¢, is obtained from (3.21). In
[14, Fig. 12], the comparison is excellent and this supports the assumption that

the correlation of the two neighbouring gaps can be ignored and so, in the 1-D

case only, we have a direct way of obtaining the function for the CZD.

3.2.2 The Ziff and McGrady Fragmentation Equation

Ziff and McGrady [87] used the binary fragmentation equation

%u(w,t) = —%u(x,t) /Ox H(zx —y,y) dy + /:O H(z,y — x)u(y,t) dy, (3.23)

to investigate the size distributions of polymer chains that arises as a result of
polymer degradation. Each term in (3.23) is discussed in Section 1.3.2. To repre-
sent the situation when the breaking of bonds is more likely to occur in the middle
of a chain, the fragmentation kernel H was chosen to be H(z,y) = xy, in which

case (3.23) becomes
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%u(x, t) = —%x?’u(x, t)+2 /:0 z(y — x)u(y,t) dy. (3.24)

Ziff and McGrady derived an explicit solution of (3.24), subject to the monodis-

perse initial condition u(z,0) = §(x — ), in the form

!
w(z,t) = e P05z — 1) + tle/ y e W0 qy, (3.25)

and established that the scaling behaviour of (3.25) is given by

u(x,t) ~ atp(xtt/?), (3.26)
where
xl < 4s o
o(z) = /33 /353/677, 3¢ dn. (3.27)

It is important to note that the solution (3.25) may not be unique according
to [72]. This is particularly due to the fact that this solution is not normalised,
which will be discussed in Chapter 5.

If we follow the argument of Blackman and Mulheran, discussed earlier, but
use the standard binary fragmentation equation (3.23) instead of (3.20), then we
arrive at an integro-differential equation for describing the gap size evolution in the
1 = 1 case. We shall explore this in Chapter 5, where we shall also propose, and
investigate, an appropriate binary fragmentation equation for the case of general

7 in which we set

aly) = /0?/ ny(z)* da. (3.28)

The equation (3.24) studied by Ziff and McGrady will be seen to correspond to
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the case 7 = 0.

3.2.3 Similarity Solution of the Linear Fragmentation Equa-
tion

Equation (3.24) is a particular case of the linear, homogeneous fragmentation

equation [75]

9, 1) = —cpaula, 1) + ¢, / yha/yuly,t) by, (3.29)

where p > 0 and ¢, is a constant; see Subsection 1.3.3 in Chapter 1. From [75,

p.2524], similarity solutions of (3.29) can be written in the form

w(ot) = Y *V(t)qﬁ (N ‘(/t)x) , (3.30)

where ¢ is normalised so that, as noted in Chapter 1,

/000 ¢(z) de = /000 zp(x) dr =1, (3.31)

and

N*(t) ::/O u*(z,t) dx, V::/O zu*(x,t) de,

are the zeroth and first moments of u* respectively.
Asymptotic properties of ¢ have been established by Cheng and Redner [22, 23]
and Treat [75]. In particular, it has been shown that there exists a constant ¢ > 0

T
such that if v is real, lir% At / wh(w) dw exists and is non-zero, then
r— 0

¢(zr) =0(x7) as © — 0, (3.32)
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d(x) = O(z" V2 exp(—caP)) as & — oo, (3.33)

where p is the exponent that appears in (3.29).

The scaled similarity variable n = (z/u)? is introduced in [75, Section 5] with
d(x) = ¢(n). An explicit expression for similarity solutions, involving Meijer G-
functions, is derived in [75, Section 6] for the specific case when the function A in

equation (3.29) takes the form

h(r) =r"(bo + byr + - - - + b,r?),

where p is a non-negative integer, bp,...,b, € R and 0 < r < 1. In the case of

general p, Treat also derived the following expression for ¢(n) [75, Eq. (6.13)]

L(ky/p)U(ka/p)---T'(ky/p)

o(n) = T(v+1)/p)T((v+2)/p)- - T((y+ 1 +p)/p)
p v/p p+1,0 w E
y ;7] /e GriLe ( ; ; 0, pt 77) : (3.34)

where, with (k,—v—1)/p standing for (k;—vy—1)/p, (ka—y—1)/p, ..., (k,—y—1)/p,
and p/p for 1/p,2/p,...,p/p, the Meijer G-function is defined [75, Eq. (6.15)] as

P10 (/fp —r -1 07% 77)

p,p+1 P
ki —~v—1 ky—~v—1 k,—~v—1 12
:GZJ;}F’?( : i ) 2 i PR £ 7 ;Oa_7_>- y 77)
’ p p p pp p
= — niz
27” Q—ioo

L=+ (1/p)--- Tz + (0/p))

Tt =y D)/t (ks — 7 —DJp) TGt 7~ 1Jp)
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where Q > 0, and k,, p € Z*, are positive.
For the linear daughter distribution that corresponds to the case p = 1, from

the function h(r) the coefficients by and b; can be expressed as [75, Eq. (7.5)],

bo=2+7) (ki —v—1); bi=—-B+7)(kr—7v—2),

where k; is positive. In the p = 1 case, Treat also derived an alternative represen-

tation of the Meijer G-function [75, Eq. (6.26)]

ki—~—1 1 ki —~ —2 1
’ p p p p
where,
ki —~—2 1 wz(k1_7_2)/P)—1 1+ —(k1—y—1)/p,—nz d
Wb (i; R 77) s (1+2) Az g
/ / Mk — 7~ 2)p)

In the simple case p = 1, as discussed in [75, Section 7.2], the integral form

(3.34) of the solution ¢ simplifies via (3.35) to

T} L'(k1/p) P V/Pe—n fi—v—-2 _ 1
o) = T(v+ D)/oT((v+2)/p) w( p ! p’ 77), (3.57)

where

Dy +1)/p)T (k1 +1)/p)
L((y+3)/p)T(k1/p)

and v is defined in (3.36). For the large-n expansion case, Treat derived, with
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being defined in (3.36),

- —Mm/w (1; 1- %; n) : (3.38)

with

and by =7+ 2+ p.

Since similarity solutions take the form (3.30), we are interested in obtaining
the small and large = behaviour of ¢(x). We also are interested in the large-n
expansion [75, Section 7.2.2] that will be useful for the analysis in Chapter 5,
where, as described earlier, we will obtain the small- and large-size asymptotics
of the fragmentation equation with the arguments used in the work of Blackman

and Mulheran.

3.3 The Generalised Wigner Surmise
Recently, Pimpinelli and Einstein introduced a new theory for the CZD, employing
the Generalised Wigner Surmise (GWS) [61],

P(s) = ags” exp(—bgs?), (3.39)

where

2(i4+1) ifd=1,2
g =<1 (3.40)
i+1 ifd=3,
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causing some controversy; more detail about (3.39) can be found in Chapter 1,
Subsection 1.3.4. Despite the excellent visual comparisons between the GWS and
MC data taken from the literature [61], the GWS has already been challenged.
Oliveira and Reis [57] have presented simulation results for point islands (at
coverage 0 = 10%), fractal islands (at 6 = 20%) and square islands (at 8 = 10%)
grown on a 2-D substrate with critical island sizes ¢ = 1 and 2 to study the ISD and
the CZD numerically. Oliveira and Reis confirm good scale invariance for the CZD
for point, fractal and square islands respectively in [57, Fig. 1(a), 2(a) & 2(b)] with
different values of R. They compare these simulation data to the GWS, confirming
excellent agreement and providing some support for the universal Gaussian tail of
the CZD [61]. For the ISD, Oliveira and Reis use the empirical formula derived

by Amar and Family [2]

fi(z) = Cixt exp(—iazz'/*), (3.41)

where x is the scaled island size, and C; and a; are normalisation constants. Equa-
tion (3.41) is used to investigate the peaks of ISDs and allows one to estimate 4.
However, because of its significant deviations from the point-island model as in
2, 33], the exact form of the ISD has yet to be found. As expected, Oliveira and
Reis found that using (3.41) shows deviations from the simulated ISD for other
types of islands.

In a short comment on [61], Li, Han and Evans [47] also question the i = 1,
d =2 GWS form for the CZD, proposing their own form based on a sophisticated
theory for capture zone evolution in two dimensions [32]. They also presented
an alternative theory which yields a modified form for the large-size behaviour of
CZD, supported by data for the simulated growth of compact islands with ¢ = 1.

This form seems to agree with that found by Oliveira and Reis, contradicting the
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GWS [57].

In other work, Shi, Shim and Amar [71] studied ¢ = 1 point-island models in
dimensions d = 1,2, 3,4. The shapes of the lattice for each d are a line (d = 1),
square and triangle (d = 2), cubic (d = 3), and hypercubic (d = 4). Shi et. al.
have used two simulation models, namely SSA (Shi, Shim and Amar) and EB
(Evans and Bartelt). In the EB model, if a monomer diffuses to, or is deposited
at, a site which has an occupied site as a neighbour, that monomer is immediately
captured by another diffused monomer or an island. This short-range interaction
does not exist in the SSA model, where if a monomer either hops onto an island
or onto another monomer, then this particular monomer is captured by this island
or a new island is nucleated, respectively. For d = 2 — 4, Shi et. al. confirm little
dependence on 0 for a fixed value of R. However, for a fixed # = 10%, the peak of
the simulated CZD decreases as the value of R increases. These are observed for
d = 3 in [71, Fig. 1] and similar results are obtained for d = 2 and d = 4. It is
noted that the dependence of the peak of the CZD on R is more sensitive for the
EB model than the SSA model. This may be due to the interaction range in the
EB model being larger than those of the SSA model.

Surprisingly, the conclusion for d = 1 is different. Firstly, SSA confirms good
agreement of simulated data for different values of R with those of results in the
work of Blackman and Mulheran [14]. For # = 10%, the peak of the simulated
CZD increases with R as the value of R increases, which is different from those
results for d = 2 — 4. By investigating the peak of the simulated CZD, Shi et. al.
find that the CZD is more sharply peaked and narrower than the GWS suggests,
and a better choice of 3 is 3 rather than § = 2 for d = 2, 3. Moreover, for d =1, it
is notable that the peak height analysed by Shi et. al. suggests that the predicted

value of = 4 is not correct. Therefore it is by no means established whether the
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GWS provides a good theoretical basis for understanding the CZD found in island
nucleation and growth simulations.

Recent work by Gonzdlez, Pimpinelli and Einstein [35] has revisited the case of
i = 1, developing the original fragmentation equation (3.21) [14] and the GWS ar-
guments in response to deviations between prediction and simulation. As discussed
earlier, Blackman and Mulheran proposed that a(x) &~ z° as in (3.18). However,
Gonzalez et. al. observe that exponents 3 and 4 instead of 5 give better agree-
ment with their simulation data. But neither these values describe the large-size
asymptotic behaviour of the scaled gap size x. They comment that the small-size
asymptotic behaviour of the GSD may depend on the probability for the nucle-
ation to occur in a specific position between two existing islands. In [35], the GSD
decays like exp(—Bz?), for some constant B, instead of exp(—Bz®) as predicted
by the Blackman and Mulheran fragmentation theory approach or exp(—Bz?) as
predicted by the GWS. Gonzélez et. al. have concluded that the GWS with the
suitable selection of 3 is a good approximation for the CZD.

It is interesting to note that the justification for the relationship between the
parameter 3 and the critical island size is based on the same physical model anal-
ysed in this thesis. In [61], the island nucleation rate is discussed in terms of the
monomer density n, and the probability of (i + 1) monomers coinciding is used to

+1. This is the same physical basis Blackman and

give the nucleation rate as n'
Mulheran have used for their fragmentation theory in the case of ¢ =1 [14].
Therefore, in Chapter 5 we will conclude the work presented in this thesis with
a discussion of how the Blackman and Mulheran theory and the GWS approaches
differ and how they might be reconciled. Also, in Chapter 6 confrontation with the

MC simulation and experiment will ultimately arbitrate between these theories.

Along these lines, we note the recent analysis of the case of ¢ = 1 in [35], and our
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own detailed comparisons with extensive simulation data for ¢ =0, 1,2, 3.

3.4 The Distributional Fixed Point Equation

Seba [70] investigated a 1-D model of spacing distribution between cars parked
in an infinitely long street to ensure the parking of as many cars as possible.
The underlying strategy that is adopted for any particular parking attempt is as
follows. A random position x on the street is selected. If a large enough interval
centred at x is free, the car may park in the interval at x thereby fragmenting
the interval. Otherwise, another random position x is chosen and so on. Cars
may leave as well and new ones immediately park in the interval. As a means of
describing the spacing distribution approximately, Seba derived the distributional

fixed point equation (DFPE)

Xg 2 a1+ X,). (3.42)

Here X, is the distance between two parked cars, a is an independent random
variable with a probability density, f(a), and the symbol £ means that the left-
and right-hand sides of (3.42) have the same distribution. It is assumed that f(a)
is symmetric such that f(a) = f(1 —a). The DFPE (3.42) can be solved by
iteration. If we define w(t) of X, as the probability density of the distance X4,
then the cumulative density function W (¢) of X, can be written as an integral

equation in the form [70, Eq. (8)]

W(t):/olw(3—1)f(a)da=t OOW(s)f( ! ) ds (3.43)

t—1 s+1) (s+1)*
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Seba chooses the beta distribution with two parameters being equal to 2, i.e.
£(2,2), for f(a) which leads to f(a) = a* *(1 —a)?*7'/B(2,2) = 6a(1 — a) where
B(-,-) is the Beta function. He then differentiates (3.43) with respect to ¢ four

times to obtain the delay differential equation [70, Eq. (14)]

t3 i <w) = 6w(t —1). (3.44)

a2\t

In [70], Seba compares the prediction results from (3.42) and (3.44) with exper-
imental data obtained by measuring the distances between cars parked in a street
and observed that the prediction compares well with experimental data.

The idea we pursue later in the thesis is to adapt the Seba model for the
case of nucleation and growth on a 1-D substrate as a way of describing the ISD
accurately. The connection between our model and the Seba model is that we
may interpret the distance between any two neighbouring cars as the gap between
any two neighbouring islands. This may be also a way of describing both GSDs
and CZDs which may allow us to analyse the DFPE and its counterpart integral

equation. More details will be given later in Chapter 7.



Chapter 4

Long Time Behaviour of
Monomer and Point Island Size

Distributions

4.1 Introduction to the System

In Chapter 3, we described how equations (3.9) and (3.10), with constant capture
rate coefficients, have been the subject of rigorous mathematical analysis aimed
at determining the asymptotic behaviour of monomer and island size distributions
and proving the convergence of island size distribution (ISD) to a similarity solu-
tion. As indicated earlier, this rigorous analysis has been carried out under the
assumption that the critical island size is given by ¢+ = 1. In this chapter, our aim is
to relax this rather restrictive condition by extending the ¢ = 1 results obtained by
da Costa, van Roessel and Wattis in [25] to the case when ¢ > 1. In achieving this
aim, we shall use techniques associated with the Newton Polygon and the notion

of a river, as outlined in Chapter 2. This is in contrast to the approach that relied
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upon the Centre Manifold and Tubular Flow theorems that was adopted in [25].
Our reasons for using this alternative approach are two-fold. Firstly, we have been
unable to apply the approach used by da Costa et. al. to the case i > 1. Secondly,
we believe that the method which we use is easier to apply than that adopted in
[25] even in the ¢ = 1 case. Moreover, our results for a general ¢ immediately yield
those of [25], albeit for a restricted class of solutions, on setting ¢ = 1 and pro-
vide confirmation of the results of Blackman and Wilding for the case of constant
capture rate coefficients and a general critical island size. Further motivation for
our work in this chapter is also provided by the fact that an important objective
in the modelling of the submonolayer nucleation and growth regime is to identify
how the critical island size ¢ influences the scaling properties of the resulting ISD.

We generalise the model of [25] to the case of submonolayer deposition with
point islands of critical size ¢ > 1. We assume that islands of size 1 < j <7 simply
do not arise and as such that islands of size j > ¢ cannot fragment into monomers.
Under these assumptions and the assumptions of da Costa et. al. [25], we consider

a system of equations

o) )
i =0 —Nncp —C Cj,
j=n

4.1
Cp = CTIZ — C1Cp, ( )

éj = C1Cj—1 — C1Cj, j >n,

where ¢;(t) is the expected number of islands of size j, n(:= 14+ 1) is the smallest
stable island size and o € R is the constant monomer input.

The advantage of the system of equations (4.1) is, as in the work of da Costa

et. al., that the analysis of the long-time behaviour of solutions reduces to a study

of a two-dimensional system of ordinary differential equations. Let Y (¢) = ¢;(¢)
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and formally set X ()

Z ¢;(t). Then, substituting in the equation for ¢; leads
j=n
to

Y=a—-nY"-YX

We differentiate X with respect to (w.r.t) ¢ to obtain,

X:iCJ:Yn—YCn—FY i (Cj_l—Cj):Yn.
j=n

j=n+1

Thus, we have a system of equations

Y =a—nY"— XY,
X=y"

- — n
¢, =Y"—=Yc,,

éj = Y(Cj_l — Cj), j>mn. J

One can recover the equations (3.9) and (3.10) analysed by da Costa et. al. in
[25] by setting n = 2 and noting that ¢ = X + Y. We notice that there is no
factor n = 2 in equation (3.9). We show that this is not inconsistent. Recall, from

Chapter 3, the system of equations investigated by da Costa et. al.

)

é() = x — CgCq, Co(t) = ch(t)’
j=1

(4.3)

¢1 :oz—c%—cocl,

éj = Cl(cj—l — Cj), j Z 2

Let us write the ¢; equation as

oo
élzoz—cf—c%—chj(t)204—20%—01)(, X:ZCj(t)‘
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Then differentiate X w.r.t ¢ to obtain

00 00 oo 00
. . 9
X = E C; = E (Cle_l — Cle) = C1 E Ci—1—C1 E Cj = (1.
Jj=2 Jj=2 j=2 j=2

Hence, letting Y = ¢y, we recover

Y =a-2Y%2- XY,
X =Y2

oo
since we have the following relation ¢y = Z c;=X+Y.
j=1

Note that the first two equations in (4.2) decouple from the rest and that once
the behaviour of Y (¢) is known for large ¢, we can recover the long-time behaviour
of ¢;(t) by solving, one by one, linear equations.

As in [25], we can establish the equivalence of solutions to (4.1) and (4.2).

Following the approach used in [25], we first introduce a new timescale

7(t) ::/O Y(s) ds, (4.4)

along with scaled variables, ¢;(7) := ¢;(¢(7)). Since Y (t) > 0, 7(¢) is positive and
monotonic increasing, and so has an inverse which we denote by ¢(7). Using the

new timescale, we derive for j > n

de; dt  cici_q1 — c1¢;
J J J (:)C/

~ - o~ ~
Cj(T)_%dT_ c pT G TG

By using the variation of constants formula, we obtain

¢ = e_T/ e’¢i_1(s) ds+ Ke 7 = / e °¢j_q1(t—s)ds+ Ke ™7,
0 0

where K = ¢;(0) is a constant. Note that the equation ¢, = ¢} — ¢;¢, becomes
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Cn = G = Gy = = €76 (0) + / e~ (779 [E1(s)]" " ds.
0
For j = n+ 1, we have

T

Cna1(T) = e_T/ e*Cp(s) ds+e 7¢,1(0) = [ e %¢ (7 —s) ds+ e "¢,41(0)
0 0

_ /0 " sem [ (r — $)" ds + e T[rén(0) + Enea (0)].

We now use induction to establish a formula for ¢; in the general case j > n.

Proposition 4.1.1. For j > n,

Ti=k 1

M)

/OT s17meEE (T — 8)]" T ds. (4.5)

k=

3

Proof. When j = n, we have ¢,(1) = € 7¢,(0) + [ e *[¢1(T — s)]""'ds and so the
formula holds for j = n. Suppose the formula for ¢; holds for some fixed j > n.

Then

éj_|_1(7') = 6_T5j+1(0) + / 6_(T_S)Ej(8) ds
0

j—k

T J
s
=e "¢i1(0 +/ e (7=9) 6_55 ——¢,(0) ds

/08(5 eI (1) dr} ds. (4.6)

TG

By changing the order of integration, from (4.6) we obtain
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T J ji—k
Ga1(r) = €781 (0) + e / "7 (0) ds
0 e (j—Fk)
1 T T .
=) / [/ e~ (s — )Y e ()] ds] dr
- 0 r
J Fi—k+1
= 677-Cj+1(0) +e 7 2 mck(())
1 T . (T =)t
G- / e T
J=n)Jo (j—n+1)
J+1 Fit1=k 1 T - .
=T GO G, € e
p ! !
I Titl=k - 1 i i1 ~ 1
= esz: mck(()) + m/{) e*SSJJr *”[01(7' — s)]”* dS,
as required. O

Now, we obtain a theorem about the equivalence of solutions of (4.1) and (4.2)

Theorem 4.1.2. If X(0) < oo, then a solution of system (4.2) will also be a

solution of (4.1).

Proof. We begin by introducing the following generating function,

F(r,z2) = g em(T)2™ = €77 g kz ﬁzmék@)
+ Z (mz—mn)! /oT Smineis[él (7 - 3)]7%1 ds

3
I
S

=G(r,2)+ H(T, 2).

Rearranging, we obtain
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. m m—k
-
G(r,z) =¢e " 2™ (0)
e
=e 7 2™é(0)
et
— T L mtkz (o
T O
— 677’(172) Z Zkék(o)
k=n
The series above converges for |z| < 1 since the series Zék(O) is convergent
k=n
presumably because X (0) < oco. The series Z |¢x(0)] < oo is also convergent

because ¢ (0) > 0. Also, |z||¢x(0)] < |é(0)] if \z| S 1. Thus,

Z|Z’“||ck <> la0) =) al0),
k=n k=n
which converges by comparison test (non-limit version). For 7 = 0, F(0,2) =
Z " and therefore we have
G(r,2) = e "D F(0,2) for |2 < 1. (4.7)

If we now examine H (7, z), then, on rearranging, we obtain
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[ee) m

Hir) =Y ﬁ /0 el — )Pl e ds

m=n

= Z 2" /07[51(7' — S)]n_li((;’z)_m;;e_s ds

z”/ [61(T — 8)]" e ot ds

0

Zn/ [51(8)]71—16—(7—5)(1—7;) ds.
0

Thus,

T

F(T, z) — e_T(l_Z)F(O, Z) 4 Zn/ [61(8)]71—16—(7—5)(1—7;) dS,
0

which, at z = 1, yields

F(r,1) = F(0,1) + /OT[él(s)]”—l ds = F(0,1) + /OT[Y/(S)]TZ_I ds.

Recall X (t) = Y (t)" such that

and the fact that F'(7,1) = X (7). Differentiate (4.8) w.r.t 7

F(r,1) = F0,1)+Y(r)" '« X'(r) =Y (r)" !,

which satisfies (4.9).

81

(4.8)

(4.9)
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4.2 Asymptotic Behaviour of the Monomer and

Total Island Distributions

Our aim now is to determine the asymptotic behaviour of solutions to the sys-
tem (4.2). For this we can apply the theory discussed in Chapter 2 to the equa-
tions for X and Y in (4.2) to investigate whether any (k, r)-rivers exists, and, if so,
determine their stability. We begin by using the Newton Polygon (NP) method to
find the possible river exponents r, and define ®(X,Y") by

QX,Y)

O(X,Y) = PET)

where Q(X,Y) =a —nY" — XY and P(X,Y) = Y™ It follows that

dY -n 1-n .__
=AY o XY= 0(X,Y). (4.10)

It can be shown that the NP of ®(X,Y’), which is a generalised polynomial,
provides the same information as that of Q(X,Y). The former is as in Figure 4.1.

Following the approach explained in Chapter 2, we take

Flyo) = ayy" —n —ayy " (4.11)

and then examine each term in turn. This is set out in Table 4.1 with A = 0 and

B:B
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Mo = - -

Figure 4.1: Phase portrait of (4.10) for n even (on the left-hand side of this figure)
and odd (on the right-hand side).

Term v p=(p) A B  Point (v,B)
ayy™ 0 (-=n) 0 —n (0, —n)
w0 (0) 0 0 (0,0)
—zyp™ 1 (1-n) 0 1-n (1,1-n)

Table 4.1: Vertices of the system using the Newton Polygon method

A
Y
’ o
(0,0)
r X
(11 1'“)
0,-n ¢ 2

Figure 4.2: Newton Polygon for (4.10).
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We want to find the real numbers r such that the vector (1,r) is perpendicular
to the direction vectors of the segments I'; or I's. Let us consider the case of the
segment 'y first. This segment connects (0,0) to (1,1 — n), and its gradient is
(1 —n). Thus, we have r; = 1/(n —1) for I';. For Definition 2.3.2 part 1, we start

with

O(X, XY =Dy = o x /(=) gy
and so deg,,® =0, and ®,,(X,Y) = —n — XY™ By Definition 2.3.2 part 1, we
have (note that ®,(1,k) = Q.(1,k) =0)

P, (1,k)=0& —n—k'"" =0,

i.e. k € R has to satisfy

k,l—n = —n,

from which it follows that when n is odd, say n = 2] + 1, where [ € Z™, then we
have k = [—(2] + 1)]7%/?". In other words, there are no solutions. In the case of
even integer n = 2[, we have k is obtained as an odd root of a negative number
and so k is negative. This implies that the only real solution is negative, i.e. the

river runs through the fourth quadrant of the (X,Y) plane. Moreover, we have

P(X, XV0=Dy = xn/(=D) o p (X V) =Y™,

QX, XY=y = o — px/(n=) _ xn/(n=l) o 0 (X,Y) = —nY" — XY,

and, by Definition 2.3.2 part 3, ¢(r) = (n +2)/(n — 1) > 0. Finally, we have
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Q)

Pry(1k) = k" # 0 and =2

(Lk)=n—1#0.

Hence, by Theorem 2.3.3, the river with r = 1/(n — 1) exists. Next, we want to
determine whether this river is attractive or repulsive using Theorem 2.3.5. We

differentiate ®(X,Y’) with respect to Y, setting Y ~ kX /(1)

Py(X,Y) = —naY "' — (1 —n) XY™,

i.e.

(I)Y(X, le/(n—l)) — —TLOé_nk_(n+1)X_(n+1)/(n_1) o (1 . n)k—nX—l/(n—l)'

Since @y (X, kX ™=1) is not always negative for all X > 0, this river with r; =
1/(n — 1) is repulsive.

The segment I'y connects (1,1 —n) to (0,—n), and its gradient is 1. Thus
ro = —1 for all n > 2. We use the value ro = —1 to determine k£ and, by

Definition 2.3.2 part 2, we set

Y = R(X) ~ kXL,
The term deg,,® = n leads to ®,,(X,Y) = aY ™" — XY™™ By Definition 2.3.2
part 1, we obtain
®,,(1,k) =ak™ - k' =0,

which leads to £ = a. Moreover, we have



CHAPTER 4 86

PX, X H)=X"=P,(X,Y)=Y"

QX, X H=a-nX"-1=Q.,(X,Y)=a—- XY,

and, by Definition 2.3.2 part 3, ¢(r) = n+ 2 > 0. Finally, we have

IQr,

P.,(1,k) =a" # 0 and oY

(1,k)=—1#0.

Hence, by Theorem 2.3.3, the river R(X) corresponding to ro = —1 exists. More-
over, since Y = R(X) ~ aX ! where a > 0 and X — oo as t — oo, we can state
that R(X) is in the first quadrant of the XY plane. Next we want to determine
whether R(X) is locally attractive by applying Theorem 2.3.5. We differentiate

®(X,Y) with respect to Y, setting Y ~ X!, to obtain

Py(X,Y)=—naY " —(1-n)XY " & oy (X,aX 1) = —a "X

Since @y (X,aX 1) < 0 for positive X, we have by Theorem 2.3.5 that the river
is locally attractive.

In conclusion, we have

e an attracting river with r, = —1 and k£ = « that runs through the first

quadrant of the (X,Y") plane;

e for even integer of n, a repelling river with r; = 1/(n—1) and k = (—n)/0=")

that runs through the fourth quadrant;

e for odd integer of n, a river with r; = 1/(n — 1) and k = (—n)"1=™ does
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not exist,

as seen in Figure 4.1.

Having established that the river R(x) is locally attractive, the next step would
be that of proving that all solutions in the first quadrant are attracted to the river.
Unfortunately, we have been unable to establish this more global asymptotic result.

In conclusion, we have shown that the rivers with r; = 1/(n—1) and r, = —1,
respectively, are repulsive and attractive. Since we have the locally attractive river
R(z) which is relevant for X (¢) > 0 and Y (¢) > 0, we can go back to the system
of equations (4.2) and determine the asymptotic behaviour of solutions that start
off in the basin of attraction of R(X). Note that solutions X (¢) and Y (¢) must be
non-negative because X (t), total stable island density, and Y (¢), monomer density,
cannot be physically negative. Since Y ~ aX ™1, so that X = Y™ ~ "X " for

X we have

X(t) ~ Y/ [(n 4 1)/ D, (4.12)

Similarly, since Y (t) ~ a/ X (t) for large time, we have

Y (t) o D) {_O‘

1/(n+1)
n+ 1]

(4.13)
Clearly, we have XY — « for any solution of (4.2) as t — oco. To obtain the
rate of convergence of XY, we differentiate the Y equation in (4.2) with respect

to time and rearrange it as

(XY)=-n?Y"'Y — V.

By rearranging the Y (¢) equation i.e. XY = —a—nY" =Y if XY ~ a+ at®

for large time, we have
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n/(n+1) 1/(n+1)
asts—L ~ n’ —@nt))/(n1) | ! _ (n+2) i~ (@nt3)/(n+1) | _ Y !
n+1 n+1 (n+1)2 n+1
n/(n+1)
~ "_2t7<2n+1>/<n+1> o
n+1 n+1
Integrating w.r.t ¢ gives us
n/(n+1)
at’ ~ —n | — /(4D
n+1 ’
and so, as XY ~ a + at®, we have
n/(n+1) X :
XY (t) ~a— gt 4.14
OV ~a-n| 2] (414

4.3 Long Time Behaviour of the Island Size Dis-
tributions

In this section we have a theorem which describes the long-term behaviour of ¢;(t)

with j > n. Before we proceed, we are required to prove the following proposition
Proposition 4.3.1. Let 7 be given by (4.4), so that

t
T(t) — 7(to) = | Y(s) ds, (4.15)

to
and define Y (1) = Y(t(7)), where t(1) is the inverse function of T(t) and Y
satisfies (4.13). Then the relation between t and T, and the long time behaviour of

)7(7') are, respectively,

(i) (27) ()0 g/ () 1 as b — oo;
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(i) (2)" V(1) = ()" &) = Las 7 — oo,

Proof. From (4.13),Ve >03T =T(e) st Vit >T

{(" + 1)t} v Y(t)e[l—¢€1+¢€.

«

(nt1)e] "/ (4D
Let us focus on the upper bound case. Then V¢ > T, Y (t) < (1+¢) [ - ] :

Substituting into (4.15), for t >ty > T, we have

1)e1 Y@+
[(n—l— )3} s

«

7(t) — 7(to) < / (1+¢€)

to

~1/(n+1)
— (1+e) {(njt 1)] (n + 1) <tn/(n—|—1) B tg/(n+1)) '

(0% n

(n+1)
a

1 1/(n+1)
o (2) () 1o

} 1/(n+1)

Multiplying this inequality by (”T“)fl [ t=/(+1) and then leads to

Similarly, for the lower bound,

1\ VD)
lim inf < Z 1) (n i ) /() > 1 — e
n

t—o0 (6%

By the sandwich theorem with € > 0, we get, as t — oo

1\ Y+
)

Furthermore,
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and so

Next, we will need to obtain the long time behaviour of ¢;(7) for j > n, as this
is required before Proposition 4.3.1 can be used to obtain the long time behaviour

of ¢1(t) and ¢;(t) with j > n.

Proposition 4.3.2. With 7 being defined by (4.15) and Y satisfying (4.13), the
long time behaviour of &;(T) is
(n—1)/n
(”—7) &(r) = 1asT— 00, j >n. (4.18)
a

Proof. We recall the ¢;(7) equation (4.5), with ¢ (1) = Y (7), and multiplying (4.5)

by (%) (n=1)/m gives
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nrt (n 1)/7’1 nTt (n—l)/n ., ijk B
<E> G\ = <E> ‘ ; G0
(n—1)/n 1 T ~
+ <E) 7/ s7Tme Y (1 — 8)|" 7 ds.
« (G =n)Jo

The first term in the right-hand side of the above expression is the contribution

due to the non monomeric initial data and since j is fixed, we have

-k Ti—n T]—n—l

J J
(n—1)/n —7 T ~ _ ~(n=1)/n_—1 ~
T € E - c(0) =71 e - ¢n(0) +

(—n—1)

_ O(Tj—f—(n—l—n?)/ne—r)

=o(e'") as T — 00,

for every + < 1 since 7it(=1=n%)/no(=1D7 _, () a5 7 — o0o. In order to study the

remaining integral term, change the integration variable to s = y7. Then

<n7)(n—1)/n 1
(J —n)!

( )(n s [y e e -

(j—n
n—1)/ 1 (1 — (n—1)/n | ~

Fi—ntl [(n/a) (1_ oo
U —")!/o (1 —y)(ny—n/n y e Y (r(1

P pri—y)
— J=ne=yT 4
U—nﬂl (L —y)fnm? =

/OT e[V (1 — 5)]" 7t ds

«

—y)]" " dy

where ¢ (7(1 —y)) = [(n/a)r(1 — )]V (7(1 —y))" .

i (0)+
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Let 0 < € < 1 be fixed and write fol 4+ f1 Since 9(s) is a continuous
function and is 1+ 0(1) as s — oo by Proposition 4.3.1 (ii), it is bounded in [0, c0)
and so there exists a positive constant M, such that 0 < ¢(s) < M, Vs. From

this

1 j—n
[ E— j—ntl Y —yT
y' e dy < Myt /16 i y)(nil)/ne dy

it (r(1 - y)
(j —n) / (1 —y)tn=b/n

j—mn

1
< MwTj—n—f—le—(l—e)T/ Y’

1 (L= y)tr=tim W

1
. 1
M. j—n+1_—(1—€)7
= T ‘ /1—e (1 —y)n=b/n W

_ 61/71,71]\47/)7_3'—n—l—l6—(1—6)7’

Y

and, by the arguments of da Costa et. al. in [25, p.382], the term above tends to
zero as T — oo. For the integral over (0,1 —¢€), we have y < 1 —e = 7(1 —y) >
Te — 00 as T — o0o. By Proposition 4.3.1 (ii), we conclude that ¢(s) = 1+ o(1)
in the region of integration provided 7 is sufficiently large. Thus, Vo > 0 3 T'(9)
such that V7 > T'(9), ¥(7(1 —y)) € [1 — 6,1+ d] and as 7 — oo, with

= [T g,
T e (=y)im ’

we obtain

(1= 8)Io, () < /0 h {f(j(yl)—(:%yj_"e_w dy < (1+0)Ios(r).  (4.19)

We can expand (1 — y)~("=Y/" straight away by using the binomial series, i.e.
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(1—y) 0 =3 (—y)*.
k=0 k
Thus,
1—e Jj—n 1—e (e} l _ 1
Yy —r j—n ,—T n k, k
L(r) = [ Ty = [ e (-1 dy
J 0 (1 _ y)(n—l)/n 0 kzo k
Let g(y) = Z(—l)k " y’ " Then, by Watson’s lemma (see Chap-
k=0 k
ter 2 for more detail),
1—e 00 1 _ 1 '
/ gy)e ™ dy ~ Yy (=1)F [ " TG+ k — n + )7 G+t
0 k=0 k
CT(-n+1) n—-1T(-n+2)
- pientl + n | qi-n+2
Thus,
'(j—n+1) jtn2
Ly(1) = ———F7—+0(7 ) as T — o0.

7—j—n+1

Equation (4.19) now gives

F(]-TL—}-]_) —j+n— e ¢(T(1_y)) j—n _ —yTr
(1=0) | =g 0" 2)} </0 Wzﬂ eV dy
I'j—n+1)
QT —

< (1+56) [ L O(r Iy ]
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,7_]717,4*1

and, by multiplying each term by m,
j—n

(1-9)[1+0() < r(;——n++1> / B %y dy

< (1491 +0F).

Thus,

ri—ntl e ¢(T(1_y)) Jj—n_—yt _ T/ e ¢(T(1_y)) Jj—n,—yT
>/o ( e = / ( v

I'(j—n+1 1 —y)(n=t/n (j —n)! 1 —y)tn=b/n
=1+0().
Hence, as in [25, p.382], we have
nt\ m=1)/n _ .
<E> ¢i(r) = lasT— 00, j >n,
as expected. O

For the long time behaviour of ¢;(t) and ¢;(t), we have the following theorem

Theorem 4.3.3. Let (X (0),Y(0)) be in the basin of attraction for R(X). Then

the long time behaviour of c1(t) and c;(t), respectively, are
(i) (n_ﬂ)1/(n+1) 4o 1;

(n—1)/(n+1) ]
) ¢; — 1, Vj>n,

(ii) <(n+1)t

ast — 00.

Proof. From Proposition 4.3.1, we first recall
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1/(n+1)
ro () (e o/ 41)
n n+1 ’

and then, by Proposition 4.3.1 (ii), we obtain

1-1/(n+1) 1/n 1/(n+1)
(n + 1) tn/(n—l—l)] o = <n+ 1) A/ ] as t — oo

« (0%

Similarly, Proposition 4.3.2 gives

((TL + 1)t) (n—1)/(n+1)

cj—last— ooVj>n.
a

4.4 Self-Similar Behaviour of the Coagulation Sys-
tem Outside the Characteristic Direction

4.4.1 Self-Similar Function

Our objective now is to find a function ®1(n), n # 1, such that

lim | —

2, T—00

2] e ) =t

«

where = j /7 is fixed. with 1 # 1. To this end, we shall require Propositions 4.1.1

and 4.3.1 as well as the Stirling formula for the Gamma function,

[(z) = V2rz® Y2 2[1 + O(z71)] as z — oo;

see Example 2.5.1 in Chapter 2. Note that Proposition 4.3.1 (ii) gives
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(n—1)/n
(E) [E1(T)]"! — 1as T — oo.
e

Once again we assume throughout that (X (0), Y (0)) is in the basin of attraction
of the river R(X), where X (0) = Z ¢;(0) and Y(0) = ¢;(0).

j=n
4.4.2 Monomeric Initial Data

For monomeric initial data with j > n, we have

( )(nfl)/n

nt\ ®m-1)/n _ o
(%) a5

/OT sI e [y (1 — 8)]" ! ds. (4.20)

Consider the function ¢; defined on [n, 00) x [0, 00) by

N .
o1(z,7) = %/0 s e S [e (T — 8)|" 7t ds. (4.21)

Let © = n7. Then, from (4.21), we obtain

(E)(n—l)/n

= ] /OT ST e 5[E (1 — 8)]" T ds.

SO T) = o =)

The change of variable s = y7 now leads to



CHAPTER 4 97

(N, 7) (4.22)
ar\(-1/n
() ) / (ry)™ e Ve (1 — 7y)" (rdy)

a Fint—n+1) Jg
(%)(”_1)/77* T(n—l)/nTnT—n-l—l

1
— nT—n _ —TY[x 1 — n—1 d
e =
TnffnJrl <n

V2m a
1

% T(nl)/n/ Yy e V[ (1(1 — y)]" ! dy  [using Stirling’s formulal
0

(n—1)/n
a) (nT—n+ 2)”’3/2”77(777 —n+ 1)6’7762’” x (14+0((nr+2-— n)’l))

e - 9/~ n)m—1)/n
77n 1/2 N7 pnT—n+ltn 3/2 T+ T (_) _
B T A0

1
i [y e (1 - ) dy
0

6"77]"*1/2*777'7-1/2 <Q) (n—1)/n

1
= (O [ e (= gy

_ —nr n ( —1)/” 7(nln(y)— n— nlx n—
e (n) n o 71)) L ernin()=y+n) p(0=1/n [z, (7(1 — y)]7 d
V2men—2 y"
- 1/2-n7 1/2 1o _1 ¢ T(nln(y) y+m)
\/ﬁe” 2 )(n D/m

dy, (4.23)

where (1) = (%)(n_l)/n [c1(7)]""!. Note that in the above calculation,

Let

— g))er(n)-y)
y)m=1/n

ignoring constants as 7 — oo for the time being. There are two cases, n > 1 and

Ly(n,7) ==n"" 1/26”7/ o i dy,

€ (0,1), to be considered to seek the function ®(n) as described earlier in this
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section. If we consider the case > 1 first, then we have the following proposition.
Proposition 4.4.1. Ifn > 1, then ®1(n) = 0.

Proof. We examine the term in the integral I,,(n, 7) given by

y ey — o) In@W)—yr — 01(v)

where ¢ (y) is defined by

g1(y) = (n7 —n)In(y) —yT.

For all y € (0,1] and 7 > 5, the function g;(y) satisfies

91(3/)25(777—")—72(m—n)—7>0.

For y € (0,1], we have ¢;(y) < ¢1(1) = —7. This leads to

/1 w( ( )) eT(nln(y)_y) d M 1 dy M
71—y y < 67/—:71 e .
0 y™(1 —y)n=b/n Uy (T—y)e D v

Thus, following da Costa et. al.’s argument [25, p.384], for n > 1 we have

I,(n,7) — 0 as T — oo. O

Consider the case n € (0,1) next.
Proposition 4.4.2. Ifn € (0,1) then ®;(n) = (1 —n)~ =Y/,

Proof. The exponential term inside the integral I,,(n, 7) is ef®) where

) = r(nin(y) — ) = Fy) =7 (g _ 1) S =T



CHAPTER 4 99

T

Now f'(y) = 0 < y =n and f"(n) = -5 < 0. So, the exponential term has a

unique maximum at y = 7. To seek the asymptotic behaviour of I,,(n, 7), we write

/ ( ) o 1/2.m (/6 I—e 1 ¢( ( )) eT(nIn(y)—y) y
n,T)=mn "1/ —i—/ +/ ) T(1—y — Y
" 0 € 1—e yn(l - y)(n 1)/n

= In,l(na 7—) + In,?(na 7—) + In,3(77a 7—)' (424)

Consider I, 1(n, 7) first. The calculation is similar to that used for the case

n > 1. Since we have 0 < y < € < ne~!, for all 7 > ety We obtain gi(y) =

(n7 —n)In(y) — yr and

_nron -y -n

Y Y

Thus, g1(y) < gi1(€) < g1(ne™!) = (7 —n)In(n) — (n7 — n) — Tne~!. Following
da Costa et. al.’s argument [25, p.385], we have
Ii(n,7) — 0 as 7 — oo. (4.25)

Next, consider the case I, 3(n, 7). The exponential term is

eT(nIn(y)=y) onr = In(n) _. ,—793(y) :

b

where the function g3(y) = (nln(n) —n) — (nln(y) — y). By da Costa et. al’s

argument [25, p.385], we again have

Is(n,7) — 0 as T — oo. (4.26)

By (4.25) and (4.26), we have
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I(n,7)=1I,2(n,7)+0(l) as T — oo. (4.27)

Consider the final case I, 2(n, 7). We need to make a few minor modifications
to da Costa et. al.’s argument. As they state, sincey < 1—e = 7(1—y) > 7¢ — 00
as 7 — 00, then ¥(7(1 —y)) = 1+ o(1) for large 7. So, V§ > 0, 3 T'(§) such that
V1 >T(0), ¥(r(1 —y)) € [1 = 6,1+ 4] and, with

1—e e~ T¢W)
In(n, 7) = / 1 — ) W and ¢(y) =y —nln(y) =,

we have

(L= 8)y ™20 (n,7) < Loa(n,7) < (L4 8)y~ 720, (n, 7). (4.28)

Since ¢(y) is smooth and has a unique minimum y = n € (6,1 — €) with
#(n) = —nn(n) and ¢"(n) = n~ !, we can use Laplace’s method for the asymptotic

evaluation of integrals; see Section 2.5. We obtain, via this method,

e In(n) o
J ~ . 4.29
(:7) (1 —n) =D\ /g (4.29)

By (4.22), (4.27), (4.28) and (4.29), we obtain

n—1/2,2—n ,,—n7..1/2 n7In(n) 2
_n e n rTte T -1
rlnr ) = T 7 (1 0 Y)
62—71 1
= a1+ 06™)
1 _
(- n)(nfn/n(l +O)
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By Proposition 4.4.1 and 4.4.2, for monomeric initial data we have

Theorem 4.4.3.

(1—n)~(=Dn ifo<n<1,
(1)1(77) =
0 ifn > 1.

4.4.3 Non-Monomeric Initial Data

For non-monomeric initial data, we have

(n—=1)/n (n—1)/n '
(5) am=aun+(T) T oo

3

where ¢1(n) is defined in the previous subsection. Since we already have established
that the term ¢, is related to the term ®; defined by Theorem 4.4.3, all that is
required is to show that the second part of the non-monomeric solution goes to zero.
This establishes that the asymptotic behaviour for monomeric initial conditions

also holds for the non-monomeric case.

We define v := %, 7 = ju and assume ¢ (0) < pk~*. Then

a — (j —k)! a — (j — k)l k#
n (n—l)/n
=i p <E> 2(v, J),
(ju)—*

J
where ¢y(v, j) = (jv)"—H/me=v Z . Note that v # 1 since n # 1. We
k=n
now prove the next proposition.

(j — k) Kk
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Proposition 4.4.4. Forv € (0,1) and v > 1,

$2(v,j) = 0 as j — oo.

Proof. Consider first the case v > 1. Let us change the summation variable by

setting [ := 7 — k to obtain

b2 (v, ) = (ju) 1/ eﬂ’zl']_l - eI = (430)

Considering u; := (jv)!/l! and by studying the sign of

)k U
U1 — U = (jl,) (lil - 1) )

we see that the maximum of u; is attained at [ = |jv| > jv—1>j—1>j—n.

From (4.30)

Note that
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1 (—n+1)
j—n)  (j—n+1)
(j—n+1)(j—n+2)

(j —n+2)!

J—n+1)(G—-—n+2)...(5—1)

1)
(i —na )
= UG
U0 DIt o).

 V2mji1/2e—i

Thus, from (4.31) we conclude that

(jo)m=im S (o)
€ JUZ 1

nk [!

=0
(]',U)(n—l)/n 2 v jn_Q(jU)j_n

< (j—n+1)e?"=—"—-(1+0(1))

nk V2rji—1/2¢=

U(nfl)/nfnJrj ‘ 9. 1 9 it ] /9t .
- W(‘y —n+1) jn=1)/ntn—2-j+1/ eI Y1 4 0(1))

p(n=1/n—n 9 (1) /me3/2 i—ivi]
= (i = 1RO (1 g o(1))
B U(nfl)/nfn (] —n4+ 1)2

nt\/2m J

x e == H(=D/m1/2G) (1 4 o(1)). (4.32)

Following da Costa et. al’s argument [25, p.388], we can state that (4.32)

tends to zero as j — oo.

Consider the case v € (0,1). Let 8 € (ve!™", min{ve, 1}) be fixed and write
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N oy
O2(v, ) = ()" e Y “(g?%l)ﬁ > Z(J—) = $10) + $:(3).

0<I<B;

First, we concentrate on S1(j). Then we obtain

. N (eDV/m i (jv)!
Si(j) < (o) Wmer v Y e
0y, 10— B)"
(jo)r=in (jv)!
— e Z I
ju(l - ﬂ)# 0<I<p; l
< (jv)(n_l)/ne—jvejv
— (L= B
n—1)/n
vt/ S(n—1) /n—p

(1—p’

Y

and so we have

n—1

S1(j) = 0 asj — oo if u>

By Stirling’s expansion, for large [,

l
' =+2r (i) (14+0317h) > e Ut12,

(&

Therefore, since in Sy we have (j — [)* > n* > 1,
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. DV iy (jv)’
Sa(j) < (]U)( R Z o—1]I+1/2

Bi<I<j—n
. l
— (o) Y e (ﬂ)
B <I<j—n l
. l
< (o) e ()Y <JE)
Bi<I<j—n l
8i1+1 S
< P/ jn=1)/n=1/2 g-1/2 g (U L — (ve/ gy 1)
I6; 1 —ve/B
Jj—n+1 ﬂ1—1/2

(n—1)/n :(n—1)/n—1/2_—jv [ V€
e ()

n— I-n —v\J
_ vl 1)/nﬁ1/2j(n—2)/2n (f) (Ue1 )J
ve — (3 B B

— 0 as j — oo.

105

Thus, since (4.32), S1(j) and Sy(j) all tends to zero as j tend to infinity, we

have

j—k

lim < ) T
Jim Z

k:n

Hence, by Theorem 4.4.3 and Proposition 4.4.4,

Theorem 4.4.5. Withn = % fized, n # 1 and (X(0),Y(0)) in the basin of attrac-

tion of the river R(X), we have

where
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B1(n) (L—m)~t=0imaf g < 1,
1 .:
0 ifn > 1.

Suppose we want to find a self-similar function for ¢;(¢). Recall the following

relations from Proposition 4.3.1, equation (4.12) and Theorem 4.3.3 respectively,

1/(n+1)
T ~ (n+ 1) ( il) o/ (1), (4.33)
n n

- L1\ ]V
X =3 eit) ~ [(n+ D)o e~ | (T )t Y
2,60~ [nt D s e | (5 (431

By (4.34), for large t we obtain (note that ¢; — 0 as t — o0)
0o Ln)
() = 2imIal) ol S ¢/t (4.35)
Sty [(n+ Dar /et \n 41

By (4.35), (4.33) becomes

1/(n41)
po (P ()T e (LY (.
n n+1 n

This leads to the following main result.

Theorem 4.4.6. Ast — oo, we have, for (X(0),Y(0)) in the basin of attraction

of the river R(X),

() (25)

This implies that solutions have the self-similar asymptotic behaviour
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(1) ~ (), (f1 (d—>)) |

provided that f1(j/(j)) # 1. Thus, we obtain a discontinuous scaling solution for

1> 1.

4.5 Self-Similar Behaviour of the Coagulation Sys-
tem Along the Characteristic Direction

The case n = 1, which has been mentioned briefly in the previous section, was
investigated by da Costa et. al. [25, p.21]. We were able to obtain analogous results
to these obtained by da Costa et. al. However, in the modelling of submonolayer
deposition, we were unable to determine whether these results do or do not have
any physical meaning in terms of both monomer and island size distributions.
Therefore, we will summarise a few key results that will collapse into the results
obtained by da Costa et. al. when one sets n = 2, rather than show full calculations

for obtaining these results. Asin [25, p.21], our objective is to find a function ®5(&)

such that
(n—=1)/n /92
Tim [ﬁ] 7T71/271/(2n)5j(7) = 0y (¢),
jr—oo La n
where £ = % is fixed. In the case of monomeric initial data, we have the following
theorem.

Theorem 4.5.1. With £ = 4% fized, £ € R and (X(0),Y(0)) in the basin of

attraction of R(X), we have, as j, T — 00,

n (-D/n /21
(5) ! 2ENE (1) — By(8),
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where

Dy (¢) = 6_52/2/ e €W W gy,

0
As in the previous section, we want to find a self-similar function for ¢;(t).

Recall the following relation

n+1 ,
(M)
This leads to the following key result.

Theorem 4.5.2. Ast — oo, we have, for (X(0),Y(0)) in the basin of attraction

of the river R(X),

lim v/2ma~ "D (DR (4 1)(7) D2 (t) = @2(fa(d, (1))

t—o0

uMmﬁ@U»:(N/ypG;E%MQ)

n—+1 (j)1/2

4.6 Conclusion

For the point-island case of general ¢ > 1, we have obtained the long time behaviour
of a class of solutions to (4.2). To the best of our knowledge, this is the first time
that the idea of rivers has been used to solve an applied mathematical problem.
This method allows us to obtain the asymptotic behaviour of the monomer and
island size distributions easier than the use of the Centre Manifold and Tubular
Flow theorems that was adopted in the work of da Costa et. al. Moreover, we
have proved the convergence to a self-similar profile ®;(7), see Theorem 4.4.6 where

there is a discontinuity at n = j/7 =1, i.e. f(j/{j)) = 1. It is important to note
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that if one sets ¢ = 1 such that n = 2, then one will recover restricted versions of
the results obtained by da Costa et. al. in [25]. To fully recover the results in [25]
requires the first quadrant to be in the basin of attraction of the river R(X), and
this has not yet been established.

Our results (4.12) and (4.13) are consistent with equation (3.7) obtained by
Blackman and Wilding; more detail can be found in Chapter 3 along with the
work of Bartelt and Evans, which we will discuss next. The model studied in
this chapter is closely related to the one studied by Bartelt and Evans in [11] for
the ¢ = 1 point-island case. They derived an equation for the scaled island size
distribution (ISD) and obtained a divergence at 3/2. In this chapter, we provide
a short analysis of divergence at j/7 = 1. Let j be the island size and (j) be the

average island size such that

Y eade(t) 0 =300 () N
S S PRI D SRS C I (9‘”‘]2“)'

Now, recall that we simply do not allow islands of size 1 < j < i to arise. This

implies that ¢ (t) =0 for k =2,3,...,n — 1. Then we have, with o = F,
at — ¢ (t)

ijn ci(t)
Recalling, from (4.34) and (4.35), that

o n+1 Q 1/(n+1)tn/(n+1) N n+1 )
7).
n n+1 n

We see that there is the discontinuity (at j/7 = 1) is at

() =

(4.36)
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Equation (4.36) confirms the divergence obtained by Bartelt and Evans for
i =1 (n =2). However, as explained in [11, p.54] and [53, p.89], since there is no
divergence in the results obtained from Monte Carlo simulations the comparisons
with ISDs based on (4.2) fail and thus the divergence in ®,(n) is not observed in
reality. One of the reasons for this is that under a system of equations (4.2), they
neglect local growth caused by islands’ spatial environments.

Therefore, we are required to improve the approximation of the ISD and several
attempts to improve this approximation have been considered in the past such as
the capture zone distribution (CZD) by Mulheran and Blackman [54], the frag-
mentation approach for the i = 1 point-island case by Blackman and Mulheran [14]
and the Joint Probability Distribution (JPD) [32, 55]. These (and other attempts)
have been discussed in Subsection 1.3.5.

Because of the failure behind (4.2), we attempt to improve the approximation
of the ISD by modifying the fragmentation approach for the case of a general i > 0
in the next chapter.

However, two important consideration which is raised by this chapter are to
formulate conditions on the coefficients of rate equations which ensure a contin-
uous scaling solution and to determine the physical meaning of ®5({) as seen in
Theorem 4.5.2 for the nucleation and growth stages in the submonolayer deposi-

tion.
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The Gap Evolution Equation

5.1 Introduction

In this chapter, our main aim is to derive the equivalent of the Blackman and
Mulheran (BM) formulation [14] for the gap size distribution (GSD) in the case
of a general critical island size + > 0 and then use this to obtain the capture zone
distribution (CZD) via the convolution identity
2s
P(s) =2 (x)p(2s — x) dx, (5.1)
0

as discussed in Chapter 3. We shall use asymptotic results on solutions of fragmen-
tation equations due to Treat, together with properties of Laplace-type integrals,
to obtain qualitative information on both the GSD and CZD. Our fragmentation-

based results are compared with those obtained from the Generalised Wigner Sur-

mise (GWS)

Py(s) = ags” exp(—bss?), (5.2)
to determine whether they are compatible.

111
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5.2 The Gap Evolution Equations

We recall from Chapter 3 that the main idea of the BM theory is that, since any
new nucleation that occurs in a parent gap of width, say y, will result in the
creation of two daughter gaps of widths, say z and y — z, the evolution of gap
sizes can be considered as a fragmentation process, from which we can obtain the
GSD. As the fragmentation of a parent gap leads to two daughter gaps, this is a
binary fragmentation. We follow the BM model and assume that in the regime of
aggregation (the regime where island density remains constant while the monomer
density decreases; see Chapter 1, Section 1.1), the monomer density at x in a gap

of width y is given by

1

= ﬁx(y - [L’), (53)

ny(x)

where z is the distance from an island located at one end of the gap, and R = D/F
is the ratio of monomer diffusion rate to deposition rate. If the critical island size
is 7, we require ¢ + 1 monomers at a given x for nucleation to occur at x. On the
basis of assumption (5.3), the probability of a new nucleation occuring in a gap of

width y may be taken as being proportional to

o) = [ e o (%) [ ety =y e

1 i+1 ‘
= (ﬁ) B(i + 2,7 + 2)y**?, (5.4)
where B(-,-) is the Beta function. Moreover, given that a nucleation event has

taken place in a gap of width y, the probability that it will occur at a position x

in the gap is proportional to h(x/y)/y where
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h(r) = (%{) (1=, 0<r<1. (5.5)

Therefore, we take b(x|y) = lh(z/y)/y where the constant [ is chosen so that

Aawuwwmzyaéﬁmwwm:2; (5.6)

see Chapter 1 Section 1.3. We obtain

Y Yo [z ly t , IB(i+3,i+2)
xb(x|y) dxr = l/ —h (_) dr = 7/ r2(1—r) gy = ) n
/o (=l9) o ¥ \Y (2R)™ J, (1= (2R)™

and so, in order to satisfy foy xb(z|y)dx = y, we require

I (QR)iJrl
C B(i+3,i+2)
This leads to
x(y — z)] !
baly) = =2 (5.7

Bli+3,1 4 2577
Note that with this choice of b, the binary fragmentation condition (1.12) (see

Chapter 1)

Y Y i+1 o i+1 B(i 2.4 2
/b(x!y) dx:/ -~ (y. D e = (Z.+ s )=27
0 o B(i+3,i+2)y%+3 B(i+3,i+2)

is satisfied as expected. Thus, equation (1.10), with (5.4) and (5.7), becomes

_B(z(;—RZ),Zij— 2);52”%(36, £) + (QRQw /:O[x(y - x)]z‘+1u(y> t) dy,
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and a simple re-scaling of the time variable then yields the evolution equation for

gap sizes u(x,t)

—u(z,t) = —B(i + 2,1 + 2)a*Pu(x, t) + 2 /Oo[x(y — )"y, t) dy.  (5.8)

Equation (5.8) is a particular case of the linear, homogeneous fragmentation equa-

tion

%u(x,t) = —c,2’u(z,t) + ¢, /:O v iz /y)u(y,t) dy, (5.9)

where p > 0 and ¢, is a constant; see [75] and Section 3.2 of Chapter 3. To obtain
(5.8) from (5.9) we set

2 ) .
p=2i+3, c,=B(i+2,i+2), h(r)=—(1—r) Tyl (5.10)

5.3 Asymptotics of Scaling Solutions for the Gap
Size Distribution

The next step is to find the small- and large-size asymptotics of similarity solutions
of the gap evolution equation (5.8). Asnoted in Chapter 3, such similarity solutions

can be written in the form

w(z,t) = N*‘Q/(t% (N*(t)m) : (5.11)

where ¢ is normalised so that
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/OOO 6(x) do — /OOO v6(x) do = 1, (5.12)

and

N*(t) ::/O u*(z,t) dx, V::/O zu*(x,t) de,

are the zeroth and first moments of u* respectively.

Since similarity solutions take the form (5.11), we require the small and large x
behaviour of ¢(z). An explicit expression, involving a Meijer G-function, is shown
in Chapter 3 for the specific case when the function A in equation (5.9) takes the

form

h(r) =17(by + byr + - - - + byr?),

p =0,1,2,..., v and by,...,b, € R to be determined. We shall make use of
the simple case p = 1, discussed in Chapter 3 in the next section. As noted in
Chapter 1, asymptotic properties of ¢ have also been established for more general
homogeneous functions h. In particular, recall equations (3.32) and (3.33) in

Chapter 3 where it is shown that there exist constants k, m and ¢ > 0 such that

o(x) ~ ka? asx — 0, (5.13)

r
provided that lim r~7 2 / sh(s) ds exists and is non-zero, and
0

r—0

h(1)—2

o(x) ~ mx exp(—ca’) as x — oo. (5.14)

In the case of the gap evolution equation (5.8), (5.10), (5.13) and (5.14) lead

immediately to the following result



CHAPTER 5 116

Theorem 5.3.1 (Asymptotics of scaling solutions for the one-dimensional (1-D)

GSD). Let

u*(z,t) =

be the similarity solution of (5.8). Then, for each critical island size i > 0, we

have
1. ¢(x) ~ kz'™t = O(z") as x — 0 for some constant k;

2. ¢(x) ~ mx?exp(—cx®t?) = O(z~? exp(—cx®*3)) as x — oo for constants

c>0 and m.

Proof. From (5.10), h(r) = 2r't1(1 — r)"*' /¢, and the stated results follow since

h(1) =0, p=2i+ 3 and

2 r +1 Z—|— 1
—riB/ §T2(1 — ) ds = = 32/ ( 1)7s49%2 ds
Cp 0 ] 1+ 1— j
2 Z (G+1) (=1)p
Cp = JlE+1=)6i+754+3)
2

_ 0.
v T

O

We may use Theorem 5.3.1 to obtain the asymptotic behaviour of the CZD,
P(s). As shown in the next section, we determine the asymptotics of P(s) as

s — 0 for all > 0 and as s — oo for i = 0 only.
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5.4 Asymptotics of Scaling Solutions for the Cap-
ture Zone Distribution

Under the assumption that nucleation has effectively mixed up the gaps so that
nearest neighbours are not correlated, we define the CZD function, P(s), by the

convolution identity

P(s) = 2/0 S o(x)p(2s — x) du, (5.15)

where ¢ is the gap size scaling function considered in the previous section.

Following Theorem 5.3.1 part 1, for small s we have the following theorem.

Theorem 5.4.1 (Small asymptotics of the 1-D CZD). For each critical island size
1 >0, we have

P(s) = O(s*) ass — 0,
where P(s) is the one-dimensional capture zone distribution.

Proof. We have, for small s and 0 < z < 2s,

6(z) < Mz, §(2s — ) < M(2s — o)),

where M is a constant. Hence

2s
P(s) < 2]\/[2/ (25 — 2)" do
0
1
_ M222i+482i+3/ (1 — 1) dt
0

— M222i+4B(Z~ 4 271 4 2)S2i+3.
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Hence, P(s) = O(s*13) as s — 0. O

The next aim is to understand the asymptotic behaviour of P(s) as s — oc.
This is more of a challenge, as it is not clear how to use part 2 of Theorem 5.3.1
for general 7. So, as s — oo, we only consider the case ¢« = 0 and subsequently the
equation

0 x o
which is the equation analysed by Ziff and McGrady [87]. The homogeneous

function h for equation (5.16) can be obtained from the general linear daughter

distribution,

2 . )
h(r) =17 (by + byr) = C—(l — )ttt (5.17)
p

with ¢, = B(i + 2,1+ 2). So when ¢ = 0, ¢, = 1/6 and h(r) = 12(1 — r)r =
r(12 — 12r) as seen in (5.10). From this, we set v = 1, by = 12 and b, = —12.
On applying (3.37) or (3.38) in Chapter 3, we deduce that ¢(x) = ¢(n), where

n=(v/u)?

L T(2/3)T(7/3) 4 (2
T T(4/3)0(2) 3 (5)

and

w

_ 3 0 00
o(n) = rgye ' / (145) %1 ds = — /3 / (145)~ /3~ g
3 0 0

I(

W

)i

Substituting z = 1 + s, we have
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Now we set zn = u to obtain

_ 3 o0
o) = oy [ e du,
INC) TR

and therefore the GSD, ¢, is given explicitly by the formula
32
L(3)u?

Note that this ¢(z) is similar to the Ziff and McGrady equation (3.27) with

o(z) = / u=Be du. (5.18)
(z/p)?

the constant p® & 5.88 on the lower limit of integration in (5.18) replaced by 6.
This key difference occurs because Treat [75, p.2524] imposes the normalisation
conditions (5.12) on ¢ where the zeroth and first moments of ¢ are required to be

1. Observe that the moments of (5.18) are

¢m=/oo 2" P(x )dx— % / /$/u “4B3e du dx

m+3

- 3p % m—1)/3 —
m+2 4/3 U dr du = / u(m 1)/36 u du,
*T(5) / / pi(m +3)0(3) Jo

and thus

35T (4 (m + 2))

Om = (m+3)I'(2)

(5.19)

It follows from (5.19) that the normalisation and mean conditions (5.12) are satisi-

fied, since we have ¢y = 1 and ¢; = 1 as required. If we follow the same analysis

for the Ziff and McGrady formula
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o(x) = Aa:Q/ u3e™ du,
z3/6

where A is some normalising constant, then

5 _A6(m+3)/3r m+ 2
" (m+3) 3 '

It follows that

and so, for ¢o = 1, we require A = (2I'(2/3))~'. However, for this choice of A, we

obtain

- 63 T(1)

= — ~ 1.0064.
'8 T(2/3)

Consequently, with the Ziff and McGrady formula, no normalising constant A can
be found for which both ¢20 =1 and él =1
With (5.18) we can now determine the asymptotic behaviour of P(s) as s — oo.

To do this, we first let u = 23v/p?. Then, (5.18) becomes

2 00 3,0\ —4/3 3
oy = B[ e (£) (2,
1*I(5) L [t 1

3z o 3

— —v(@/m)?y,=4/3 g (5.20)

e v v. .
120 (2) /

Substituting (5.20) into (5.15), we have
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2s fe'e) [e'e)
P(s) = 2/ < 33:2 / e v/ =413 gy 73(28 —Qx) / e~ W(2s=2)/1) ) =4/3 dw) dx.
o \wT'(3) /i () S

Let x = 2s2z. Then we obtain

18 1 o)
P(s) = ﬁ/ (282/ 0@/ =413 gy
K F(g) 0 1
[e.e]
X (25 — 232)/ e~ w(25=252)/ 1) )= 4/3 dw) 2s dz
1
1443 Rl
= 475;2/ / (vw) =2
12 F(g) 1 J1
1
X / 2(1 = z)e” G/ FEor=2%0) g2 qy duw. (5.21)
0
Our strategy is to use the usual 1-D Laplace’s method to estimate the inner

integral, which will give us a new two-dimensional (2-D) Laplace integral with

respect to v and w on D = [1,00) x [1,00). We have the following proposition.

Proposition 5.4.2. As s — oo, the inner integral of (5.21),

1
/ (1 = 2)e-@n*SE) gy
0

satisfies

1 ~3/2
/ 2(1 = 2)e”BWSE) gy (§) (v, w)e” /MG g5 5 0o,
0 H

where S(z) = 2%v + (1 — 2)%w, z, = Vw/(y/w+ \/v) and
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VW 27

S(zy) = m% n(v,w) = 24(1 = z4) 57(2,)

(5.22)

Proof. Since S'(z) = 32%v — 3(1 — 2)*w, to find critical points of S(z) we must
have 2?v — (1 — 2)?w = 0, i.e. (v —w)2* + 2wz — w = 0. There are two cases to

be considered: v # w and v = w. Let us consider the former case first. We have

—2w £ JAw? + dw(v —w)  —wE Jow
Zy = = v
* 2(v —w) v—w

# w.

At a minimum point, S”(z) = 6zv + 6(1 — z)w > 0. Now,

Vv—w —w

S"(2,) = 6u <%ﬁ) + 6w (” — \/w) - 6\/1’0—‘”(1’ —) _ 6w >0,

since v > 1 and w > 1. Note that

2 = _“;t*;w = \/E\/f\/ﬂ e (0,1). (5.23)

Expanding S(z) around z; [84], we have

z—24)?

5(2) - 8(z0) = 920 E oz - 2.

Then, for (2s/u)? > 1, in the neighborhood of 2, we have

1
2w
—(2s/n)S(2) —(2s/n)*S(24)
z)e dz ~ g(zy)e as s — 00,
J, o o= \/ EMEELEN

by the Laplace method, where g(z) = 2(1 — z) and S(z4) is given in (5.22). Thus,

for the case of v # w to the leading order term as s — oo the inner integral in
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(5.21) becomes

1 9g\ ~3/2
/ 2(1 = 2)e”@/WSE) gy (—) (v, w)e” Gs/mSE)
0 H

with 7(v, w) defined in (5.22) and S”(z) = 6\/vw.

For the case of v = w, there exists only one critical point, z, = 1/2 with
S(1/2) =wv/4 and S”(1/2) = 6v > 0 since v > 1. Note that these can be obtained
from equation (5.23) on setting v = w in the formulae involving z,. Thus, by
a similar analysis to that used for the case v # w, to the leading order term as

s — 00, the inner integral in (5.21) becomes

! 25\ 72
/ 2(1 = 2)e”B/WSE) gy (—) n(v)e”F/M*SE a5 5 — oo,
0 H
with 7(v) defined in (5.22).
U
Hence (5.21) becomes, as s — 00,
P(s) ~ 33/2/ / (v, w)(vw)~H3e= @S qy duy., (5.24)
1 J1

The integral in (5.24) can be obtained as a special case of the general 2-D

Laplace integral

J(m) = //Dg(v,w)emf(”’w) dv dw, (5.25)

by setting
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g(v, w) = (v, w)(ww) 3 = /Tl (5.26)

and

fv,w)=S8(zy) = SN (5.27)

Consequently, any results on the large m behaviour of (5.25) can be used to deduce
the large s behaviour of P(s). The large m behaviour of the integral (5.25) is
discussed by Wong [84, Chapter VIII, Sections 10, 11]. As pointed out by Wong
[84, p.459-460], the major contribution to the asymptotic expansion comes from
points where f(v,w) attains its absolute minimum. The case where the global
minimum occurs at an interior stationary point of D is examined in [84, Chapter
VIII, Section 10] while the case of the minimum being attained on the boundary
of D, either at a stationary point or a critical point of the second kind, is dealt
with in [84, Chapter VIII, Section 11].

If we consider the function f given by (5.27) then we see that the minimum
value of f(v,w) on [1,00) X [1,00) occurs at the corner point (1, 1), which is neither
a stationary point of f nor a critical point of the second kind. Instead, (1,1) is a

so-called critical point of f of the third kind.

Proposition 5.4.3. The function f(v,w) has a global minimum of 1/4 on D

attained at the corner point (1,1).
Proof. We differentiate f(v,w) with respect to v and w respectively to obtain

w3/? 03/2

b T v
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Since the region D is [1,00) x [1,00), f has no stationary point in D. Suppose
we consider the region Dg = [1, R] x [1, R] for some constant R. In Dy, f(v,w)
is continuous and so has a global minimum which is attained at either an interior
stationary point or at a boundary point. Since there are no stationary points, the

minimum occurs on the boundary which consists of the four line segments:
ea:v=11<w<Rand f(1,w) =w(l+ )%
ebw=11<v<Rand f(v,1) =v(y/v+1)7%
ecv=R 1<w<Rand f(R,w) = Rw(vR+ yw) %
e d:w=R, 1<v<Rand f(v,R) = Ru(y/v + VR) 2.

Since f, > 0 and f, > 0 on D, and hence also on Dp, it follows that the
minimum value of f(v,w) on lines @ and bis f(1,1) = 1/4. Similarly, the minimum
value on lines ¢ and d is f(R,1) = f(1, R) = R(1++/R)~2. Hence, for each R > 1,
the global minimum value of f(v,w) on Dgis f(1,1) = 1/4 and the result follows.

O

Returning to the more general case of (5.25), we say that (vg, wp) is a critical
point of the third kind for f(v,w) if it is a point on the boundary of D at which
the boundary has two intersecting tangent lines, but neither tangent line coincides
with that of the level curve f(v,w) = f(uvg,wp); see [84, Chapter VIII, Section
8]. Equivalently, there is some parameterisation of the boundary which has a
discontinuous derivative of some order at (vg, wp); see [84, Chapter VIII, Section
2]. Unfortunately, Wong does not give any details of the large m behaviour of
J(m) when the global minimum of f occurs at a critical point of the third kind.

However, this case can also be treated by adapting the arguments used in [84].

As explained in [84, p.448-449], by making appropriate changes of variables, we
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can assume that the critical point on the boundary is located at (0,0), and at this
point the boundary coincides with the coordinate axes in the vw-plane. Expanding

f in a Maclaurin series then yields

fv,w) = foo + frov + forw + fav® + frivw + foow? + -+,

where

oItk

= 9uidwk

fjk f(070)

Since the constant term foo merely contributes a factor e=™/0 to J(m) we can also
assume, again without loss of generality, that fyo = 0.

Consequently, we can write

f(U,w):f10U+f01w+"', f107é07 f017é0‘

= fiov[l + P(v,w)] + faw[l + Q(v,w)], (5.28)

where P(v,w) and Q(v, w) are power series in v and w, with P(0,0) = Q(0,0) = 0;

see [84, p.449, Eq. (8.3)].

Theorem 5.4.4. Let f(v,w), g(v,w) be smooth functions on a domain D and let
f(v,w) attain its minimum value of 0 at the critical point (0,0) of the third kind
and satisfy f,(0,0) > 0 and f,(0,0) > 0. Moreover, assume that the boundary of

D at (0,0) coincides with the coordinate azes in the vw-plane. Then

J(m) = //Dg(%w)@_mf(”’w) dv dw ~ ff:)(?01m_2 =0(m™?) asm — oo,
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where goo = g(0,0).

Proof. As indicated above (equation (5.28)) we can write

f(?},'LU) = ]ElOU(1 + P(U>w)) + fOlw(l + Q(an))> flO 7é 07 fOl 7é Oa

= fioV + fo W,

where V = v(1 + P(v,w)) and W = w(1 + Q(v,w)). Let D' denote the image of

D under this change of variables. Then

J(m) = / N G(V,W)e ™FVW) gy aw, (5.29)

where

d(v,w)

G(V, W) = g(U, w) a(v W)a

F(V,W) = fioV + faW.

By [84, Chapter V, Theorem 9], the double integral in (5.29) can be written as

J(m) = /O Y te dt, (5.30)

where 0 and M denote the infimum and supremum of F' in D’ (or equivalently, of

f in D) respectively, and

h(t) _/ Gvw) do,
Fvw)=t / F¢ + F§
o being the arc length of the curve F(V,W) = t.

Following the argument used in [84, p.449], we now make the transformation
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_ i w e £
V= 7o cos (n); W osin (n),

which gives £ = fioV + fuW = F(V,W). Since fip > 0 and fo; > 0 (by assump-
tion), the line F(V,W) = t lies outside D’ whenever ¢t < 0 and so h(t) = 0 for

t < 0. For t > 0, we have

where
2 . . ,
®(t,n) = Foofon Z @t TR cos® T (1) sin® T (), (5.31)
with
G oi+k
Hence
h(t) ~ Y byt ™ ast — 07, (5.33)
where
D glk!
by = ik (5.34)

(J+k+ D frofo’

since
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w/2 ' w/2 '
/0 cos () sin® () dn = /0 (1 — sin®(n))? (sin*(n))" cos(n) sin(n) dn

1t .
25/ (1—u)7uk du
0

1.

see [84, p.450]. It follows from (5.30) and Watson’s lemma that

J(m) ~ Z b (G + k +2)m~ U2 as m — oo

Since boo = goo/(f10fo1), the stated result follows.

O

Theorem 5.4.5 (Large size asymptotics of the 1-D CZD). Let the critical island

size i1 =0. Then

P(s) = O(s e 26/0°) g5 s — 0.

Proof. From (5.24) and (5.25),

P(s)=0 <s3/2 // g(v, w)e ™ @) gy dw) :
D

where D = [1,00) x [1,00), m = (2s/p)?, g(v,w) = /7/3(vw)/* (Vv + Vw)~>
and f(v,w) = vw(y/v + Vw) 2

As discussed earlier, f attains a minimum value of 1/4 at the corner point
(1,1), which is a critical point of the third kind. Note that the boundary of D at
(1,1) consists of two perpendicular lines v = 1 and w = 1. Moreover, f,(1,1) >0

and f,,(1,1) > 0. Consequently, from Theorem 5.4.4, we deduce that
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—6
P(s) = O(s*2e /WD =2) = O <s3/26(28/u)3/4 (%) )
1

= O(s 7272 /1) as s — oo,

5.5 Conclusion: the Blackman and Mulheran The-
ory versus the Generalised Wigner Surmise

In the case of the one-dimensional (1-D) point-island model only, by Theorem 5.4.1,
the exponent of 2i4-3 is odd for all = > 0 which differs from the Generalised Wigner
Surmise (GWS) prediction (5.2) that we should have Ps(s) ~ s# = s2(+1) ag s — 0
in d = 1. By Theorem 5.4.5, GWS does not hold for i = 0 also asymptotically as
s — oo. Hence, it follows that the Blackman and Mulheran (BM) model and the
GWS cannot be simultaneously correct.

Here we will discuss the differences between the two theoretical approaches
presented in this chapter. It is interesting to note that the analysis of GWS and the
BM theory are based on the same physical model. In [61], the authors discuss the
nucleation rate in terms of the monomer density and just as in the BM theory, the
probability of (i + 1) monomers coinciding is required. This leads to the nucleation
rate, approximately ni*!. This is essentially the same as the physical basis we have
used in this chapter. Similarly, despite the fact both approaches are based on the
same physical model there is a conflict of GWS with the BM theory. So, the
question is why do these two theoretical approaches exhibit different behaviour for

small- and large-sizes of capture zones?
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In small-size scaling, the authors in [61] consider the nucleation rate within
capture zones of size s. Moreover, they reconsider such a nucleation rate using the
locally averaged monomer density. They argue that the capture zone distribution
Py(s) ~ s%+2 = s2+1) = 58 for small s in the 1-D case. However, the justification
of the nucleation rate using locally averaged monomer density within a capture
zone is not clear.

In [62], the authors use a spatially dependent monomer density within a capture
zone instead to derive the nucleation rate for two-dimensional substrates. This
involves integrating the monomer density to the power of (i + 1) over the capture
zone which results in a different 7 = i + 2.

We can use this type of modification for our case here. By the same argument,
using (5.3), we take the local monomer density in a capture zone of small size s
which is obtained by two gaps of size s/2. If we do this, we recover § = 2i + 3
which is in agreement with Theorem 5.4.1. The argument used in [62] is heuristic
at best and the more rigorous methods adopted in this chapter may be viewed as
more satisfactory.

In this chapter we have proved that for i = 0 in large-size scaling, the large-size
dependence of the capture zone distribution (CZD) following equation (5.15) mir-
rors the corresponding gap size distribution (GSD) ¢(z) — instead of the Gaussian
tail of equation (5.2), we have P(s) ~ exp(—2s*/u?). It can be conjectured, unlike
the Gaussian tail, that the CZD for larger values of ¢ will follow exp(—c;s**3) for
some constants ¢;, following the asymptotics of the corresponding GSD.

Essentially, when dealing with one dimension, we show that the GWS of [61]
does not correspond with the asymptotic solutions to the BM theory analysis of
point island nucleation and growth. As the physical basis of these two approaches is

the same, we therefore believe that failings of the GWS have led to such differences.
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This does not necessarily imply that we take the BM model to be correct — we will
now discuss this.

Since the BM theory is based on (5.3) and (5.15), we need to discuss the
validity of these equations. Equation (5.3) says that nucleation events are rare
in a gap of any size x so that monomers equilibrate between nucleations. This
assumption is true if in the aggregation regime the monomer density is assumed
to be approximately steady state, that is, if we neglect any effect of nucleation.

One could argue that a nucleation event is likely to occur roughly at the centre
of any existing gap. From this, such a gap will have similar size to the left and
to the right of a new island. However, when such an island is nucleated in an
existing gap, correlations in both new gaps tend to vanish. Assuming there is no
correlation between the sizes of the two neighbouring gaps, we have (5.15).

Note that equations (5.3) and (5.15) are independent of each other, one of them
being false does not imply that the other is also false.

In Chapter 6, we will discuss whether the MC simulations can confirm that
(5.3) and (5.15) are valid or not and determine whether the BM theory or GWS
is true. In brief, equation (5.3) needs modification for large gap size x. This may
suggest a better fragmentation kernel for the gap evolution equation.

Also, the fact that we have shown that the correlation coefficient between each
gap is almost zero tells us that there is no relationship between each gap prior to
nucleation events. This seems to almost confirm the assumption behind (5.15).

However, since (5.3) is true for small x, and if (5.15) is true then these tell us
that GWS with the original definition of § = 2(i + 1) cannot be true in at least

the 1-D point-island case.



Chapter 6

The Gap Size and Capture Zone
Distributions in Monte Carlo

Simulations

6.1 Introduction

As noted in Chapter 3, Pimpinelli and Einstein introduced a new theory for
the capture zone distribution (CZD) employing the Generalised Wigner Surmise
(GWS) from Random Matrix Theory [61], causing some controversy. Oliveira and
Reis [57] have presented simulation results for islands grown on a two-dimensional
substrate with critical island size ¢+ = 1 and 2, providing some support for the
proposed Gaussian tail of the CZD [61]. However, Li et. al. [47] presented an
alternative theory which yields a modified form for the large-size CZD behaviour,
supported by data for the simulated growth of compact islands with ¢ = 1. This
form seems to agree with that found by Oliveira and Reis, contradicting the GWS

[57]. In other work, Shi et. al. [71] studied i = 1 models in d = 1,2, 3,4 dimen-
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sions, finding that the CZD is more sharply peaked and narrower than the GWS
suggests. Therefore it is by no means established whether the GWS provides a
good theoretical basis for understanding the distribution of capture zones found
in island nucleation and growth simulations.

The simplified case of point island nucleation and growth in one dimension has
proven to be a good test case for theories. Blackman and Mulheran [14] studied
the system with critical island size ¢ = 1, using a fragmentation equation approach.
In this system, we can view the substrate as a string of inter-island gaps, and new
island nucleation caused by the deposited monomers as a fragmentation of these
gaps. Thus in order to understand the CZD, it is important first to be able to
describe the gap size distribution (GSD).

In the previous chapter we have extended the analysis of the fragmentation
equations of [14] to the case of general i > 0. We have been able to derive the
small- and large-size asymptotics of the GSD, and by assuming random mixing
of the gaps caused by the nucleation process, we have also derived the small-size
asymptotics for the CZD for general i and the large-size behaviour for ¢ = 0.

One key feature to emerge from the gap evolution equations as discussed in the
previous chapter is that the asymptotic behaviour of the CZD is different to that
of the GWS [61]. It therefore is appropriate to ask what support, further to that
n [14], for the fragmentation equation approach is offered by Monte Carlo (MC)
simulations of the system. Recent work by Gonzélez et. al. [35] has revisited
the case of i = 1, developing the original fragmentation equation [14] and GWS
arguments in response to deviations between prediction and simulation. In this
work we will explore simulation results for the one-dimensional model with i =
0,1,2,3, and consider the relative merits of the fragmentation theory [37] and

GWS [61] approaches.
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The aims of this chapter are, using MC simulations,

e To investigate the validity of the GWS discussed in Chapter 3 for one-, two-
and three-dimensional (1-D, 2-D and 3-D respectively) nucleation and growth

models;
e To investigate the correlations between neighbouring gaps in a 1-D model;

e To investigate the GSD and CZD in more detail, especially at small- and
large-size scaling. Moreover, we compare their results to two theories — the
GWS and gap evolution equations — and comment on whether these theories

agree, or otherwise, with data from MC simulations.

6.2 Monte Carlo Simulations

Firstly, a decision must be made about shapes of islands; point or extended. Here,
by point island we mean islands that have no spatial extent, such that a stable
island of any size greater than the critical island size ¢ will always occupy a single
lattice site. Alternatively, extended island shapes are allowed; such islands
grow by capturing monomers that diffuse to their locations. The shape of these
islands depends on the dimension d; an island with 2 X radius as the length for
d = 1, a circular island for d = 2 and a spherical island for d = 3. However, it
is possible that the dimension of an island could be different from the substrate
and still be physical, such as hemispherical islands growing on a flat 2-D surface.
Dendritic (or fractal) is another possibility for the island shape; such an island has
a characteristic tree-like structure, growing predominantly in the direction from
which monomers diffuse [3, 54]. In this chapter we will not consider dendritic

islands in favour of the cases of point and extended islands. In this thesis, MC
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simulations were programmed in FORTRAN, and the results of the simulations

were analysed and visualised in MATLAB.

6.2.1 Full Simulation

Within the full simulation, monomers are deposited onto an initially empty 1-D
array of sites representing the substrate at deposition rate F' monolayers per unit
time. Deposited monomers perform random hops between nearest neighbour lat-
tice sites within periodic boundary conditions; this diffusion occurs at the constant
monomer rate D. In the case ¢ > 0, a new island is nucleated when the number of
monomers at any one site exceeds the critical island size. The ¢ = 0 case represents
spontaneous nucleation, and in this case monomers have a small probability p,, of
nucleating a new island whenever they hop. Note that the lower the value of p,,
the lower the nucleation rate and the larger the gaps, which delays the onset of
the monomer density saturation we assume in this thesis. However, if p, is too
high, then we obtain a high density of islands and the granularity of the lattice be-
comes an issue for modelling in the gaps. Once nucleated, the new island absorbs
monomers that hop onto it from a nearest neighbour site, therefore increasing in
size. These processes are illustrated for the 1-D case in Figure 1.3 of Chapter 1,
Section 1.3.

As the rate F' increases, there is a decrease in the average time a monomer
diffuses before it meets another monomer or island. As diffusion and deposition
are occuring as competing processes the statistical properties depend on the ratio
R=DJF.

The deposition process can be measured by the nominal substrate coverage,
6 = F't. Note that in the case of point islands, the coverage can exceed 100% even

whilst most of the substrate remains free for monomer diffusion. For a fixed value
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of 0, the average distance between islands increases in relation to an increase in
R — and for fixed R, the island density increases as coverage increases. We are
interested in the scaling properties of the aggregation regime [3] where the island
density exceeds the monomer density. The value of 6 for which the regime starts
is dependent on 7 and R; we check that the values for 6 are sufficiently high to
ensure that we are in the aggregation regime.

An important point raised by Ratsch et. al. [65] needs consideration for the
point-island model. In the work of Ratsch et. al., the island size distribution
(ISD) for point island models, where the process of nucleation is endless, does not
scale in the asymptotic limit. In other words, the ISD has to become singular for
6 — oo for any R, so that scaling breaks down at large coverage. The reason for
this is that the lattice becomes saturated with islands and all the capture zones
have become size one. Note that the connection between size of island and its
capture zone area is vital for the ISD to scale.

Interestingly, for extended islands Ratsch et. al. confirm that the ISD do scale
in the scaling limit. This may be due to the fact that islands usually coalesce
at around # = 20% and at this point there is no more nucleation. However, for
extended islands, scaling will break down at 6 beyond 20%, i.e. when coalescence
plays a major role. This leads to the lattice being covered by islands and so capture
zone becomes size one.

In the Results section, we provide average island densities, (c;), from extended-
and, more importantly, point-island MC simulations for each value of + = 0 — 3.
Note that ¢; is the number density of island size j, and (c;) is its average which
varies with # and R. This allows us to ensure that, according to these results, the
lattice does not become saturated with islands and, thus, are long way short of

the limit referred by Ratsch et. al.
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6.2.2 Single-Gap Nucleation Rate Simulation

In the 1-D single-gap simulation, we simulate point island nucleation events in
gaps ranging from size g = 50 to g = 500 which proves to be adequate to illustrate
the nucleation mechanisms at play. In this case, monomers can diffuse as usual on
a lattice of length g, but if they attempt to hop beyond the length of the lattice
the monomers are removed from the simulation.

A monomer deposition increments the simulated time by 1/¢ when the nominal
monolayer deposition rate F' is set to unity — recall that what is important is the
ratio R = D/F, rather than the absolute value of either F' or D. At each step
of the algorithm, either a new monomer is deposited at a randomly chosen site
in the gap or an existing monomer is diffused, according to the relative rate of
such processes. Explicitly, a monomer is deposited into the gap with probability
Fg/(Fg+ Dn) = 1/(1 + Rn/g), where n represents the number of monomers
present in the gap. If deposition does not occur, a randomly chosen monomer
then hops to a nearest neighbour site. For ¢+ = 1, 2 and 3, if ¢+ + 1 monomers
coincide at a site to form a stable island, the simulation ends and the time to the
nucleation event is recorded. Repeat runs always start with an empty lattice, and
we obtain reliable statistics on the nucleation times within each gap size.

We use R = 10° for i = 1, 2, and R = 10° for i = 3 due to simulation time
constraints. In the single-gap simulations we also monitor the average monomer
density profile across the gaps and the number of hops each monomer makes.
The latter will indicate whether deposition events influence island nucleation. If
nucleation is caused solely by the diffusional fluctuations of monomers, then stable
islands should only include monomers that have taken many hops. However, if
nucleation closely follows a deposition event then the island will contain monomers

that have only made few hops since being deposited.
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6.3 The Gap Evolution Equations Revised

The data from MC simulations can be used as a benchmark against which to test
predictions of theories for the GSD and CZD. In this subsection we will revise the
fragmentation approach considered in the previous chapter.

A nucleation that occurs in a parent gap of width y will result in the creation
of two daughter gaps of widths z and y — x. The probability that the nucleation
occurs at position x < y is taken from the long-time (steady state) monomer
density profile in the gap,

() (y — ), (6.1)

=—x
2R

where, as before, R = D/F. In particular, we assume that the nucleation probabil-

ity is obtained from this monomer density n;(x)*", with the value of «, reflecting

the nucleation process. We then obtain

%u(w, t) = —B(ay + 1, + Dz u(z, t) + 2 /:O [z(y — )] u(y, t)dy, (6.2)

where B(-,-) is the Beta function and A = 2a,, + 1. Here, u(z,t) is the number
of gaps of size = at time ¢. Each term in (6.2) has already been discussed in the
previous chapter.

In Chapter 5 we set «,, = 7 + 1 under the assumption that nucleation is a rare
event solely driven by the diffusion of the monomers. In doing this we implicitly
assume that the ¢ + 1 monomers necessary to create the nucleus are all in some
sense mature, each separately obeying the long-time steady-state density profile
ni(x). However, we shall also have need to consider the case when nucleation is

triggered by a deposition event. Here a newly deposited monomer either lands
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close to (or even directly onto) a pre-existing cluster of i > 0 mature monomers.
In this case, we set «,, = 1.
By a similar analysis to that used for a,, = 7 + 1 in Chapter 5, the following

asymptotics for the 1-D GSD are then found:

d(z) ~ k2 as z — 0; (6.3)

¢(2) ~ kz"2exp(—cz*) as z — oo, (6.4)

for constants ¢ > 0 and k. Here z = 2/Z(t) is the scaled gap size where Z is the
average gap size.
We may use this information to understand the scaling asymptotics of the CZD

P(s) where s is the scaled capture zone size. It follows that

P(s) ~ ks®™ ! as s — 0, (6.5)

for some constant k. The large-size scaling of P(s) can be computed only for the

special case o, = 1,7 = 0. It has been shown that, for some constant k&,

P(s) ~ ks 27211 a5 5 — o0, (6.6)

where p is a positive constant.

As seen in the previous chapter, we note here that the large-size asymptotics of
the GSD and the CZD are thus the same for spontaneous nucleation (i = 0) using
(5.1). Given the form of (5.1) for P(s), we conjecture that the correspondence
between the GSD and CZD large-size asymptotics will hold for other values of

1 > 1 although it has not been proved.
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Here we note that the asymptotics of the fragmentation equation approach
above and the GWS, with (3, the sole parameter in the GWS, do not agree (see
the conclusion section in the previous chapter for more detail), which in part

motivates the present MC study.

6.4 Results

In Subsection 6.4.1, we consider the validity of the GWS for the case of all 1-D,
2-D and 3-D models by comparing the GWS to the MC data visually and comment
on whether the expected value of a parameter used in the GWS form is correct
or not. In Subsection 6.4.2 and subsequent ones, the 1-D point-island model will
be considered for the relationship between the GSD and CZD, and the small- and
large-size scaling of both the GSD and CZD. Moreover, we compare these results
to the prediction of the fragmentation theory approach as discussed in the previous

section.

6.4.1 The Validity of Generalised Wigner Surmise

Here, we are comparing the data from MC simulations to the GWS

Ps(s) = aps” exp(—bss?), (6.7)

conjectured by Pimpinelli and Einstein where £ is given by (3.40) in Chapter 3. In
these simulations, we consider both extended (at # = 5 — 20%) and point islands
(at 0 = 20%) for the case of i = 0 — 3. CZDs were obtained and fitted to the GWS
functional form, with 3 no longer restricted to the values in (3.40).

As noted in Chapter 3, Shi et. al. have carried out simulations of point-

island models of irreversible nucleation and growth in d = 1-4 in the ¢ = 1 case.
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Their model is similar to our point-island simulation except that if a monomer is
deposited directly on or, hops onto, an island, then this monomer aggregate to an

island. In this subsection, we compare our results to those of Shi et. al.

6.4.1.1 Casel:d=1

Our simulations were performed on lattices with 10 sites, with R = 8 x 10° up to
coverage 0 = 20%, averaging results over 100 runs. For ¢ = 0 we set the sponta-
neous nucleation probability to p, = 10~7. As discussed in Section 6.2, we must
ensure that point island densities for each 7 are much less than unity. In Table 6.1,
where len is defined as the length of the lattice, we confirm that these island densi-
ties are well short of the limit referred as in [65]. This means that the lattice in our
MC simulations is not completely occupied by islands and hence the scaling does
not break down. As discussed in Section 1.1, there are four distinct regimes — low
coverage, intermediate coverage, aggregation and coalescence regimes. We are in-
terested in intermediate coverage and aggregation regimes. Intermediate coverage
is the regime where the island density increases as the monomer density decreases
due to significant nucleation of new islands. The aggregation regime occurs when
the island density still increases (slowly) and the monomer density reduces. This
is where a diffused monomer is more likely to be captured by an island rather than
joining another monomer to nucleate a new island.

The MC simulation has entered the intermediate coverage when there is a
crossover between the monomer and island densities. In Figure 6.1, we see that
the crossover for the case of ¢ = 0 occurs at § ~ 15%. In Figures 6.1 and 6.2, there
is a clear crossover between both monomer and island densities within coverage
0 = 20% except for the ¢ = 3 point-island case. This is due to rarity of nucleation

of islands in the ¢ = 3 model. However, since we are dealing with point islands,
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the coverage can be large and eventually there is a crossover beyond 6 = 20%.

Of course, this is true as long as the island density does not reach the limit as

discussed earlier.

i | {cj)/len® (c;)/len®
0] 0.259%  0.282%
1] 0879%  0.954%
21 0.384%  0.416%
31 0.202%  0.215%

a Extended islands, § = 20%
b Point islands, § = 20%

Table 6.1: Average island density, (c;), at coverage 0 = 20% for d = 1.
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Figure 6.1: Monomers (c;) and island (¢;) densities vs. coverage (up to 6 = 20%)
for 1-D extended islands.
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Figure 6.2: Monomers (c;) and island (¢;) densities vs. coverage (up to 6 = 20%)
for 1-D point islands.

In Figures 6.3 and 6.4, we plot the CZDs from the MC data at § = 5%,
10%, 15% and 20% for extended islands, and 20% for point islands. Moreover,
we compare the GWS to these figures for the CZD. as illustrated in Figures 6.3
and 6.4. We allow 3 to be a real (not necessarily integer-valued) parameter by
calculating the deviation between the MC data and the GWS for various [, and
identify the value that minimises this deviation. In other words, assuming the

GWS is true we want to know whether the data does fit 3 = %(2 +1) for any ¢ and
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d better than any other integer values of 3. The best optimal values of ( are used

in the right-hand plots of Figures 6.3 and 6.4.
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Figure 6.3: CZDs and the deviation between MC data and the GWS for various
B, with fori =0and 1 ind = 1.

In order to provide an estimate of the error in fitting of # to the MC data, we
adopt a strategy to bin the data using binwidths of size 0.01v with v = 1,2, ..., 20.
This allows us to calculate the average of these deviation between MC data and
the GWS for various 3, and an approximate 95% confidence interval. The results

of this fitting procedure are presented in Table 6.2 for the CZD.
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v | GWS CZD?* CZDP CZD¢

0 2 2.785 £0.007 2.904 £0.010 2.930 £0.011
1 4 4.021 £0.017 3.998 £ 0.017 4.187 £ 0.019
2 6 5.934 £0.030 5.895£0.028 6.422 £+ 0.034
3 8 6.282£0.032 6.507 £0.034 7.260 £ 0.043

2 Extended islands, 6 = 10%
b Extended islands, 6 = 20%
¢ Point islands, 0 = 20%

Table 6.2: Best optimal values of 3 for d = 1.

Utilising bootstrap methods (see Chapter 2 for detail) with 1000 samples of
size as big as the original sample size we consider the average value of 3 for the
general case of i > 0, and therefore find the approximate 95% confidence interval
of these averages. Moreover, we have confirmed that these bootstrap results in
Table 6.3 (with much smaller errorbars due to very large number of bootstrap
samples) are consistent with the results in Table 6.2.

GWS CZD* CZDP CZD¢
2 2.760 £ 0.001 2.88240.001 2.900 £ 0.001
4 3.993 £0.001 3.966 - 0.001 4.156 4= 0.001
6 5.890 £0.001 5.864 +0.001 6.388 £ 0.001
3 6.238 £0.002 6.464 £ 0.002 7.215 £ 0.002

2 Extended islands, 6 = 10%
b Extended islands, 6 = 20%
¢ Point islands, 8 = 20%

W N = Of .

Table 6.3: Best optimal values of 3 for d = 1 using bootstrap methods.

As we see in Table 6.2, in the extended-island case for ¢ = 1 and 2 the data
fit the expected values of § = 4 and [ = 6 respectively better than other integer
values of 3. The results for point islands in the cases of i = 1 and i = 2 are similar
to these for realistic islands. For ¢ = 0, the data seems to fit § = 3 rather than the
expected value of 3 = 2. Likewise, for i = 3, the data fit § = 6 and § = 7 rather

than the expected value of § = 8 for extended and point islands respectively. In
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[71], Shi et. al. found that the peak height of the CZD in d = 1 with ¢ = 1, and
at very large R, is higher than the GWS with § = 4 despite the fact that their

simulation data is close to the predicted § = 4.

6.4.1.2 CaselIl: d=2

Our simulations were performed on lattices with 1581 x 1581 sites, with R = 107
up to coverage 6 = 20%, averaging results over 100 runs. For i = 0 we set the
spontaneous nucleation probability to p, = 1077. As before, in Table 6.4, we
confirm that these point island densities are well short of the limit referred as in
[65] and thus the scaling for the ISD does not break down. In Figures 6.5 and
6.6, there is a clear crossover between both monomer and island densities within
coverage 0 = 20% except for the i = 3 case. This may be due to the fact that it
is much rarer to nucleate a new island by joining four monomers than any case of
lower i. As before, in Figures 6.7 and 6.8, we plot the CZDs from the MC data
at 0 = 5%, 10%, 15% and 20% for extended islands, and 20% for point islands.
Moreover, we compare the GWS to these figures for the CZD and use the same

approach as for the d = 1 case to find optimal § values.

() /len* (c,)len®
0.019%  0.041%
0.155%  0.322%
0.012%  0.030%
31 0.002%  0.006%

a Extended islands, § = 20%
b Point islands, § = 20%

N /= O .

Table 6.4: Average island density, (c;), at coverage 0 = 20% for d = 2.
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Figure 6.5: Monomers (c;) and island (¢;) densities vs. coverage (up to 6 = 20%)
for 2-D extended islands.
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Figure 6.7: CZDs and the deviation between MC data and the GWS for various
B, witht=0and 1 in d = 2.

As before, we adopt a strategy to bin the data using binwidths of size 0.01v

with v = 1,2, ...,20 in order to obtain the average of the deviations between MC

data and the GWS for various 3, and an approximate 95% confidence interval.

The results of this fitting procedure are presented in Table 6.5 for the CZD.

As before, we have used bootstrap methods with 1000 samples of size as big

as the original sample size, we considered the average value of 3 for the general

case of 7 > 0 and have found the approximate 95% confidence interval of these
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Figure 6.8: CZDs and the deviation between MC data and the GWS for various
B, with ¢ =2 and 3 in d = 2.
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1 | GWS CZDh? CZDP CzDe
0 1 1.450 £0.006 0.959 £ 0.005 2.012 + 0.008
1 2 2.351 +£0.009 1.9524+0.007 2.726 £ 0.011
2 3 3.683+0.015 3.4844+0.015 3.516 £0.014
3 4 4.041 +£0.018 4.037 £0.019 3.868 & 0.021

2 Extended islands, 6 = 10%
b Extended islands, 6 = 20%
¢ Point islands, 0 = 20%

Table 6.5: Best optimal values of 3 for d = 2.

averages. Moreover, we have confirmed that these bootstrap results in Table 6.6

are consistent with the results in Table 6.5.

2 Extended islands, 6 = 10%
b Extended islands, 6 = 20%
¢ Point islands, 0 = 20%

v | GWS CZD* CZDP CZD*¢

0 1 1.433 £0.001 0.956 £0.001 1.991 £ 0.001
1 2 2.329 £0.001 1.934£0.001 2.702 £ 0.001
2 3 3.658 £ 0.002 3.469 +0.002 3.483 = 0.001
3 4 4.007 £0.006 4.011+0.006 3.846 £ 0.004

Table 6.6: Best optimal values of 3 for d = 2 using bootstrap methods.

As we see in Table 6.5, the data for extended islands agree with the GWS.
Though the case ¢+ = 2 for both point and extended islands is questionable as the
best fit 3 could be 4 and the case ¢ = 1 for point islands found better agreement
with = 3. In [71], Shi et. al. found that in the case of i = 1, the data from the

models agree with = 3 rather than g = 2 which confirms our results.

6.4.1.3 Case III: d =3

Our simulations were performed on lattices with 189 x 189 x 189 sites, with R =
4.5 x 10% up to coverage # = 20%, averaging results over 100 runs. For i = 0 we

set the spontaneous nucleation probability to p, = 10~7. In Table 6.7, we also



CHAPTER 6 155

confirm that these point island densities are well short of the limit referred as
in [65]. Recall that the intermediate coverage regime occurs when monomer and
island densities are intersected over a certain coverage. In Figures 6.9 and 6.10,
apart from the ¢ = 1 case, the crossover of both monomer and islands densities is
much more likely to occur at later coverage for point islands. Comparably, for the
extended-island case, the MC simulation has entered the intermediate coverage
regime well within # = 20% except for ¢ = 3. For the i = 3, the intermediate
coverage regime does not occurs because of quite low number of islands. This may
be due to the fact that it is much rarer to nucleate a new island by joining four
monomers. In Figures 6.11 and 6.12, we plot the CZDs from the MC data at
0 = 5%, 10%, 15% and 20% for extended islands, and 20% for point islands. As
in the case of d = 1 and d = 2, we compare the GWS to these figures for the CZD

and find the best optimal values of 3.

(c;)/len® {(c;)/len®
0.004%  0.027%
0.141% 0.310%
0.002%  0.020%
31 0.001% 0.003%

a Extended islands, § = 20%
b Point islands, § = 20%

N /= O .

Table 6.7: Average island density, (c;), at coverage 8 = 20% for d = 3.
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Figure 6.9: Monomers (c;) and island (¢;) densities vs. coverage (up to 6 = 20%)

for 3-D extended islands.
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Figure 6.11: CZDs and the deviation between MC data and the GWS for various

B, witht=0and 1in d = 3.

We adopt the same strategy as in the previous subsection for the average of the

deviations between MC data and the GWS. The results of this fitting procedure

are presented in Table 6.8 for the CZD. Using bootstrap methods as before, we

have confirmed that these bootstrap results in Table 6.9 are consistent with the

results in Table 6.8.

As we see in Table 6.8, the data for both point and extended islands completely

disagree with the GWS. It is interesting to note that, in [71], Shi et. al. found that
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2 Extended islands, 6 = 10%
b Extended islands, 6 = 20%
¢ Point islands, 0 = 20%

v | GWS CZD?* CZDP CZD¢

0 1 0.126 £0.027 0.002 +0.003 1.951 £ 0.008
1 2 0.867 £0.006 0.688 +0.008 0.790 £ 0.007
2 3 2.139 £0.008 2.110£0.009 2.127 £ 0.008
3 4 2.070 £0.008 2.065 £ 0.009 2.527 £ 0.009

Table 6.8: Best optimal values of 3 for d = 3.

1 | GWS CZDb* CZDP CZD¢

0 1 0.133 £0.001 0.000 £ 0.000 1.906 £ 0.001
1 2 0.995£0.001 0.814£0.001 1.011 +£0.001
2 3 2.298 £0.002 2.273£0.002 2.273 £ 0.001
3 4 2.332+£0.003 2.330 £0.003 2.557 4+ 0.001

160

2 Extended islands, 6 = 10%
b Extended islands, 0 = 20%
¢ Point islands, 8 = 20%

Table 6.9: Best optimal values of 3 for d = 3 using bootstrap methods.

in the case of i = 1, the data from the models agree with # = 3 rather than § = 2.
According to Table 6.8, in the ¢ = 1 point island case the data is closer to 1. In
other words, the data from our simulations suggests that § = 1 rather than the
GWS’s 8 =2 or = 3 as suggested by Shi et. al. After checking our simulation

methods again, we are still unable to understand why these results differ.

6.4.2 The Validity of Convolution Equation

At this point, it is wise to mention that we consider only the 1-D point-island
model for the rest of this chapter. This is because we are now investigating the
GSD which is relevant for the 1-D model. In the case of the 1-D point-island

model, assuming there is no correlation between the sizes of the two neighbouring

gaps, then we recall the convolution equation for P(s), the CZD with s being the
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scaled capture zone size,

2s
P(s) =2 o(2)P(2s — z)dz, (6.8)
0
where ¢(z) is the GSD function with z being the scaled gap size. Here, we have used
the data from MC simulations to determine whether there is correlation between
the sizes of the two neighbouring gaps or not. In Figure 6.13, we have shown
almost zero correlation between the sizes of two gaps for the ¢ = 1 point-island

case. The graphical representation for other values of 7 in the case of point and

extended islands are similar to Figure 6.13.

3 ¥

3.5 ‘ ‘
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W,
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*
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*
% 3 4

gap(j)

Figure 6.13: gap(j) vs. gap(j + 1) for j € Z™ in the case of i = 1 and d = 1.

As we see in Table 6.10, there is almost zero correlation in the 1-D case. It is
interesting to note that, at # = 20%, the correlation of gaps for extended islands is
consistently lower than those of point islands for the case of i = 0-3. We may need
to revise equation (6.8) (equation (3.22) in Chapter 3): If there is weak correlation

between the sizes of the two neighbouring gaps, then we have
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20% @ 20% 40% @ 100% ®

—0.0737 £ 0.0035 —0.0420 £0.0034 —0.0782+0.0028 —0.0746 £ 0.0023
—0.0519 £0.0017 —0.0267 £ 0.0019 —0.0520 +0.0017 —0.0540 £ 0.0012
—0.0567 £ 0.0026 —0.0383 £ 0.0028 —0.0536 £ 0.0024 —0.0537 £ 0.0025
—0.0523 £0.0036 —0.0362 £ 0.0041 —0.0569 £ 0.0032 —0.0627 £ 0.0034

a Point islands
b Extended islands

W N = O =,

Table 6.10: Average correlation coefficients of sizes of two neighbouring gaps for
d=1.

NQ/ d(2)p(2s — 2)dz (6.9)

as confirmed in the work of Gonzélez et. al. [35].

6.4.3 Single-Gap Nucleation Rate

In Figure 6.14 we show the results for the average monomer density profile within
gaps of size ¢ = 100 and g = 300 for ¢ = 1. For the smaller gap size, we see
that the profile agrees well with the assumption made in the fragmentation equa-
tion approach, coinciding with the long-time steady-state solution of the diffusion
equation with random deposition (6.1). This is typical for the lower end of the
range of gap sizes that occur in the full simulation at higher coverage, for all the
values of ¢ that we have studied.

However, for the larger gap size g = 300 shown in Figure 6.14, we see that
the monomer density profile falls a long way below the long-time prediction. This
behaviour is typical for all values of 7 at the upper end of gap sizes found in our full
simulations. The reason for the shortfall is the higher nucleation rate in the larger
gaps; the average monomer density profile does not have sufficient time to reach

its saturated level in (6.1) before a nucleation event occurs. As stated, the range of
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gap sizes g used in the single-gap simulation is determined by the range typically
seen in our full simulations. Therefore, this failure to reach the saturated monomer
density profile with the large gaps can also be seen in our full simulation results
(data not shown). This will have direct consequences for how the nucleation rate

varies with gap size for larger gaps, as we now show.

10°
1.5% ‘ * Monomer density

—x(y—x)/(2R)

i=1

0.5¢

900 750 ~ 800 850
Gap size

0.015

0.01¢

0.005¢

8800 8700 8800 8900 9000
Gap size

Figure 6.14: Monomer density profile in a single gap of size g = 100 (top) and
g = 300 (bottom) for i =1

In Figure 6.15 we show the average time for a nucleation event to occur (¢,,.)
for all single gaps in the case of i = 1, 2 and 3 (note that the data for i = 2

and ¢ = 3 have been shifted horizontally to avoid overlapping curves). We note
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that the data obeys the power-law form predicted by the fragmentation equation
approach for small gap sizes g, but as expected deviates strongly for larger gaps.
In fact, the average time to nucleation becomes much higher than predicted by the
use of the saturated monomer density profile, since the actual profile for the larger
gaps is lower, therefore presenting slower than expected nucleation rates (but still
fast compared to the time it takes for the monomer density to grow from zero to
its saturation level).

The straight line fits in Figure 6.15 are for the small gap size data only (g €
[50, 150]). We use these to estimate how the nucleation rate varies with gap size ¢
through 1/(t,,.) o< g7, with the values of the power 7 reported in Table 6.11. We
have used bootstrap methods with 1000 samples of size as large as the original to
find an approximate 95% confidence interval in Table 6.11.

The fragmentation equation approach (as mentioned in Section 6.3 above) sug-
gests that this power should be 2¢ + 1 or 2¢ 4+ 3, depending on whether island
nucleation is driven by monomer deposition or solely by monomer diffusion re-
spectively. The results in Table 6.11 suggest that the simulation reflects both
these mechanisms, with the small gap size nucleation rate exponent lying between

these two possibilities.
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Figure 6.15: Average time for a nucleation event to occur at all gaps.

‘)\a AP Simulation
3 3.630 £ 0.028
5

7

5

7 6.615+0.097
9 8.296+0.219
2N =2i+1
bAN=92/+3

l
1
2
3

Table 6.11: Small gap nucleation rate exponents from the single gap simulations.

In Figure 6.16 we present histograms for the number of hops taken by the
youngest monomer in an island for the ¢ = 100 and g = 300 ¢ = 1 simulations.
The histogram has a long tail, showing that in many cases all the monomers in
the island are indeed mature in the sense that they have diffused many times since
their deposition. However, there is also a sharp increase in likelihood of a monomer
only taking very few diffusive steps before being caught up in a nucleation event.
In other words, there are a significant number of nucleation events driven by fluc-
tuations due to deposition. This supports the conclusion that nucleation in these

simulations is driven by a combination of deposition and diffusion fluctuations in
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monomer density, helping to explain the intermediate values for the nucleation

rate exponents in Table 6.11.
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Figure 6.16: Histogram of the number of hops taken by the youngest monomer in
an island for i = 1, for gap size g = 100 (crosses) and g = 300 (diamonds). In
the main figure the number of monomers is truncated at 100. The inset shows
the same result at the lower number of hops without truncation of the number of
monomers in the histogram.

6.4.4 Full Simulation Behaviour

We can now look at our full MC simulations results as we have established the
nucleation behaviour in single gaps. It is quite difficult to obtain exact solutions
for the fragmentation equation approach, but such an approach provides concrete
predictions for the small- and large-size behaviours of the GSD and CZD. We can
establish which of the two theories is the better basis on which to understand the
observed behaviour, by comparing the CZD properties with those of the GWS.
Our simulations were performed on lattices with 10° sites, with R = 8 x 10°
up to coverage # = 100%, averaging results over 100 runs. For i = 0 we set the

spontaneous nucleation probability to p, = 1077, Recall that, in Section 6.2, we
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need to ensure that point island densities at 8§ = 20% and # = 100% for each ¢
are less than the lattice of size 10°. In Table 6.12, we confirm that these island
densities are well short of the limit referred as in [65] and so the scaling for the ISD
does not break down. As before, in Figure 6.17, there is a clear crossover between
both monomer and island densities well within coverage 6 = 100% especially the

i = 3 point-island case (occurs at 6 ~ 50%).

(e)flen® (ep)flen

0.282%  0.487%

0.954%  1.467%

0.416%  0.540%
31 0.215%  0.256%

a Point islands, 6 = 20%

b Point islands, § = 100%

N — O .

Table 6.12: Average point island density, (c;), at both coverage # = 20% and
0 = 100% for d = 1.
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Figure 6.17: Monomers (c;) and island (c;) densities vs. coverage (up to 8 = 100%)
for 1-D point islands

6.4.4.1 Small-Size Scaling of the Gap Size and Capture Zone Distri-

butions

In Figures 6.18 and 6.19, we report the small size behaviour of the GSD (¢(z))

and CZD (P(s)) in logarithmic scale at § = 20%. In order to fit the slopes in

these plots, and obtain reliable error estimates, we adopt the following numerical

technique. The size data are binned using regularly spaced bins on the logarithmic

abscissa, with bin widths 0™r where b and r are fixed constants and m > 0. By
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choosing a range of values for b = 1.1, 1.2, 1.3 and 1.4, and » = 0.0125, 0.025
and 0.05, all of which provide reasonable choices for binning the data, we obtain
a number of straight-line fits. This allows us to calculate the average of these

gradients and a 95% confidence interval. The results of this fitting procedure are

shown in Tables 6.13 and 6.14.

o n
WNPEFEO
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®© o =
w \‘ ] 1
N - i

omx+

—3:5 - -2 - -1.5 -1
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Figure 6.18: Small-size GSD in logarithmic scale for ¢ = 0, 1, 2 and 3 at coverage
6 = 20%. The dashed line is the straight-line fit to data.
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Figure 6.19: Small-size CZD in logarithmic scale for ¢ = 0, 1, 2 and 3 at coverage
6 = 20%. The dashed line is the straight-line fit to data.

For the small-size asymptotic behaviour of the GSD and CZD we compare the

data from MC simulations with the fragmentation equation approach predictions

of Section 6.3. For the GSD, the dominant term is 2** as z — 0 (see (6.3)).

Likewise, for the CZD the dominant term is s***1 (see (6.5)). For the latter, we

also have the competing prediction of the GWS which is s° (see (6.7)). The values

from these theories are also displayed in Tables 6.13 and 6.14.

i | an? apP GSDe GSDA

0| - 1 0.876 £0.033 0.905 =+ 0.029
111 2 1.7014+0.045 1.579+£0.105
212 3 2789+0.080 2.718+£0.074
313 4 2719+£0.082 3.271£0.056
oy, =1

ba,=i+1

¢ 0 =20%

49 =100%

Table 6.13: Average gradient for the small-size scaling of the GSD using different

bin-widths at coverages 6 = 20% and 100%.
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i | 2a, +1* 2a, + 1 GWS® CzD4 CzZD¢

0 - 3 2 2.730£0.030 2.751 +0.086
1 3 5 4 4.18740.050 4.372+0.149
2 5 7 6  5.8834+0.207 5.957+0.187
3 7 9 8  7.200+0.382 6.138+£0.124
o, =1

ba,=i+1

°cB3=2(i+1)

49 =20%

° 0 =100%

Table 6.14: Average gradient for the small-size scaling of the CZD using different
bin-widths at coverages 6 = 20% and 100%.

Utilising bootstrap methods with 1000 samples of size as big as the original
sample size we consider the average gradient of small GSD and CZD, and therefore
find the approximate 95% confidence interval of these averages. Moreover, we have
confirmed that these bootstrap results in Tables 6.15 and 6.16 (with much smaller
errorbars due to the very large number of bootstrap samples) are consistent with

the results in Tables 6.13 and 6.14.

i | an® o, GSD(20%)¢  GSD(100%)°
0] - 1 0946 £0.002 0.868 £ 0.001
111 2 1.741 £0.002 1.521 £0.001
212 3 2893£0.009 2.79540.008
313 4 2638=£0.009 3.133+£0.014
o, =1

Yo, =i+1

¢ pmp with 7 = 0.0125 & b= 1.3 (i = 0-2)
&b=14(i=3)

Table 6.15: Average gradient for the small-size scaling of the GSD using bootstrap
methods at coverage 6 = 20% and 100%.

The results for the small-size scaling exponent of the GSD in Table 6.13 show

that the fragmentation equation approach provides a reasonably sound framework

for understanding the island nucleation and growth process. For i = 1, 2 and 3
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i |20, +1%* 20, +1° GWS®  CZD(20%)¢  CZD(100%)4
0 1 3 2 2.763+£0.008 2.585 4 0.009
1 2 5 4 4.089+0.013 4.356+0.014
2 5 7 6  5.976+0.030 6.133 4 0.032
3 7 9 8  6.7684+0.021 6.181 £ 0.025
o, =1

ba,=i+1

°cB=2>i+1)

dpmy with r = 0.0125 & b=1.3 (i =0-2) & b= 1.4 (i = 3)

Table 6.16: Average gradient for the small-size scaling of the CZD using bootstrap
methods at coverage 6 = 20% and 100%.

we see that the exponent at 6 = 100% lies between the two possible values «,, = i
and «, =i + 1 suggested by the theory. This is as expected following the single-
gap nucleation results presented above, which show that both the deposition- and
diffusion-driven nucleation mechanisms are at play in the simulations. We note
that the 8 = 20% results for i = 3 lie below «,, = ¢ = 3, but we believe that this
is due to the fact that the MC simulation has only just entered the aggregation
regime in this case. We also see that for ¢ = 0, the exponent is close to the
a, = i+ 1 = 1 prediction (o, = 0 is not a viable possibility), being closer at
0 = 100%.

The trends shown in the small-size scaling exponent of the CZD in Table 6.14
are rather similar. We see the ¢ = 0 data are close to the A\ = 2t +3 = 3
prediction of the fragmentation equation approach, being somewhat larger than
the 0 = 2(i+1) = 2 predicted by the GWS. For i = 1 and 2 the data are bracketed
by the two alternatives suggested by the fragmentation theory, as indeed is the
GWS exponent which appears to present a reasonable compromise given the two
alternative nucleation mechanisms. The case of i = 3 provides an exception, which
hints at the breakdown of the relation in (6.9) between the GSD and the CZD.

This will be discussed further in the conclusion section.
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6.4.4.2 Large-Size Scaling of the Gap Size and Capture Zone Distri-

butions

In Figures 6.20 and 6.21 we present the large-size behaviour of the GSD and CZD
from the full simulations. The data are plotted in order to test the common large-
size functional form suggested by the fragmentation equation approach for the
GSD and by the GWS for the CZD, namely exp(—cz?) (see (6.4) and (6.7)). In all
cases, the data do conform well to this functional form. In addition, we perform
fits to find the gradients p on these plots. In order to provide an estimate of the
error in these fits, we adopt a similar strategy to that used above for the small-size
scaling and bin the data using binwidths of size 0.01v with v = 1,2, ...,20. The
results of this fitting procedure are presented in Tables 6.17 and 6.18 for the GSD

and CZD respectively.

lwdperk o

In(=In( ¢(2)))

04 06 08 1 12 14
In(z)

Figure 6.20: Large-size GSD in logarithmic scale for i = 0, 1, 2 and 3 at 6§ = 20%.
The dashed line is the straight-line fit to data.
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Figure 6.21: Large-size CZD in logarithmic scale for i = 0, 1, 2 and 3 at § = 20%.

The dashed line is the straight-line fit to data.

Once again we compare the exponents p from the MC simulation data with

the theoretical predictions. For the GSD, the fragmentation equation approach

predicts values of 2ay,,+1 for p. For the CZD, the fragmentation equation prediction

is p =3 fori =0 (see (6.6)) and we conjecture that the values for i > 0 will match

those of the GSD. In contrast, the GWS prediction for the CZD is the universal

value p = 2. The values from these theories are displayed in Tables 6.17 and 6.18.

i | an?® apP GSDe GSDA

0| - 3 2.51540.006 2.665=+0.007
113 5 3130£0.009 3.383+0.008
215 7 4.364+£0.020 5.11240.025
317 9 5.094+0.026 6.437+0.034
oy, =1

ba,=i+1

¢ 0 =20%

49 =100%

Table 6.17: Average exponents for the large-size scaling of the GSD using different

bin-widths at coverage 6 = 20% and 100%.
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i|2i4+3* GWS CZDP CzZDe¢

0 3 2 3.108+0.012 3.043 £ 0.043
1 - 2 3.721+£0.020 3.826+ 0.021
2 - 2 4.946 +£0.029 5.536 £ 0.033
3 - 2 5.464+0.041 6.530 + 0.042
aX=2+3

b o =20%

©0=100%

Table 6.18: Average exponents for the large-size scaling of the CZD using different
bin-widths at coverage 6 = 20% and 100%.

Again, as before, to stay consistent with the results in Tables 6.17 and 6.18, we
have calculated the gradient of large-size scaling of GSD and CZD using the boot-
strap methods. In Tables 6.19 and 6.20, we also have confirmed good consistency

between both set of results.

i|2a, +1* 2a, + 1P GSD¢ GSD¢

0 1 3 2.513+0.001 2.656 & 0.001
1 3 5 3.121 +0.001 3.372 4 0.001
2 5 7 4.384 £ 0.004 5.139 4+ 0.003
3 7 9 5.192 +0.004 6.504 & 0.005
da, =1

boa,=i+1

c 0 =20%

49 =100%

Table 6.19: Average exponents for the large-size scaling of the GSD using bootstrap
methods at coverage 6 = 20% and 100%.

In Table 6.17 we see that the fragmentation equation approach provides a useful
point of reference to the observed large-size scaling exponents of the GSD. Again
we see values that are bracketed by the two possible nucleation mechanisms for
1 = 1 and 2, whilst the behaviour for ¢+ = 0 is a little below the predicted exponent
of p = 3. For i = 3 the data’s exponent is below even that of the deposition-

induced nucleation case. However, we have shown in Subsection 6.4.3 above that
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il 243 GWS CZDe CzDd

0 3 2 3.1314+0.003 3.219 +0.007
1 - 2 3.76240.002 3.885+0.003
2 - 2 4.9814+0.006 5.581 =+ 0.005
3 - 2 5.51140.008 6.506 + 0.008
a\N=2i+3

b o =20%

© 0 =100%

Table 6.20: Average exponents for the large-size scaling of the CZD using bootstrap
methods at coverage 6 = 20% and 100%.

the monomer density profile does not reach its saturation value in larger gaps, so
that the nucleation rate in these gaps is lower than predicted by the theory. This
seems to provide a rational explanation for the discrepancies.

The results in Table 6.18 for the large-size scaling behaviour of the CZD are
rather informative. We firstly observe that the MC data exponents do indeed
mirror those of the GSD in Table 6.17 quite well. This means that the universal
GWS prediction for p = 2 is always wrong. We also see that the concrete prediction
for ¢ = 0 from the fragmentation equations, namely p = 3, is well supported by

the simulation data.

6.5 Conclusions

It was proposed that the capture zone distributions (CZDs) are described well
by the Generalised Wigner Surmise (GWS). Therefore, it is of interest to study in
more detail the validity of the GWS for the one-dimensional (1-D), two-dimensional
(2-D) and three-dimensional (3-D) nucleation and growth models for point and
extended islands.

As we see in Table 6.2, in the 1-D extended-island case for ¢ = 1 and 2 the data

fit the expected values of # = 4 and 3 = 6 respectively better than other integer
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values of 3. The results for point islands in the cases of : = 1 and ¢ = 2 are similar
to these for realistic islands. Monte Carlo (MC) data have also confirmed that for
i = 0, B could be 3 rather than the expected value of 5 = 2. In [71], Shi et. al.
found that the peak height of the CZD in d = 1 is higher than the GWS with
[ = 4 despite the fact that their simulation data is close to the predicted ( = 4.
Moreover, for ¢ = 3, the data fit, respectively, 3 = 6 and § = 7 rather than g =8
for extended and point islands.

As we see in Table 6.5, in the case of the 2-D model we have confirmed that
the data for both point and extended islands agree with the GWS except that for
the case of 1 = 2 the MC data suggested that § could be 4. Similarly, the case
i = 1 for point islands found better agreement with 3 = 3. In [71], Shi et. al.
found that in the case of 1 = 1, the data from the models agree with 3 = 3 rather
than 4 = 2 which confirms our results.

Moreover, in Table 6.8, in the case of the 3-D model we have confirmed that
the data for both point and extended islands disagree with the GWS. Also, in the
case of the ¢ = 1 point island model, we have found that the data is closer to
# = 1 rather than the GWS’s prediction 5 = 2. Note that in [71] Shi et. al. have
found that 3 is closer to 3 according to their point island simulations. Despite
the fact that our results are consistent with the results of Shi et. al. for the 1-D
and 2-D cases, we were unable to agree with their result for the 3-D case and the
explanation for this difference is unknown.

We have considered the convolution equation (6.8) for P(s) in terms of ¢(2)
for the (1-D) model, under the assumption that the nucleation events have mixed
up the gaps effectively so that nearest neighbour gaps are not correlated. By
calculating the average correlation coefficients, we have found that there is almost

zero correlation and this indicates that (6.8) may be approximate rather than
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exact, albeit a rather good approximation

We have also investigated the 1-D point island nucleation and growth simu-
lations in order to test out predictions for the asymptotics of the gap size and
capture zone distributions. The work shows that the fragmentation equation ap-
proach provides a good framework in which to understand the MC simulation
results. The theory can be used to investigate two cases for the nucleation process
for ¢ > 0, the first where nucleation is driven by deposition events, the second
where fluctuations caused solely by monomer diffusion induce nucleation.

Firstly we presented single-gap simulation results which show that both these
nucleation processes are active, so that the observed nucleation rates are bracketed
by these two extremes. Furthermore, we showed that for larger gaps the average
monomer density profile does not reach the long-time steady state assumed in
the fragmentation equation. As a result, the nucleation rates in large gaps are
slower than predicted by the theory, with the shortfall increasing with gap size.
Therefore, the simple power-law scaling of the nucleation rate with gap size breaks
down at larger sizes, with obvious consequences for the fragmentation equation
predictions for the gap size distribution (GSD).

We note here that deviations from the original Blackman and Mulheran [14]
predictions for the nucleation rate dependence on gap size have recently been
observed for the i = 1 1-D model [35]. In this work, the authors report that the
nucleation rate has two regimes; for small sizes, it approximately obeys s*, whilst

at larger sizes it approximately follows s3

. The latter power-law feeds into the
asymptotic form of the GSD and hence the CZD, yielding the functional form
exp(—s®). We note here that these values are close to those we find for i = 1

in Table 6.11 for the small gap nucleation rates and Tables 6.17 and 6.18 for the

large-size GSD and CZD scaling. We therefore propose that the explanations
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presented here in terms of competing nucleation mechanisms and unsaturated
monomer density profiles will also explain the results reported in [35].

We then presented data for the full island nucleation and growth simulation.
For the small-size GSD scaling, we found results consistent with the fragmentation
equation predictions for © = 0. For ¢ = 1, 2 and 3 the exponents were bracketed
by the values for the alternative nucleation mechanisms as expected. For the
large gap size scaling, the MC data followed the functional form suggested by
the fragmentation theory, with the exponents again being largely bracketed by
the predicted values, although the breakdown of the nucleation rate scaling is
apparent, especially for larger i.

In the case of the CZD, we once again successfully placed the observed simula-
tion data into the context provided by the fragmentation equation. Interestingly,
the GWS predictions for the small-size CZD scaling work extremely well since
they bisect the exponents from the alternative nucleation mechanisms. As dis-
cussed elsewhere [37], the predicted formula for the parameter § of the GWS can
be brought into line with either nucleation mechanism following the arguments of
Pimpinelli and Einstein [62], but the original prediction of these authors, (3.40),
does seem to speak well for their physical intuition [61].

However, the predicted GWS form for the large-size CZD scaling fails badly
when confronted with our 1-D point island simulation results. This is in contrast to
recent tests performed using two-dimensional (2-D) substrates [57], which suggests
that there is something unique to the 1-D case, possibly due to the topological
constraints in how capture zones are constructed from the inter-island gaps. This
aspect is worthy of further investigation.

In order to predict the asymptotics of the CZD, we have assumed that the

capture zones can be constructed from pairs of gaps sampled randomly for the
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GSD (see (6.8)). This is valid provided that the nucleation has effectively mixed up
the gaps so that nearest neighbours are no longer correlated [14]. One consequence
is that the small-size exponents of the CZD (say p;) are related to those of the
GSD (say py) through p; = 2p; + 1. Looking at the results in Tables 6.13 and
6.14, we see that this relationship is reasonably obeyed for i = 0 and 1 but starts
to break down for ¢ = 2 and 3. This is perhaps understandable, since for the
higher critical island sizes, the nucleation rate slows down dramatically over time
suggesting less well-mixed systems. This is another point for further consideration
in future theory development work.

Despite the limitations of the fragmentation equation approach used in this
work, such as its failure to capture the time-dependent nature of the monomer
density profile within gaps, it has provided an excellent theoretical framework
from which to consider the island nucleation process. Hence, alongside the points
discussed above, future work might also look at how the fragmentation kernels can
incorporate this time dependence, and how the two nucleation mechanisms can be

combined into a consistent set of fragmentation equations.
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The Distributional Fixed Point

Equation Approach

7.1 A Retrospective Approach

The island size and capture zone distributions (ISD and CZD respectively) that
underlie the island growth rates evolve towards scaling forms despite the on-going
nucleation of new islands with continued fragmentation of the existing capture
zones [52]. Furthermore, the form of the scaling functions depends on the critical
island size 7, where 7+ 1 is the smallest stable island size. A number of theoretical
approaches, such as the rate-equation approach considered in Chapter 4, have
been used to model this behaviour, ranging from rate equations which neglect
the variation in capture zone sizes [3, 6, 10, 67] due to spatial arrangements of the
islands, to those which attempt to include this information explicitly [4, 11, 14, 32,
54, 55]. An example of this latter approach is the fragmentation theory approach
considered originally by Blackman and Mulheran, and extended in Chapters 5

and 6. All these approaches can be characterised as forward-looking in the sense
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that they are based on predicting how the size distributions evolve as new islands
nucleate.

In this chapter we present an alternative, retrospective point of view where
we ask how the capture zones present in the system came to be created. This
approach was inspired by Seba [70] where he investigated a one-dimensional (1-
D) model aimed at describing the spacing distribution between cars parked in an
infinitely long street to ensure that any gap which is large enough for a car to
park in according to the probability f(a), described below.  To describe this
spacing distribution approximately in the 1-D car-parking problem, Seba derived

the distributional fixed point equation (DFPE)

Xd é &(1 + Xd)

Here X is the distance between two parked cars, a is an independent random
variable with a probability density f(a) and the symbol 2 means that the left-
and right-sides of the above DFPE have the same distribution. More details about
this model can be found in Chapter 3.

In this thesis, we focus on the case of point island nucleation in a 1-D system
since this allows for more complete analysis and comparisons with results from a
more traditional fragmentation theory approach in Chapters 5 and 6. This new
perspective provides interesting insight into why scaling occurs as well as yielding
excellent comparisons with our simulation data.

The aim of this chapter is to investigate the effectiveness of the integral equation
(IE) counterpart of the DFPE for the gap size and capture zone distributions.
We do this by comparing solutions to the IE with data from Monte Carlo (MC)
simulations, and investigating the moments and small/large-size asymptotics of the

[E. We have also included Treat’s function for the gap size distribution (GSD), as
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derived in Chapter 5, as a useful benchmark in comparing the MC data and the
IE in the case of i« = 0 only. Once we have carried out the analysis for both the

GSD and CZD, we compare these to the MC data and determine how well the [Es

fare.

7.2 Analysis of the Scaled Gap Size Distribution

A point island approximation is often used both for clarity and because it ap-
proximates the growth of small, well-separated islands, and 1-D systems occur
experimentally during island growth at substrate steps. Here we employ the same

1-D model as in Chapters 5 and 6.

Figure 7.1: The islands numbered I;—I5 on the 1-D substrate. The gaps between
the islands are labelled ¢q, g5, g4 and g3, and the capture zones of islands I, Iy
and I3 are labelled C5, Cy and C3 respectively.

Figure 7.1 illustrates some islands nucleated on the lattice, which are numbered
by the times of their birth. In other words, the island I; is the oldest. Each island
has its own capture zone with its size being the bisection of this island’s two
neighbouring gaps.

The creation of gap g5 was formed by the nucleation of the young island, I5,
in Figure 7.1, which occurred in the gap of size (g; + g5) between older islands I;

and I;. In general, any randomly chosen gap with scaled size z in the system will
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occur by the fragmentation of a larger gap formed by the combination of z + z,
where z, (say) is a neighbouring gap size. In general we do not have the benefit of
the chronological ages to guide us, so we make a mean field approximation for the
size of the neighbouring gap, namely z, = 1. Then we have the following DFPE
[70] for the gap size distribution (GSD) ¢(z)

zéa(1+z), (7.1)

where gap splits into proportions a and 1 — a.

Before we progress further, we note that in Seba’s 1-D car-parking problem
[70], any car is free to leave - this renders this model reversible, which is not the
same as in the 1-D nucleation and growth of irreversible islands studied in this
thesis. However, we suggest the following argument in considering reversibility
versus irreversibility.  First, we consider the 1-D model and the population of
gaps once we have reached the scale-invariant regime. The ongoing nucleation in
any system will cause the mixing of gaps; this in itself presents an opportunity. In
a well-mixed system it is common to make a mean-field approximation. Say we
are to choose any existing gap — created by the fragmentation of a larger gap of
size z + z; — we can then capture the essential physics of the system by replacing
zs by the average size (zs) = 1. We then arrive at the DFPE as described above.
An interesting point to note is that the DFPE is as much an approximation to
Seba’s 1-D car-parking problem as it is to the island nucleation system.

As noted in Chapter 5 and [14], in the aggregation regime, we derive the prob-
ability f(a) of fragmenting a gap into proportions a and (1 — a) from the steady-
state monomer density profile. We obtain f(a) in the form of the normalised beta

distribution
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fla) = 3(21531_521 1 (2(()2521)! a™(1—a)™, (7.2)

where «,, reflects the dominant nucleation mechanism. Recall, from Chapter 6,
that we define a,, = i+1, ¢ > 0 for nucleation resulting from the diffusion of mature
monomers, and «, = 4, ¢ > 1 for nucleation triggered by deposition of monomers.
Note that for the ¢ = 0 spontaneous nucleation, only the «,, = i + 1 model is
physically reasonable, since there is no possibility of a monomer depositing close
to a pre-existing critical island size of ¢ in this case.

Following the analysis in [59, 70], we obtain an IE which is equivalent to the

DFPE (7.1)

Proposition 7.2.1. For the gap size distribution, ¢(z), the following integral equa-

tion

6(2) = /O ey é (5 - 1) %a)da, (7.3)

a

is derived from the distributional fized point equation (7.1).

Proof. Suppose we have a cumulative density function (CDF), ®(z) = 0 (say) if
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z < 0. Then we have

®(z) = Problz; < z]
= Probla(1+ z) < z] [from (7.1)]

= E[ Probla(1 +2z1) <z |a]] [by the properties of conditional expectations]

1
= / Probla(1 + z1) < z]f(a)da [by the definition of E]
0
= /1 Problz; < z/a — 1]f(a)da
0

= /0 ®(z/a—1)H(z/a —1)f(a)da,

where H (-) is the Heaviside function since ®(z,) = Prob[z; < a] and since ®(z) =0

if z < 0. Hence the CDF satisfies

O(z) = /O " (f . 1) f(a)da. (7.4)

a

Now, since the probability density function is the derivative of the CDF, we
would like to differentiate ®(z) with respect to z and use the Leibniz rule. However,
it is not clear whether ®(z) is differentiable or not. Since we know that f(a) is

differentiable, we change variables to w = z/a — 1 to obtain

o z 1
(I)(Z) B Z/max(O,zl) q)(w)f (w + 1) (w + 1)2 .

We can differentiate the right-hand side of the above equation for all z and so we
can also differentiate the left-hand side. Having established that we can differen-
tiate ®(z) with respect to z, we return to (7.4). However, it is not clear whether
equation (7.4) is differentiable at z = 1. So, we carefully consider two cases z < 1

and z > 1. In the case of z < 1, we obtain
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and, by differentiation, we also obtain

¥() =) = 200G+ [ o(2-1) T aa

Similarly, for the case of z > 1, we obtain

and, by differentiation, we also obtain
1
¥ =)= [ o(E-1) 1w
0 a a
Taking left-sided and right-sided limits, we have
: bz f(a)
o [ oG-

and

lim ¢, (2) = /Olqb (f - 1) 1) 4o

z—17t a

Thus, by the sandwich theorem, we obtain

a a

6(2) = /O e & (f - 1) 9 4

4

In Figure 7.2 we show the convergence of iterates of equation (7.3), with f(a)

given by equation (7.2). The limit satisfies the DFPE (7.1), and so is the form (7.3)
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Figure 7.2:

The evolution of gap size distribution under iteration of (7.3) with

i = 1. The solid lines are for & =i + 1 in (7.2), and the broken lines for a = 1,
where the broken lines are shifted along the abscissa for clarity.

that we wish to compare to the scale-invariant GSD found in the MC simulations.

Moreover, if we let w = z/a — 1, then we can rewrite (7.3) as

max(0,z—1)

¢(2) =

o0

z w—+1
swif (57) (2
> z 1
/n;ax(O,zl) ¢(w)f (w + 1) w+1 dw

) ()

It is interesting to see how the solutions to the DFPE (7.3) compare to those

of the fragmentation theory, for which the asymptotic behaviours are known in

Chapters 5 and 6. In fact, if f(a) = a* (1 —a)* /B(o, + 1, a, + 1), then for small

z
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z 1 zon z on
f = 1-
w+1 B(oy, + 1, a5+ 1) (w4 1)on w+1
1 zom
B(an + 1,0, + 1) (w+ 1)’

Y

and so

Zn = p(w)
P(z) ~ B(ozn+1,ozn—|—1)/0 (w + 1)t dw.

Hence, for small z we obtain

o =0(t(57)).

which shows that ¢ has the same behaviour as f. In other words, for small z we

have ¢(z) ~ kz* for some constant k.
h

We can quantify the performance of the solutions using the m* moments Zm

of the distributions. Following the analysis (and the notation used) in [44], from

(7.1) we have

k—
D C N )

where
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1

<am> — E[am] :/0 amf(a) da = B(Oén Lo+ 1) /O am+an(1 — a)an da

_ Bm+a,+ 1,0, +1) (7.6)
 Blap+1,a,+1) '

:= B,. (7.7)

Hence, from (7.5) we find the following recursive relationship, with (2*) = 7,

Zn=Bn Y mzk (7.8)

and B,, as defined above.

7.2.1 A DFPE without a Mean-Field Approximation As-

sumption for the Gap Size Distribution

In deriving equations (7.1) and (7.3) in the previous section, we invoke a mean-
field approximation for the size of the neighbouring gap, putting y = 1. We could
instead find the fixed point of the following DFPE that does not make a mean-field

assumption:

z é CL(Zl + 22), (79)

where the gaps z; and zy are, independently, drawn from the same distribution as
z. As before a is drawn from the probability distribution f(a) of equation (7.2).

Then instead of (7.3) we have the integral equation

Proposition 7.2.2. For the gap size distribution, ¢(z), the following integral equa-

tion
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o(z) = /O1 /OZ/agf) <§ - zl> gf)(zl)f(a) dz da, (7.10)

a

is derived from the distributional fized point equation (7.9).

Proof. As before, suppose we have a cumulative density function (CDF), ®(z)

(say). Then we have

®(z) = Probla(z; + z2) < 2]
= E| Probla(z; + z2) < z | a] | [by the properties of conditional expectations]

1
= / Probla(z; + 29) < 2]f(a) da [by the definition of E and z € [0, c0)]

o

E[ Probla(z + z3) < 2] | z1]f(a) da

z/a

Probla(z + z9) < z]¢(z1)f(a) dzy da [since z/a — z > 0]

z/a

Problzy < z/a — z]¢(z1) f(a) dz; da

1
o— —

_ /01 /OZ/aCI)(z/a — 2)é(=0) f(a) dz da.

We differentiate with respect to z to obtain

$(z) = /O 1 /0 Z/ad) (2 - zl) o(z)L Ej) dz da.

4

Convergence of iterates of (7.10) are shown in Figure 7.3, we show the limit

satisfies the DFPE (7.1).
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Figure 7.3: The evolution of gap size distribution under iteration of (7.10) with
a=1-4.

Equation (7.9) with f(a) as in (7.2) is considered by Dufresne in [29, p.289],
where it is shown that the fixed point is given by a gamma distribution. Explicitly

the fixed point probability distribution is

2% exp(—z/v)

MNa+1,v,z2) = Mot Dot

The mean of the above gamma distribution is (a+1)v and so, by setting (a+1)v =

1, we rescale z to unity to obtain
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(Oé + 1)a+1

mza exp(—(a+1)2). (7.11)

r (mLL,z) — Gu(2) =

a+1

Note that if we assume (7.11), then for small z we obtain ¢(z) ~ kz® for some
constant k. In Figure 7.3, this gamma distribution is shown by the stars. It is
apparent that the iterations converge to the form (7.10), confirming the result

obtained by Dufresne in [29].

7.2.2 Treat’s Gap Size Distribution Function Revised

Recall that in Chapter 5, for the i = 0 case we were able to use the fragmentation

approach combined with Treat’s results to obtain

o(z) = /OO u e du, (7.12)

where

4_ (2
=-1(2).
=50 (3)

The moments of (7.12) T,,, (note the different notation, 7,,, being used rather

than ¢,, as introduced in Chapter 5) are

3[um+3 00
T, = 5 / wm=DBe=v gy,
p3(m + 3)F(§) 0

1.e.

_ 3pm(3(m +2))
" (m+ 3)F(§) ’

(7.13)

where the calculation for (7.13) has already been done in Chapter 5. Also, in
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that chapter, we have confirmed that the zeroth and first moments of (7.13) are
1 as expected. Now, in the case of i = 0 we can compare (7.12) and its moment
(7.13) to the IE (7.3) and its moments (7.8) respectively. In the Result section
of the current chapter, we discuss how well the moments, small- and large-size

asymptotics of (7.3) compare with those of the MC data for the GSD.

7.3 Analysis of the Scaled Capture Zone Distri-
bution

We recall that one possible way of obtaining the CZD is from the GSD via the
convolution equation (3.22) assuming that there is no correlation between the size
of two neighbouring gaps. In turn, we know that the CZD can be obtained from

the GSD through the random pairing of gaps such that

>
DO

(21 -+ ZQ),

where s is the scaled capture zone size and, for two gap sizes z; and 2,

A A
21 =a(z1 + 2y ); 22 = b(29 + 2n,),

where z,, and z,, are neighbours to be replaced by averages and we have a and
b# a € (0,1) with the identical distribution (7.2). Invoking a mean field approxi-
mation such that z,, and z,, may be replaced by the average (z) = 1 in the above

equation yielding

1>
DO | =

2

(a(1+21) +b(1 + 23)) (a4 aay + aayag + - - -+ b+ bby + bbby + - -+ ),

N —
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where a # ay # as # --- and b # by # by # -+ € (0,1) as defined earlier, and the
latter relation is obtained by the iterations.

However, in Chapter 6 and [35], there are weak correlations between the sizes of
two neighbouring gaps. We need to carefully consider the evolution of the capture
zones in the system. In Figure 7.4 (akin to Figure 7.1), each island has its own
capture zone with its size, s1, s9, s, s4 and s, respectively, being the bisection of

this island’s two neighbouring gaps.

Figure 7.4: The sizes of capture zones of islands (black circles) are labelled sy, o,
s, s4 and sy respectively.

From Figures 7.1 and 7.4, the capture zone of size s was created by the frag-
mentation of the parent capture zone of size (s3+ s+ s4) caused by the nucleation
of an island I5. Since s can be viewed as the fragmentation of part of s3 (to the
right of an island I3) and part of s4 (to the left of an island I;) we may write on
average

2

s (s+s3) + g(s + 54). (7.14)

[\RS

However, as the nucleation and growth of islands stage has progressed, we do
not know how much of the neighbouring capture zones to take, nor indeed how
large these zones are. Moreover, as discussed for the GSD, we too do not have the
benefit of the chronological ages to assist us. So, we can again invoke a mean field

approximation, s3 = 1 and s, = 1 for these nearest neighbour correlations to find
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the following DFPE for a general (scaled) capture zone

(>
N —

(a+0)(1+s), (7.15)

where we must emphasise that the DFPE (7.15) uses a mean field approximation.

Equation (7.15) can be solved by iterations

2

S (a+ b) + %(&—F b)(a1 + bl) + i(&—i‘ b)(&l + bl)(&z + bg) st

N =

In (7.15), the proportions a and b are, respectively, independently drawn from
f(a)and f(b) of (7.2). It is important to note that the derivation of the DFPE (7.15)
is independent of those for the GSD. This raises the possibility of constructing a
similar DFPE for higher dimension substrates without having to rely on the GSD.

An equivalent IE, like that of (7.3), can be identified for (7.15). Then we have
the IE for the CZD, P(s)

P(s) = /Omin(s’l) P (i - 1) GO (7.16)

Qs Qs

The exact form of fy(as) is unknown but we can calculate numerically ay by the

following formula

such that a and b are drawn from (7.2). The function fs(as) is obtained by gener-

ating a set of MC values of a and b using simulations such that
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We can easily quantify the performance of the solutions to (7.16) using the

m* moments S,,, for the CZDs. Following the analysis in [44], from (7.15)

(%aer 1+s))m>

_ im > g Y L’ (7). (7.17)

k=0 p=0

Here, we have

! Bm—k+i+2,i+2)
m—k\ _ m—k — ’ — B
(@™ ") /0 a™ " f(a) da BGt2.i12) s

where B,,_ is defined by (7.6). Similarly, we also have (b*) = By. Referring back

to (7.17) we find the following recursive relationship, with (s?) = S,

1\ <& m) o m!
=[= E — B .B E — 5. 1

For obtaining the moments of the GWS, Ps(s), by a similar analysis to that

used for the moment of (7.15),

Gm, z/ s™ Ps(s) ds
0
= aﬁ/ s
0

_ b(mfZJrl)/Q/ pmHBHD /21 —u gy,
0

aﬁF( (m+6+1))
Qb(m+ﬁ+1)/2

(7.19)

Recall from Chapter 3 that
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or (22)"" r()\
ag = ———="——: bg = ,
Ty <F (%))

and, from this, we can write the following expression

o (et
26(ﬂm+ﬁ+l)/2 oT (%)m—l—,ﬁ’—l—l /F (% m+G+1

Thus, from (7.19) and the definition of 8 = 2(i + 1) for the 1-D model, we

obtain the moments of the GWS

L(i+3/2)" 1T+ (m +3)/2)

G = (i + 1)im

. (7.20)

In the Results section, we discuss how well the moments, small- and large-size
asymptotics of both (7.16) and the GWS compare with those of the MC data for
the CZD.

7.4 Monte Carlo Simulation

This is essentially the same simulation as the one used in Chapter 6. Recall that
monomers are deposited onto an initially empty 1-D array of sites representing
the substrate at a rate F' monolayers per unit time. Deposited monomers perform
random hops between nearest neighbour lattice sites within periodic boundary
conditions; this diffusion occurs at the rate D. In the case ¢ > 0, a new island
is nucleated when the number of monomers at any one site exceeds the critical
island size. The ¢ = 0 case represents spontaneous nucleation, and in this case
monomers have a small probability p, of nucleating a new island whenever they
hop. Once nucleated, the new island absorbs monomers that hop onto it from a

nearest neighbour site, therefore increasing in size.
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Since we assume that any monomer cannot evaporate from the substrate, the
deposition process can be measured by the nominal substrate coverage, 8 = F't.
Note that in the case of point islands, the coverage can exceed 100% even whilst
most of the substrate remains free for monomer diffusion. The value of € for which
the aggregation regime (where scale-invariance is found) starts is dependent on 4
and R; we check that the values for 6 are sufficiently high to ensure that we are
in the aggregation regime.

As before, our simulations were performed on lattices with 10° sites, with
R = 8 x 10°% up to coverage 6 = 100%, averaging results over 100 runs. For i = 0

we set the spontaneous nucleation probability to p, = 1077,

7.5 Results

7.5.1 Comparisons of the Integral Equation and Monte

Carlo Data for the Gap Size Distribution

In Figure 7.5 we compare the converged form of the GSDs from equation (7.3),
which we denote as ¢,, (z), with those found in our MC simulations for various
critical island size ¢. For ¢ = 1 — 3, we see that the observed GSD lies between that
of the o, =7+ 1 and «,, = 7 distributional fixed point solutions. This is expected
since we have found elsewhere that island nucleation is driven by both deposition
events and purely diffusional fluctuations in monomer density in Chapter 6. For
spontaneous nucleation where ¢ = 0, only the a,, =74 1 = 1 model is physically

reasonable.
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Figure 7.5: The GSDs compared to histograms of MC data for various critical
island size 7, taken at nominal coverage 6 = 20% and 6 = 100%. The solid curve
are the converged solutions to (7.3) with «,, = i + 1 with ¢ = 0,1,2,3, and the

broken lines are for a,, = ¢ with ¢ = 1,2, 3.

Recall that for small z we have ¢(z) ~ kz*" for some constant k. This is essen-

tially the same small-size asymptotic behaviour found in the fragmentation theory

approach (6.3) in Chapter 6. It is not possible to obtain the large-size asymptotics

for ¢, (). However, numerical analysis of the solutions in Figure 7.5 shows that
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they differ from the fragmentation equation approach and we will further analyse
this later in this chapter. The reason for this can be traced to the derivation of
equation (7.3), where not only do we adopt a mean field approximations for nearest
neighbour gap sizes, but we also neglect long-range correlations which are expected
to be more prominent for larger gaps created early in the growth process. An ex-
ample of this effect is the creation of g4 which arose from the nucleation of I, and
the fragmentation of gap of size (g5 + g4 + g3). This type of nucleation event is not
included in the DFPE, which assumes that the gaps arise from the fragmentation
of only two parents. Note that these events, arising from next-nearest-neighbour
(or even longer) inter-gap correlations, will tend to involve large gaps rather than
small ones. Nevertheless, the results in Figure 7.5 show that the solutions capture
much of the essential physics for the GSDs.

In Figure 7.5, we also compare Treat’s i = 0 ¢(z) in (7.12) derived from the
traditional fragmentation theory approach as discussed in Chapter 5. This is a
useful benchmark to the MC data. As we see, for the i = 0 case (7.12) does fits
the MC data quite well.

In the next subsection we argue that the mean-field DFPE (7.1) in fact provides

a more realistic picture of the GSD than does the a priori more natural DFPE (7.9).

7.5.2 Fragmentation Bias for the DFPE with a Non Mean-

Field Approximation Assumption

The model presented given by (7.9) and (7.10) for the GSD is not appropriate for
the island nucleation process, since we know from MC simulations, in Chapter 6,
that larger gaps are fragmented by nucleation events more often than smaller
ones. We can account for this fragmentation bias by including the fragmentation

20+1

probability z***! which comes from the integral of equation (6.1). Incorporating
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this bias in equation (7.10) we find

o(z) = /01 /OZ/ad) <§ - zl) gf)(zl)%z%‘“ da dz. (7.21)

Note that we do not obtain this from a DFPE directly since the DFPE equivalent
of (7.21) is unknown.

We now compare the fixed point probability distribution of equation (7.21)
with those from the mean-field approximation (7.3) and from (7.10) above; see
Figure 7.6. Note that the effect of the bias is to skew the distribution away from
that of equation (7.10), which over-represents small gaps, towards that of the
mean-field approximation — see Figure 7.5. This shows that the correct inclusion

of the fragmentation bias justifies the mean-field approximation used for the gaps.



CHAPTER 7 203

0.8r 1
—Eq. (7.3)
—Eq. (7.9) 08 a=2
0.6l —Eq. (7.20) :
> >
e e 0.6
S04 g
o o
o 204
L L
0.2
0.2
00 1 2 3 4 oO 1 2 3 4
z z
14 1.4

[EnY
N
Q

I}
w
[EnY
N

1 1
) 9
c 0.8 c 0.8
[} ]
=) =)
0.6 g 0.6
LL L
0.4 0.4
0.2 0.2
% 1 2 3 4 % 1 2 3 4
z z

Figure 7.6: Comparison of the integral equations (7.3), (7.10) and (7.21) for the
various gap size models with o =1 — 4.

7.5.3 Comparisons of the Integral Equation, Monte Carlo
Data and the Generalised Wigner Surmise for the

Capture Zone Distribution

In Figure 7.7 we compare the converged form of the CZD of (7.15) with those from
the MC simulations. Again we find some excellent comparisons, particularly for

1 =0 and ¢ = 1. We also plot the GWS as a convenient analytical form for the
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CZD whose parameters depend on 7. Visually we see that our solutions work at

least as well as, and in the case of ¢ = 0 much better than the GWS.

2
—GWS
1.2t x MC, 6=20%
J A | o mc, =100%
W |—IE with a=i+1
0.8t Y\ |---1E with a=i .
w L
%06 .
0.4
0.2
e T A

P(s)

Figure 7.7: The CZDs compared to histograms of MC data for various critical
island size i, taken at nominal coverage 6 = 20% and # = 100%. The solid curve
are the solutions to (7.3) for o, = i+ 1 with ¢ = 0, 1, 2, 3, and the broken lines are
for a,, = ¢ with ¢ = 1,2, 3.

7.5.4 Moments of the Gap Size Distribution

Here, we compare the moments of the IEs (7.8) and, for ¢ = 0 only, (7.13) with
the data from the full MC simulations at § = 20% and # = 100% for the GSD.

Using bootstrap methods with 1000 samples of size as big as the original sample,
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we consider the average moments of the MC data for the general case of 7+ > 0, and
therefore find the approximate 95% confidence interval of these averages. These
errorbars are very small due to very large number of bootstrap samples. We have
presented these results in Table 7.1 for all cases of : =0, 1, 2 and 3.

By obtaining the moment of the MC data per simulation run, we consider the
average moment of the MC data for the GSD over 100 simulation runs, and there-
fore find the approximate 95% confidence interval of these averages. Moreover, we
have confirmed that these results in Table 7.2 is fairly consistent with the results
in Table 7.1.

MC ¢

Zpy P MC ©

3
3

~
Il
o

=~ W N
—_
o]
D
N}

1.286
1.964
3.429

1.296 £ 0.001
1.989 £ 0.001
3.456 £ 0.001

1.290 £ 0.001
1.963 £ 0.001
3.365 = 0.001

~
I
—_

=N
1

1.286
1.964
3.429

1.200
1.652
2.542

1.213 £ 0.001
1.685 = 0.001
2.598 =0.001

1.206 = 0.001
1.659 = 0.001
2.520 £ 0.001

~
Il
[}

=W N
1

1.200
1.652
2.542

1.154
1.492
2.123

1.146 £ 0.001
1.453 £ 0.001
1.991 £ 0.001

1.139 £ 0.001
1.427 £ 0.001
1.924 £ 0.001

~
I
w

= DN
1

oy, =1

Yo, =i+1

1.154
1.492
2.123

1.125
1.395
1.881

1.130 £ 0.001
1.400 £ 0.001
1.863 = 0.001

1.118 £ 0.001
1.360 = 0.001
1.766 £ 0.001

¢ Point islands, 0 = 20%
4 Point islands, 6 = 100%

Table 7.1: Moments of the GSDs for i = 0, 1, 2 and 3 from the DFPE (7.8) with
a, =i+ 1 or a,, = i (if appropriate), and from the MC simulations taken at
0 = 20% and 6 = 100% (0 is deposition rate times elapsed time).

In Table 7.1 we compare the moments calculated from (7.8) alongside those
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1.290 - 1.286  1.269 +£0.004 1.259 &+ 0.003
1.964 1.948 £0.009 1.915 =+ 0.007
3.363 - 3.429 3.385+0.026 3.282+0.018
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1.964 1.652 1.668 £0.003 1.643 £ 0.003
- 3.429 2542 2.572+£0.008 2.496 £ 0.006
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(\]

- 1.200 1.154 1.127+0.002 1.128 &+ 0.002
1.652 1.492 1.429+0.003 1.413 £ 0.003
- 2.542 2123 1.958 £0.007 1.905 =£ 0.006

= N
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~
Il
w

- 1.154 1.125 1.110£0.003 1.101 £ 0.002
1.492 1.395 1.37540.005 1.340 4 0.004
- 2.123 1.881 1.829£0.009 1.739 £ 0.007

EGVEN V)
1

o, =1

Yo, =i+1
¢ Point islands, 0 = 20%
4 Point islands, 6 = 100%

Table 7.2: Average moments of the GSDs for i = 0, 1, 2 and 3 from (7.8) with
a, = i+1 or o, = 4, and from the MC simulations taken at # = 20% and 6 = 100%.

taken from our MC simulations for ¢ = 0 and ¢ = 1. These confirm the competitive
performance of the DFPEs. It is interesting to note that the moments of Treat’s
¢(z) in (7.13) for i = 0 are similar to Z,, and notably compare with the MC data
at 8 = 100% very well. This, along with the visual evidence from Figure 7.5, may
not be surprising since (7.12) satisfies the small- and large-size asymptotics of the
GSD extremely well as confirmed in Chapter 6.

Similarly, in Table 7.1 the moments of (7.8) for ¢ > 2 seem to satisfy the
MC data at both 6§ = 20% and 6 = 100% fairly well. Furthermore, according to
Table 7.1, the moments of the MC data seems to fit (7.3) in the form of o, =i +1

better than those in the form of «,, = ¢ which may suggests that in terms of
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nucleation mechanisms the diffusion process is more dominant than the deposition

process.

7.5.5 Moments of the Capture Zone Distribution

Here we compare the moments of the IEs (7.18) and the GWS (7.20) with the
data from the full MC simulations at # = 20% and 6 = 100% for the CZD. As
before, we have used bootstrap methods with 1000 samples of size as large as
the original sample size to consider the average moments of the MC data for the
general case of i > 0, and therefore find the approximate 95% confidence interval
of these averages. We have presented these results in Table 7.3 for all cases of
1=20, 1, 2 and 3.

Again, as before, to stay consistent with the results in Table 7.3, we have
calculated the average moment of the MC data by obtaining the moment per
simulation run. In Table 7.4, we also have confirmed good consistency between
both set of results.

In Table 7.3 we compare the moments calculated from (7.18) and (7.20) along-
side those taken from our MC simulations for ¢ = 0 — 3. These confirm the
competitive performance of the DFPEs, meaning that the solution of the DFPEs
do describe the CZD well.

7.5.6 Small-Size Scaling of the Integral Equation

In Figure 7.8, as an alternative approach to the data analysis, we report the small-
size behaviour of the converged solutions to the IEs (7.3) and (7.16) for the GSD
(¢(2)) and CZD (P(s)) in logarithmic scale. We are able to calculate the gradients
for small-size scaling of (7.3) and (7.16). The results of this fitting procedure are

shown in Tables 7.5 and 7.6. For the small-size asymptotic behaviour of the GSD
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m Gnm  Sm?® Spb MC ° MC
t=0

2 1.178 - 1.138 1.1374+0.001 1.134 £ 0.001

3 1.571 - 1.439 1.4354+0.001 1.425=+0.001

4 | 2313 - 1.989 1.977£0.001 1.949 £ 0.001
=1

2 1.105 1.138 1.098 1.101+0.001 1.098 £ 0.001

3 1.325 1.439 1.305 1.316 +0.001 1.307 £0.001

4 1.708 1.989 1.665 1.690=+ 0.001 1.666 4= 0.001
L =2

2 1.074 1.098 1.076 1.069+0.001 1.066 4 0.001

3 1.227 1.305 1.234 1.212+0.001 1.202 4 0.001

4 1.483 1.665 1.500 1.448+0.001 1.42540.001
1=3

2 1.057 1.076 1.062 1.062+0.001 1.056 £ 0.001

3 1.175 1.234 1.190 1.189+0.001 1.169 £ 0.001

4 1.366 1.500 1.401 1.395+0.001 1.352=£0.001
o, =1

Yo, =i+1

208

¢ Point islands, 0 = 20%
4 Point islands, 6 = 100%

Table 7.3: Moments of the CZDs for i = 0, 1, 2 and 3 from the DFPE (7.18)
with a,, =i+ 1 or a,, = i (if appropriate), and from the MC simulations taken at
0 = 20% and 6 = 100% (@ is deposition rate times elapsed time).

and CZD we compare (7.3) and (7.16) with the data from MC simulations and
the fragmentation equation approach predictions of Section 6.3. The values from
these theories are also displayed in Tables 7.5 and 7.6. These tables are extensions
of the original Tables 6.13 and 6.14 presented in Chapter 6, allowing us to easily
compare the results of (7.3) and (7.16) with the previous results. We also recall a
few of conclusions from Chapter 6 for convenience.

In Table 7.5, for the GSD we see that in the case of i > 1 the MC data exponent
at 0 = 100% lies between the two possible values «,, = i and «,, = 7 + 1 which
show that both the deposition- and diffusion-driven nucleation mechanisms are at

play in the simulations. We also see that for ¢+ = 0, the exponent is close to the
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m Gm Sy ® Sy, P MC ¢ MC ¢
1=20

2 1.178 - 1.138 1.114 £0.003 1.107 £ 0.002

3 1.571 - 1.439 1.405£0.005 1.389 + 0.004

4 2.313 - 1.989 1.936 +0.012 1.901 £ 0.008
1=1

2 1.105 1.138 1.098 1.0904 0.001 1.088 + 0.001

3 1.325 1.439 1.305 1.30340.002 1.2954 0.002

4 1.708 1.989 1.665 1.673+0.004 1.651 4 0.003
1=2

2 1.074 1.098 1.076 1.051 £0.001 1.056 4+ 0.001

3 1.227 1.305 1.234 1.192+0.002 1.190 4 0.002

4 1.483 1.665 1.500 1.42440.004 1.411 4 0.003
1=3

2 1.057 1.076 1.062 1.043 4+ 0.002 1.040 4 0.002

3 1.175 1.234 1.190 1.1674+0.003 1.152 4+ 0.002

4 1.366 1.500 1.401 1.37040.005 1.332 4 0.003
o, =1

Yo, =i+1
¢ Point islands, 0 = 20%
4 Point islands, 6 = 100%
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Table 7.4: Average moments of the CZDs for i = 0, 1, 2 and 3 from (7.18) with
a, = i+1 or o, = 4, and from the MC simulations taken at # = 20% and 6 = 100%.

ant o, (7.3)* (7.3)P GSDe¢

GSD4

W N = Of =,

a

W DN —

1

2
3
4

=1
b s 1
Oy =1+

©0=20%
49 =100%

0.946
1.853
2.697

0.946 0.876 = 0.033
1.853 1.701 £ 0.045
2.697 2.789 £ 0.080
3.489 2.719 £0.082

0.905 &= 0.029
1.579 £ 0.105
2.718 £0.074
3.271 £ 0.056

Table 7.5: Average gradient for the small-size scaling of the GSD using different
bin-widths at coverages 6 = 20% and 100%.

a, =1+ 1 =1 prediction at both 8 = 20% and 6 = 100%. The results show that

the small-size asymptotics of (7.3) seem to underestimate the expected gradients
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Figure 7.8: Small-size form of the IEs (7.3) and (7.16) for the GSD and CZD
respectively in logarithmic scale for © = 0, 1, 2 and 3. The dashed line is the

straight-line fit to data.

i |20, + 1% 20, + 17 GWSE (7.16)2 (7.16)]O CzD4 CZD*

0 - 3 2 - 2.938 2.730 £0.030 2.751 £ 0.086
1 3 5 4 2.938 4.503 4.187 £0.050 4.372+£0.149
2 5) 7 6 4.503 5915 5.883£0.207 5.957 £ 0.187
3 7 9 8 5915 6.627 7.200£0.382 6.138 £0.124
&, =1

Yo, =i+1

c8=2010+1)

49 =20%

¢ =100%

Table 7.6: Average gradient for the small-size scaling of the CZD using different
bin-widths at coverages 6 = 20% and 100%.

consistently for each value of 7.

For the CZD, in Table 7.6, we see that the i = 0 data are close to the A =

2i + 3 = 3 prediction of the fragmentation equation approach, being somewhat

larger than the 8 = 2(i+1) = 2 predicted by the GWS. The GWS exponent which

appears to present a reasonable compromise given the two possible nucleation
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mechanisms. As in the case of the small-size asymptotics of the GSD, for i < 2,
we have confirmed that the MC data at § = 20% and 6 = 100% satisfies the
small-size asymptotics of (7.16) for o, = i + 1 well. It is worth noting that the
performance of (7.16) in this analysis does closely follow the GWS. For ¢ = 3 at
6 = 100%, it is notable that (7.16) seems to fare better than both the predictions

of fragmentation theory approach and the GWS for the CZD.

7.5.7 Large-Size Scaling of the Integral Equation

In Figure 7.9 we present the large-size behaviour of the IEs (7.3) and (7.16) for the
GSD and CZD respectively. As before in Chapter 6, the data are plotted in order
to test the common large-size functional form of (6.6) and the GWS and compare
these results to the fragmentation equation approach for the GSD and the GWS
for the CZD as well as the MC data. In addition, we perfom fits to find the
exponents of (7.3) and (7.16) on these plots. The results of this fitting procedure
are presented in Tables 7.7 and 7.8 for the GSD and CZD respectively. As noted
earlier, Tables 7.7 and 7.8 are simply extensions of the original Tables 6.17 and
6.18 in Chapter 6. Again, we recall the conclusions from Chapter 6.

Once again we compare the exponents of (7.3) and (7.16) with the MC simu-
lation data and the fragmentation equation theoretical predictions. Recall, from
Chapter 6, that for the GSD, the fragmentation equation approach predicts values
of 2a,, + 1. For the CZD, the fragmentation theory prediction is 3 for i = 0 (see
(6.6)). In contrast, the GWS prediction for the CZD is the universal value 2. The
values from these theories are displayed in Tables 7.7 and 7.8.

For the GSD, as discussed in Chapter 6, we see values bracketed by the two
possible nucleation mechanisms for ¢ = 1 and 2. The prediction exponent for i = 0

is 3 but the actual behaviour is slightly below this. The data’s exponent is below
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Figure 7.9: Large-size form of the IEs (7.3) and (7.16) for the GSD and CZD
respectively in logarithmic scale for © = 0, 1, 2 and 3. The dashed line is the
straight-line fit to data.

i | an® a,” (7.3)* (7.3)° GSD® GSD¢

0] - 3 - 2301 2.51540.006 2.665+ 0.007
1|3 5 2301 2730 3.13040.009 3.383+0.008
21 5 7 2730 3.065 4.364+0.020 5.1124 0.025
317 9 3.065 3.335 5.094+0.026 6.43740.034
o, =1

ba,=i+1

¢ =20%

46 =100%

Table 7.7: Average exponents for the large-size scaling of the GSD using different
bin-widths at coverage 6 = 20% and 100%.

even that of the deposition-induced nucleation case for i = 3. It is notable that the
IE (7.3) is consistently below the prediction of the fragmentation theory approach
and the MC data. This strongly suggests that the large-size predictions of both
are not the same, unlike the small-size predictions. For ¢ = 0 and ¢« = 1 the IE
(7.3) seems to compare well with the MC data for the GSD. The results are rather

mixed — in conclusion neither the IE (7.3) nor the fragmentation theory approach
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i | 2i4+3* GWS (7.16)2 CzDP CZDe

0 3 2 3.180 3.108 £0.012 3.043 4+ 0.043
1 - 2 3.639 3.721+£0.020 3.826 + 0.021
2 - 2 3.967 4.946 £0.029 5.536 & 0.033
3 - 2 4.231 5.464 +£0.041 6.530 & 0.042
a\=2i+3

b o =20%

© 9 =100%

Table 7.8: Average exponents for the large-size scaling of the CZD using different
bin-widths at coverage 6 = 20% and 100%.

predict the large-size asymptotics of the GSD obtained from the MC simulation
for ¢ > 2.

For the CZD we observe that the MC data exponents Table 7.8 do indeed
mirror those of the GSD in Table 7.7 quite well. We also see that the concrete
prediction for ¢ = 0 from the fragmentation theory, namely 3, is well supported by
the simulation data. Similarly, for i = 0 the IE (7.16) seems to compare very well
along with the MC data and the fragmentation theory prediction for the CZD.
As the case for the GSD above, the large-size asymptotics of (7.16) is consistently
below the MC data. We could say the same for the prediction of the fragmentation
theory if, as discussed in Chapter 6, the conjecture that the 2¢ + 3 prediction of
large-size asymptotics for the CZD is correct. Despite the fact that (7.16) does
not satisfy the MC data for ¢ > 1, it is observed that (7.16) fares better than the

universal prediction of the GWS, that is 2, and the conjecture described above.

7.6 Conclusions

In summary, we have presented distributional fixed point equations (DFPEs) for
the nucleation of point islands in one dimension. The approach develops a new

retrospective view of how the inter-island gaps and capture zones have developed
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from the fragmentation of larger entities. The fixed point of the resulting integral
equations (IEs) offers a new perspective on why scale-invariant distributions arise
from the nucleation process. This approach was inspired by Seba’s one-dimensional
(1-D) car-parking model and, despite the reversibility of the Seba case, we were
able to overcome the irreversibility barrier of our model.

We have considered three gap size models as presented in (7.1), (7.9) and (7.21).
The DFPE (7.9) may be considered as the non mean-field version of (7.1). In fact,
the fixed point for the former DFPE is given by a gamma distribution. However, we
show that this model is not suitable for the island nucleation and growth processes
as evidenced by the MC data for the gap size distribution (GSD). It is suggested
that this particular model ignores the fact that larger gaps are more likely to be
fragmented by nucleation events than smaller gaps. In other words, this model
has over-represented smaller gaps.

In Chapter 6, under the assumption that the island nucleation and growth stage
is in the aggregation regime, the probability of a new nucleation occuring in a gap

2an+1l Tf we incorporate this fragmentation bias in

of width z is proportional to z
the IEs for the non mean-field model, then we see that the IEs (7.21) follow the
mean-field IEs (7.3) closely. Interestingly, the former seems to be strongly related
to Treat’s solution for the ¢ = 0 case. This creates a few questions — since we have
used same assumptions in the same fragmentation model, are the IEs (7.21) the
same as Treat’s solution? Usually, physical intuition leads to the DFPEs, and, in
turn, IEs follow algorithmically. So, what is the DFPE equivalent of (7.21)? Can
one work out the DFPEs from the IEs by working backwards?

We now turn our attention to the IEs (7.3) for the GSD; we then presented

the same data as shown in Chapter 6 for the nucleation and growth simulation.

Numerical analysis of the solutions in Figure 7.5 show that the IEs differ from the
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fragmentation theory approach. The reason for this is that we neglect longer-range
correlations which are expected to be more prominent for larger gaps created early
on in the growth process. Nevertheless, the results in Figure 7.5 show that the
solutions capture much of the essential physics for the gap size distribution (GSD).
Moreover, for i = 0 in Figure 7.5, we also compare the moments of Treat’s ¢(z) in
(7.13) derived from the traditional fragmentation theory approach to those of the
[Es (7.3). It is confirmed that Treat’s (7.12) does fit the Monte Carlo (MC) data
quite well. In the case of ¢+ = 0, this vindicates the whole fragmentation theory
structure outlined in Chapter 5 although the fragmentation theory has limitations
due to, for example, a significant decrease in the nucleation rate for higher critical
island sizes; see Chapter 6 for further detail.

We note that the moments for the MC data seem to fit the IEs in the form of
o, = 1+ 1 better than those in the form of a,, = 7, which may suggest that the
diffusion process is more likely to be dominant than the deposition process due to
the large value of R = D/F. For the small-size GSD scaling, the IEs predict the
MC data well for 7 > 0 except possibly the ¢ = 3 case. A possible explanation for
this exception may be that, as mentioned in Chapter 6, the simulation does not
enter the aggregation regime at low coverage in the ¢ = 3 case.

For the large-size asymptotics of the GSD, we note that the IEs consistently
predict below that of the fragmentation theory approach and the MC data. This
is a strong suggestion that the large-size predictions of both are not the same, in
contrast to the small-size predictions. For ¢+ = 0 and 7 = 1, the IEs compare well
with the MC data. In contrast, for higher critical island sizes, neither the IEs nor
the fragmentation theory approach predicts the large-size asymptotics we obtain
from MC simulations for ¢ > 2.

We now consider the IEs (7.16) for the capture zone distribution (CZD). The
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construction of the IEs for the CZD is independent of those for the GSD, which
is possibly a major conceptual advance to be discussed later in this section. In
order to support the performance of the DFPEs (or its counterpart IEs), as in
the case for the GSD we also have considered the moments and small- and large-
size asymptotics of the IEs and the Generalised Wigner Surmise (GWS) alongside
those taken from our MC simulations for 7 > 0.

The moment of the IEs performs notably better than the GWS in two cases
of i =0 and ¢ = 1, and at least as well as the GWS for ¢ > 2. We also confirm
that the MC data satisfy the small-size asymptotics of the IE for a,, =7+ 1 in the
case of © < 2. The performance of the IEs competes well with the GWS and seems
to fare better with ¢ = 3 in comparisons to the predictions of the fragmentation
theory approach (in the a,, =i + 1 case) and the GWS.

For i = 0 and i = 1 in the case of large-size CZD scaling, the IEs (7.16)
appears to compare very well along with the MC data and the fragmentation
theory prediction. As for the GSD case, however, the large-size asymptotics of
(7.16) consistently gives results that are below the MC data. If the conjecture
is correct that the prediction of large-size asymptotics for the CZD is 2¢ + 3, as
discussed in Chapter 6, then we could say the same for (7.16) being consistently
below the predictions. Despite the fact that (7.16) does not satisfy the MC data
for i > 1, we observe that (7.16) fares better than the universal prediction of the
GWS — that is, 2 — and the conjecture described above.

In conclusion, this promising approach clearly needs further investigation, es-
pecially for the GSD. Nevertheless, we have shown how the solutions of DFPEs, or
their counterpart IEs, compare well to MC simulation data — performing at least
as well as the GWS, and notably better for the case of i = 0.

One key outcome of our approach is that it allows one to construct the DFPEs
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for the CZD directly. Recall, in Chapters 5 and 6, the CZD has been obtained from
the GSD via the convolution equation (3.22). This provides a fresh perspective
for capture zones; the retrospective approach might also help in higher dimensions
where equivalents to the GSD do not exist — this could be considered as future

work.



Chapter 8

Conclusions and Future

Directions

8.1 Conclusions

For decades, considerable effort has been expended in trying to develop theories
of nucleation and growth processes during submonolayer deposition. The aim of
this work is to find a modelling framework that allows us to explain the island size
distributions (ISDs) found both experimentally and in Monte Carlo (MC) simula-
tion. A validated modelling framework would also provide predictive capabilities
for the design of new experiments and material processes.

In Chapter 4, for a restricted class of solutions, we have obtained the long
time behaviour of the monomer and island size distributions for rate equations
with constant coefficients and the concept of a ‘river’ for the point-island case
of general critical island size ¢ > 1. To relax the aforementioned restriction, we
requires that all solutions in the first quadrant are attracted to the river. Also, we

have proved the convergence of the ISD to a self-similar profile where there is a
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discontinuity at scaled island size of (i 4+2)/(i 4+ 1). This is confirmed by the work
of Bartelt and Evans who also studied the ¢ = 1 model closely related to the one
considered by da Costa et. al. [25]. However, the data from the MC simulation
shows that there is no discontinuity for the ISD and hence the divergence discussed
does not exist in reality. For consistency check, if one sets ¢ = 1, then the results
obtained in Chapter 4 will be collapsed to restricted versions of the results obtained
by da Costa et. al. [25]. Furthermore, our weaker versions of the results obtained
by da Costa et. al. provide confirmation that our results are consistent with the
results in the work of Blackman and Wilding with p = 0 (the constant capture
rate coefficients).

The Generalised Wigner Surmise (GWS) was proposed by Pimpinelli and Ein-
stein to describe better the capture zone distribution (CZD). In Chapters 5 and 6,
we have discussed the differences between the Blackman and Mulheran fragmen-
tation theory and the GWS for the one-dimensional (1-D) point island nucleation
and growth model. Since these two theoretical approaches are based on the same
physical intuition, it is useful to confront these predictions together by means of
the MC data. Essentially, in Chapter 5, we have shown that the GWS does not
correspond with the small- and large-size asymptotic solutions to the Blackman
and Mulheran (BM) fragmentation theory analysis. We have concluded that the
BM theory and the GWS cannot be simultaneously correct. In Chapter 6, we pre-
sented MC data for the point island nucleation and growth simulation. We show
that the fragmentation theory provides a good theoretical framework in which to
understand the MC simulation results. Moreover, for the large-size CZD, the GWS
is not successful when confronted with our 1-D simulation data since the Gaussian
tail of the GWS is not observed in the simulation data. However, there are a

few limitations of the BM fragmentation theory, such as its failure to capture the
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time-dependent nature of the monomer density profile within gaps.

Nevertheless, this theory provides an useful theoretical framework from which
to consider the island nucleation process — the deposition process or the diffusion
process. It is important to note that similarity solutions correspond to ¢ — oo,
which implies that one mechanism will completely dominate another. This is true,
at the asymptotic limit of large R = D/F where 6§ = F't, the diffusion mechanism
will dominate the deposition one. However, in practice, once cannot get to this
limit in simulations or experiments (nor can we get to ¢ — oc). Therefore, it is still
valid to consider the behaviour whether one mechanism or the other dominates
because this provides a good bracket to understand our MC data.

We have presented distributional fixed point equations (DFPEs) for the nucle-
ation of point islands in one dimension. The approach develops a new retrospective
view of how the inter-island gaps and capture zones have developed following the
fragmentation of larger entities. Numerical analysis of the solutions in Chapter 7
demonstrate that the IEs differ from the results obtained from fragmentation the-
ory approach. The reason for this is we neglect longer-range correlations — they
are expected to be more prominent for larger gaps created early in the growth
process. Nevertheless, the results show that the solutions capture much of the
essential physics for the gap size distribution (GSD).

We focus our attention on the IEs for the CZD. The moment of the IEs performs
notably better than the GWS in two cases — namely, i = 0 and ¢ = 1 — and at least
as well as the GWS when i > 2. The performance of the IEs competes well with
the GWS and seems to fare better with ¢ = 3 when compared to the predictions
obtained by the fragmentation theory approach (in the «,, =i+ 1 case) and the
GWS. In the i = 0 and i = 1 cases for the large-size CZD scaling, the IEs (7.16)

appear to compare very well along with the MC data and the fragmentation theory
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prediction. However, the large-size asymptotics of (7.16) consistently give results
that are below the MC data. Despite the fact that the IEs do not satisfy the MC
data for ¢ > 2, we observe that the IEs fares better than the universal prediction
of the GWS.

Despite this promising approach requiring further investigation — especially for
the GSD — we have shown how the solutions of DFPEs, or their counterpart IEs,
compare well to the MC simulation data; performing at least as well as the GWS,
and notably better for the case of i = 0. A key advantage of this approach is that
it allows the construction of the DFPEs for the CZD without having to rely on
the GSD via the convolution equation. This raises the possibility of constructing

a similar DFPE for the CZD in higher dimensional systems.

8.2 Future Directions

In order to establish the global asymptotic result that confirms the results obtained
by Blackman and Wilding [16] and da Costa et. al. [25], we need to prove that
all solutions in the first quadrant are attracted to the river R(X). Due to the
discontinuity found in the analysis for rate equations with constant capture rate
coefficients, we need to consider the conditions on the coefficients of rate equations
which will ensure a continuous scaling solution. Moreover, in the work of Blackman
and Wilding, they had assumed that all islands of sizes 1 < j < i were allowed to
fragment. Despite the fact that our case only assume that islands of sizes 1 < j <1
simply do not arise, the asymptotic behaviour is the same in both cases, which is
remarkable and merits further analytical work. Moreover, da Costa et. al. and we
have considered the = 1 case, which leads to a self-similar function, ®5(¢). This

raises a question — what is the physical meaning of this function in terms of the
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modelling of submonolayer deposition?

In the fragmentation theory approach, it was observed that the nucleation rate
slowed down over time in the higher critical island sizes, which could suggests
less well-mixed systems. Along with this, a better fragmentation kernel that can
incorporate this time dependency is required — this implies that the fragmentation
equation will be nonlinear.

The DFPE approach is novel and, clearly, this needs further investigation. We
might need to derive a better DFPE for the GSD that will incorporate long-range
correlations. Note that the other two (non mean-field) gap size models are based
on nonlinear IEs, which then could have to come from a nonlinear fragmentation
equation. So, two interesting questions here are: what are the fragmentation
equations and the similarity solutions of the aforementioned gap size models. Also,
another future direction is to extend the DFPE for the CZD to higher dimensional
cases; note that it is not possible to extend the DFPE for the GSD since the GSD
only makes sense in the 1-D case and the derivation of the DFPE for the CZD is
independent of those for the GSD which is one of key outcomes raised in Chapter 7.

In general, these conclusions and future directions are for the irreversible case,
that is, no attached monomer can leave away from an island — this is one of
the main assumptions we have adopted in this thesis. It is natural to consider
the reversible case as studied in the past by several authors, such as Blackman
and Wilding [16], Mulheran and Blackman [54], and Ratsch, Zangwill, Smilauer
and Vvedensky [67]. However, we need to ask carefully: what do we mean by
reversibility in this research field? As mentioned in Chapter 1, monomers can re-
evaporate from the substrate at high temperatures, as observed by experiment —
such process is known as desorption, which is one of the important processes for

the nucleation and growth stage in some cases. We must note that this is not the
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only possible scenario of reversibility — other possibilities are:

e Using the critical island size ¢ > 1 already implies some reversibility — smaller
(unstable) islands of size at most i+ 1 disassociate as soon as they form, or at
least do so quickly compared to the average lifetime of a deposited monomer
before either being captured by an existing island or join other monomer to

nucleate a new island in the aggregation regime;

e Allowing small or all islands to diffuse — we have not looked at this possibility

in this thesis;

e Islands of size, say, k +m < i + 1 breaking into two islands of size k and m
respectively, which is the possibility of more complex pathways for disasso-

clation.

As we see, this research field is rapidly evolving and it is difficult to mention
all works especially in the case of some authors, such as Amar, Evans, Korner,
Mulheran and so on. Here, we will only include a few recent papers (that are not
related to any theory developed in this thesis) based on the theory of nucleation
and growth of islands only as a way of providing a (small) snapshot of what is
happening elsewhere prior to the publication of this thesis.

For the general survey on the submonolayer deposition and multilayer epitaxial
thin film growth, a recent paper is written by Evans, Thiel and Bartelt [33]. This is
not only focused on the theory of epitaxial growth but also on several case studies,
which are relevant to the aforementioned theory. This is a good survey for both
interested readers and experts.

Petrov, Miller, Rehse and Fornari [60] propose a new mathematical approach
for the ISD in the ¢+ = 1 case of 1-D submonolayer deposition. This approach is

based on exact difference-differential rate equations. The next step is to generalise
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this approach for higher critical island sizes; they believe that this approach can
be extended for the two-dimensional (2-D) case.

It was recognised that both islands and deposited monomers may diffuse, which
influences the island density and the ISD. This motivates the work of Mulheran
and Robbie [56]. Their simulations are similar to the one considered in this thesis
with some differences: in a 2-D substrate, monomers are deposited randomly at
a rate of F. These deposited monomers then diffuse and when monomers join,
the island is irreversibly nucleated. The critical island size, ¢ is 1 and the shape
of islands is fractal unlike point and extended islands. These islands diffuse with
the diffusion rate Dj~#, where D is the monomer diffusion rate, j is the number
of monomers in an island and p is the exponent to be determined by experiments
and simulations. Once the perimeters of islands meet, these islands coalesce into
a larger island. It was noted that the value of the exponent p lies typically in the
range 1 < p < 2 for 2-D islands on a 2-D substrate. Mulheran and Robbie have
considered self-consistent rate equations in a similar manner as the work of Bales
and Chrzan [6]. This work also leads to the following two papers [38, 43], which
we discuss next.

Motivated by experiments on colloidal nanoparticles, Kryukov and Amar con-
sider the case where islands are allowed to diffuse in the irreversible nucleation
and growth stage [43] to study the effects on the island density and the ISD. They
have confirmed that their island-density results are in good agreement with the
results of Mulheran and Robbie [56]. Also, Hubartt, Kryukov and Amar present
a generalisation of the self-consistent rate-equation approach originally developed
by Bales and Chrzan [6] to the case of irreversible growth and island mobility.
Hubartt et. al. [38] assume that islands diffuse with the rate Dj~*, which is

essentially the same as the one considered by the work of Mulheran and Robbie
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as mentioned above. Hubartt et. al. have concluded that, in studying the ISD
for few values of u < 3, their self-consistent rate-equation approach is in better
agreement with their simulation data than the traditional rate-equation approach.
This is expected since the presence of cluster mobility would reduce the effects
of correlations, which influence the ISD. However, correlations are important for
larger islands in the case of ¢ > 3 and so the agreement with their simulation data
is not good.

In [42], Korner, Einax and Maass consider rate equations in the case of irre-
versible nucleation and island growth along with direct impingement of arriving
monomers. The authors obtain capture numbers o;(6) which depend on both is-
land size j and 6 by collecting data for ¢ from MC simulations for constant 6,
approximating the average o as a function of 57 and # and formulating rate equa-
tions using these averaged o. Korner etf. al. conclude that coefficients o; with no
0 dependence lead to a poor prediction of ISD and thus there is a rate-equation
model for submonolayer deposition that behaves just like the data from MC sim-
ulation if one takes into account the correct dependence of o; on both j and 0.
More details can be found in [42].

Despite the fact that there is a wide range of works raising several different
questions that may, or may not, be related to each other, these all have one
common goal — obtaining reliable formulation for the all-important ISDs. On a
final note, the structure of islands, capture zones surrounding each island and gaps
between two neighbouring islands in the 1-D case — in any size and model — are
clearly examples of coagulation-fragmentation processes as introduced in the very

beginning of this thesis.
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