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Abstract

This thesis reports on experimental and numerical investigations of relativistic
electron transport in solids irradiated by intense (i.e. IL > 1019 Wcm−2) laser
pulses. Specifically, the effect of electrical resistivity on fast electron transport is
explored.

The first investigation explores fast electron transport in allotropes of carbon
by measuring the spatial-intensity distribution of the beam of protons accelerated
from the target rear-surface. An analytical model is developed which accounts
for the rear-surface fast electron sheath dynamics, ionisation and projection of
the resulting beam of protons, and is used (in conjunction with the experimental
measurements) to infer annular fast electron beam transport with filamentary
structure in 200 µm-thick diamond targets. The important role that material
lattice structure has in defining electrical resistivity, which in turn defines the
fast electron transport properties, is established utilising three-dimensional hybrid
particle-in-cell (3D hybrid-PIC) simulations together with an analytical model of
the resistive filamentation instability.

The second investigation explores fast electron transport in silicon utilising
both experimental measurements and 3D hybrid-PIC simulations. Annular fast
electron transport is demonstrated and explained by resistively generated mag-
netic fields. The results indicate the potential to completely transform the beam
transport pattern by tailoring the resistivity-temperature profile at temperatures
as low as a few eV. Additionally, the sensitivity of annular fast electron beam
transport is explored by varying the drive laser pulse parameters (i.e. energy,
focal spot radius and pulse duration) and is found to be particularly sensitive to
the peak laser pulse intensity. An ability to optically ‘tune’ the properties of an
annular fast electron transport pattern may be important for applications.

In the final investigation the effect that initial target temperature, and thus
lattice melt, has on fast electron transport properties is demonstrated. Laser-
accelerated proton beams are used to isochorically heat silicon for several tens-
of-picoseconds prior to the propagation of fast electrons through the pre-heated
target. This enables the influence of resistivity gradients, generated by proton-
induced lattice melt, on fast electron transport properties to be explored. The
experimental observation of an annular proton beam after theat = 30 ps of proton
pre-heating, which corresponds to annular electron transport within the target, is
in excellent qualitative agreement with 3-D hybrid-PIC simulations of fast elec-
tron transport in a target containing an initial temperature (and thus, resistivity)
gradient.
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Chapter 1

Introduction

1.1 History and Motivation

When Theodore Maiman produced the first laser light using a ruby crystal and

flashlamp in 1960 [1], building upon the previously demonstrated maser devel-

oped in the early 1950’s [2], he could have been forgiven for not fully appreciating

the extent to which his discovery would revolutionise both fundamental physics

and modern technology. Indeed, at the time he remarked that “the laser is a so-

lution looking for a problem[3].” The unique properties of laser light, namely it’s

monochromaticity, coherency and high directionality (in addition to high bright-

ness), have enabled it’s use in a startlingly broad and diverse range of applications;

from optical devices (e.g. CD players), industrial applications (e.g. welding and

laser cutting) to medical applications (e.g. surgical incisions and cauterisation)

and fundamental physics (e.g. laser cooling for creation of Bose-Einstein conden-

sates [4]). The laser has become ubiquitous in modern times — no longer can it

be considered a “solution looking for a problem”.

Building upon the initial demonstration by Maiman, researchers quickly de-

veloped and improved the original laser design; the demonstration of Q-switching

in 1961 [5] ushered in the generation of laser pulses with kilo-Joule energies and

nanosecond duration, while the development of mode-locking in 1964 enabled

pulses of ultra-short duration to be generated (i.e. 10−15 s) [6]. The development

of such laser pulses initiated the growth of a new field of physics: exploring the
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interaction of intense laser pulses with matter. This burgeoning field of intense

laser-solid (or, more generally, laser-plasma) interactions, whilst active in the late

1970’s and early 1980’s, primarily explored laser-matter interactions at intensi-

ties of 1014 − 1016 Wcm−2 [7–9]. However, the field made a considerable leap

forward in 1985 with the invention of the technique chirped pulse amplification

[10] which enabled laser intensities to increase from the order of 1015 Wcm−2 to

> 1020 Wcm−2 in as little as a decade. In recent years, a wide variety of high in-

tensity lasers are available, each possessing a wide range of pulse properties. For

example, the Astra-Gemini and Vulcan lasers at the Rutherford Appleton Lab-

oratory both produce high intensity pulses but with distinct pulse parameters;

the former delivers tens-of-femtosecond (i.e. 4 × 10−14 s) pulses of 15 J energy,

while the latter produces picosecond duration (i.e. 10−12 s) pulses with 500 J of

energy — operating close to their peak intensities, these lasers generate pulses

with intensities close to 1021 Wcm−2.

Such rapid developments in laser technology have stimulated significant re-

search effort devoted to understanding and optimising two particular applications

of high intensity lasers interacting with dense plasma: 1) inertial confinement fu-

sion; and 2) laser-driven ion acceleration. This thesis explores physics relevant to

both of these applications.

1. Inertial confinement fusion

The use of lasers to drive a controlled nuclear fusion reaction, while suggested

in the 1960’s [11], was most popularly proposed by Nuckolls et al. [12] in 1972,

although the idea originated from a series of meetings in 1957 which explored

peaceful applications of nuclear energy, chaired by Edward Teller [13]. In con-

trast to the other most common technique by which controlled nuclear fusion is

realised (i.e. magnetic confinement fusion, in which a toroidal-shaped plasma is

maintained at low density and high pressure by strong magnetic fields in a device

known as a tokamak) laser-driven nuclear fusion involves heating and compress-

ing a millimetre-sized pellet of fuel by intense laser pulses. The scheme relies

on the requirement that the inward inertia of the fuel pellet, generated as the
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incident lasers ablate material from the capsule surface, compresses the fuel −

the fuel subsequently burns (i.e. ignites), releasing more energy than was used to

compress it, before the target has time to disassemble. Thus, laser-driven fusion

is known as inertial confinement fusion (ICF).

In the original scheme proposed by Nuckolls et al., intense lasers (of UV or X-

ray wavelength) are used to heat and compress a spherical fuel capsule, a method

known as ‘hot-spot’ direct-drive ICF. This capsule consists of an outer ablator

shell and an inner region containing cryogenic deuterium-tritium (DT) fuel. The

laser is incident onto the surface of the fuel pellet (i.e. the ablator shell), resulting

in heating and expansion of the ablator material. Due to momentum conservation,

this outward expansion produces a corresponding rocket-like inward acceleration

of the fuel, resulting in significant compression. As the interior fuel compresses,

the fuel exhibits two distinct regions: 1) a central ‘hot spot’ containing ∼ 2− 5%

of the main fuel mass; and 2) a dense (i.e. 1000 gcm−3), relatively cold region

constituting the remaining fuel mass [14] - see Fig. 1.1(a). Thus, direct-drive ICF

is referred to as isobaric compression [15]. However, due to the nanosecond dura-

tion of the laser pulses used to drive the compression phase [12] the subsequent

implosion dynamics of the fuel occur on hydrodynamical timescales. This invari-

ably results in the growth of instabilities (particularly the Rayleigh-Taylor class

of instabilities [16]) which lead to the degradation of the confinement process,

thereby reducing the efficiency of the fusion reaction.

The invention of the CPA technique [10] enabled the generation of high inten-

sity lasers (i.e. IL > 1018 Wcm−2), delivered in an ultrashort pulse of picosecond

to several tens-of-femtosecond duration. This innovation provided the method by

which an alternative approach to controlled thermonuclear fusion was proposed:

fast ignition ICF. First suggested by Tabak et al. [17] in 1994, the fast ignition

(FI) ICF scheme separates the compression and ignition phases of the fusion pro-

cess by utilising a secondary high intensity laser to initiate the fusion reaction

− the igniter beam. The fuel is initially compressed, in much the same way as

in conventional direct-drive ICF, but the generation of a central hot-spot (as in

direct-drive ICF) is not necessary (the hot spot is typically produced off-centre −
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Figure 1.1: Schematic picture of the temperature and density as a function of
radius for: (a) ‘hot-spot’ ICF; and (b) fast ignition ICF.

see Fig. 1.1(b)) and thus the density requirements are relaxed, from 1000 gcm−3

for direct-drive ICF to a uniform (i.e. isochoric) value of 300 gcm−3 for FI − the

density and temperature profiles of hot-spot direct-drive and fast ignition ICF

schemes are shown in Fig. 1.1(a) and (b) respectively.

The vital stage of the FI process involves an intense laser (of estimated energy

∼ 100 kJ and 10 ps duration [18]) injected into the pre-compressed fuel. This

intense laser couples it’s energy into the generation of a population of ‘fast’ (i.e.

moving close to the speed of light) electrons which propagate to the high-density

core and deliver the ‘spark’ that ignites the fusion process. This process is shown

schematically in Fig. 1.2(a).

The advantages of fast ignition over conventional (i.e. ‘hot-spot’) ICF arise

from the reduction in fuel compression required. The isochoric compression char-

acteristic of FI means that more fuel mass can be compressed to a much lower

average density than in conventional ICF. The consequence is that both a higher

fusion gain can be achieved in conjunction with a reduction of the overall laser

energy required for compression. In addition, FI is less susceptible to hydrody-

namic instabilities (e.g. Rayleigh-Taylor instabilities) due to being less dependent

on compression symmetry, together with a uniformly lower density.
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Figure 1.2: The fast ignition approach to ICF: (a) hole-boring fast ignition; and
(b) cone-guided fast ignition.

The main challenge of the FI scheme involves the delivery of energy from

the high intensity ignitor pulse via the generation and transport of fast electrons

to the compressed fuel. The fast electrons (which ignite the fusion process via

their energy deposition in the compressed DT fuel) must propagate through 100

- 300 µm of compressed fuel to the ignition region. Thus, efficient transfer of this

energy is critical to achieving ignition. There are currently two main techniques

proposed to do this: hole boring and cone-guided FI.

Hole-boring FI involves the direct interaction of the ignitor pulse with the

compressed fuel, shown schematically in Fig. 1.2(a). However, due to the low-

density plasma surrounding the fuel the laser is susceptible to propagation losses

and deflection arising from instabilities in this region [19]. In order to minimise

beam energy loss in the low-density plasma region encasing the fuel, the innovative

technique of cone-guided FI was proposed [20], shown schematically in Fig. 1.2(b).

In this scheme, a hollow guiding cone (typically of high Z material e.g. gold) is

embedded within the fuel capsule. The high intensity pulse is then focussed into
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the gold cone (thereby avoiding the low-density plasma) and the fast electrons

are generated by the interaction of the ignitor pulse with the tip of the cone. The

first proof-of-principle experimental demonstration of cone-guided ignition was

made by Kodama et al. in 2002 [21], in which increased rates of fusion reactions

(indicated by an enhanced neutron yield) occurred when the ignition pulse was

fired in conjunction with compression.

Since the fast electrons are generated at the tip of the cone, the transport

properties of electrons through both the cone tip and compressed fuel to the

ignition region, typically a ‘stand-off’ distance of 100 - 300 µm [22], is of vital

importance to FI. Thus, new schemes have been proposed to control the fast

electron transport by embedding structures within the cone tip. For example,

the ‘magnetic switchyard’ approach may offer an increase in coupling efficiency

to the fuel core [23]. Therefore, a better understanding of the conditions which

determine, and techniques which control, the transport of fast electrons in dense

plasmas will have a direct influence on optimising the fast ignition approach to

ICF.

2. Laser-driven ion acceleration

In addition to ICF, a particularly unique application of laser-solid interactions

is the generation of energetic ions (i.e. MeV energies) from solids irradiated by

intense laser pulses. While early observations were made of energetic ions (sub-

MeV energies) arising from solids irradiated by moderated intensity CO2 lasers

[24, 25], the high intensity regime heralded by CPA lasers has enabled laser-

driven ion sources of unprecedented energy and beam quality to be produced

[26–30]. For current laser intensities (> 1019 Wcm−2) the dominant acceleration

mechanism is target normal sheath acceleration (TNSA) [31].

The acceleration of these ions arises from strong electric fields, created by fast

electron sheaths generated at the solid’s surfaces. The strength of such electric

sheath fields are on the order of TV/m, large enough to ionise atoms on the

target surface and accelerate them to multi-MeV/nucleon energies. Since the

ions originate from the action of the sheath field, the properties of the ion beam
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are a direct consequence of this field evolution, which in turn is directly affected

by the fast electron propagation inside the target.

The ion beams produced in laser-solid interactions have particularly notewor-

thy properties, including high energy [32], low emittance [33], high laminarity

and directionality, and find application in a wide range of fields, from ion sources

for proton oncology [34] to proton driven fast ignition ICF [35] and high energy

density investigations [36]. Therefore, improvement in our understanding and

control of the propagation of fast electrons inside the target will have a direct

impact on the quality of the sheath-accelerated ion beam for such applications.

1.2 Fast electron transport

As has been discussed, the controlled generation and transport of mega-Ampère

currents of fast electrons in intense laser-solid interactions is particularly impor-

tant for applications such as fast ignition ICF and laser-driven ion sources.

One of the unresolved issues critical to the realisation and optimisation of

these applications is the extent to which cold material properties influence elec-

tron transport properties. In recent years, work has investigated fast electron

transport in metals and plastics [37, 38], concluding that transport in conduc-

tors and insulators is different; this has been generally attributed to differences

in room temperature resistivity (i.e. availability of free electrons)[37] between

different materials.

However, a recent investigation by McKenna et al. [39] offered a radically

new insight into material effects on fast electron transport. By investigating fast

electron transport in various carbon samples, McKenna et al. demonstrated that

fast electron transport is strongly affected by the material’s lattice structure, via

the role that lattice structure has in defining resistivity, which in turn governs

the development of self-generated resistive magnetic fields which can influence

the fast electron beam propagation.

During an intense laser-solid interaction, a fraction of the incident laser energy

is converted into the generation of energetic (i.e. ‘fast’) electrons. To enable
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Figure 1.3: Transient states induced during intense laser-solid interactions: (a)
ultrafast isochoric heating drives a transition between cold solid to hot plasma;
and (b) electron-ion equilibration time, extracted from Mazevet et al. [40].

propagation of these electrons, a return current is drawn from the background

material. The action of this return current is to neutralise the fast electron beam

current such that propagation into the dense material is possible. One of the key

properties of the return current electrons is that they are highly collisional and

rapidly, on a femtosecond timescale, heat the background material to very high

temperatures − the material subsequently undergoes a transition from cold solid

to hot plasma (see Fig. 1.3(a)).

The timescale of return current heating (i.e. femtoseconds) is considerably

shorter than typical hydrodynamic timescales (i.e. nanoseconds), and thus the

bulk target material undergoes electron-driven heating to high temperatures (i.e.

∼ 1 - 100 eV) while temporarily remaining at solid density (i.e. isochoric heat-

ing). Key to the physics of this transient state of matter is the electron-ion

equilibrium time. During the heating process, the background target electrons

undergo heating on a femtosecond timescale, while the background ions typically

take considerably longer to experience significant heating; the electrons (due to

8
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their smaller mass) experience the heating first and subsequently mediate their

energy to the background ions, with both populations eventually reaching ther-

mal equilibrium on timescales typically of the order of tens-of-picoseconds [40]

(see Fig. 1.3(b)). Therefore, for electron transport driven by sub-picosecond laser

pulses, the material’s lattice temporarily retains its cold-state structure while the

background electrons are thermally excited.

In the work presented by McKenna et al. [39] it was the lattice structure

in this transient ‘warm dense matter’ (WDM) regime that defined the mate-

rial’s resistivity, which subsequently determined the global fast electron transport

properties. Indeed, the quite remarkable observation of smooth, uniform electron

beam transport in diamond (a room-temperature insulator) — smooth transport

is characteristic of metals; insulators typically exhibit disrupted beam transport

[37] — was attributed to the metallic-like resistivity of diamond at temperatures

in the region of 1 - 10 eV, which is directly correlated with the transient well-

ordered diamond lattice structure.

This crucial revelation re-opens the debate on the extent to which material

properties influence fast electron transport. To obtain a clearer understanding

of the fundamental relationship between material properties and fast electron

transport, this thesis presents several experimental and numerical investigations

of fast electron transport in solids, specifically focussing on the role that low-

temperature (i.e. 1 - 60 eV) electrical resistivity has on the transport properties

of the fast electron beam.

This thesis consists of eight chapters, summarised as follows:

• Chapter 2: Discusses the basic physics of laser-plasma interactions.

• Chapter 3: Describes the detailed physics of fast electron transport, pro-

viding a detailed discussion of resistivity models and magnetic field gener-

ation.

• Chapter 4: Presents the experimental and numerical techniques used to

investigate fast electron transport in solids.

9
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• Chapter 5: Fast electron transport in carbon is explored in this chapter via

experimental measurements, analytical modelling and numerical simulation

results.

• Chapter 6: Investigations of fast electron transport properties in silicon

are presented in this chapter using a combination of experimental measure-

ments and 3-D hybrid PlC simulations.

• Chapter 7: The role of target temperature gradients, induced by proton-

heating, on fast electron transport in silicon is explored in this chapter.

Experimental results are presented, along with hydrodynamic modelling of

proton-heating in silicon. Finally, 3-D hybrid PIC simulations are used to

interpret the experimental measurements.

• Chapter 8: Summarises the results of the investigations presented in Chap-

ter 5, 6 and 7. Potential directions for future research are discussed.

10



Chapter 2

Fundamentals of Laser-Plasma

Interactions

2.1 Introduction

The interaction of a sufficiently high intensity laser pulse with a solid target results

in ionisation of the material, leading to the formation of a plasma − this state

plays a key role in defining the physics of laser absorption and in the subsequent

generation of energetic particles (e.g. hot, ‘fast’ electrons and multi-MeV ions).

Therefore it is important to understand the underlying physics of laser-plasma

interactions to enable a deeper understanding of the source of these.

In this chapter, the physics of laser-plasma interactions is presented by ex-

ploring electron dynamics and the mechanisms governing energetic electron gen-

eration in intense (i.e. IL > 1018 Wcm−2) laser-solid interactions. This creates an

important foundation to aid understanding of the physics presented in the results

sections of Chapter’s 5, 6 and 7.
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2.2 Electron motion in an electromagnetic field

2.2.1 Describing an electromagnetic wave

Fundamentally, laser-solid interactions involve electron dynamics (i.e. accelera-

tion) in an electromagnetic field. The action of the field (i.e. laser pulse) is to

liberate electrons through the process of ionisation, and subsequently accelerate

them. Thus, the relation between the fields and particles underpins the related

physical processes.

An electromagnetic wave can be described by it’s vector potential A(z, t),

where the electromagnetic wave (i.e. laser pulse) propagates in the êz direction

(i.e. longitudinal z-direction), is linearly polarised in the êx direction (i.e. the

electric field is orientated in the transverse x-direction) and the magnetic field is

orientated along the êy-direction. The vector potential is given by:

A(z, t) = êx · A0 sin(kLz − ωLt) (2.1)

where kL = 2πn/λL is the wavenumber of the laser, ωL is the laser frequency,

λL = 2πc/ωL (where c is the speed of light) is the wavelength of the laser and

n is the refractive index of the medium through which the electromagnetic wave

propagates.

Assuming that there is no external electrostatic potential, the electric, E, and

magnetic, B, fields are given by:

E = −∂A

∂t
= E0 cos(kLz − ωLt) (2.2)

B = ∇×A = B0 cos(kLz − ωLt) (2.3)

where E0 = ωLA0êx and B0 = kLA0êy. Note that the fields are orientated

orthogonal to each other according to the relation |B0| = 1
c
|E0|.

In vacuum (i.e. where the refractive index n = 1), the laser intensity, IL,

is given by the magnitude of the Poynting vector, P (which corresponds to the

energy flux density of the laser pulse), and is averaged over a laser period TL =

12
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2π/ωL (denoted by the angled brackets 〈...〉):

IL = 〈|P|〉 =
1

µo
〈|E×B|〉 =

ε0c

2
E2

0 (2.4)

where µ0 is the permeability and ε0 the permittivity of free space.

2.2.2 Ionisation

When incident on a solid target, an electromagnetic wave of sufficient intensity

will liberate electrons from their constituent atoms through the process of ion-

isation. In order for ionisation to occur, the electric field of the laser must be

sufficiently large to overcome the strong Coulomb forces that exist between the

atom’s nucleus and bound electrons - this energy is known as the binding, or

ionisation, energy.

To overcome the binding energy, the applied laser field intensity must exceed

the atomic intensity (defined as the intensity required to ionise hydrogen). The

ionisation of ground state hydrogen is understood within the framework of the

Bohr model, where the single electron present in hydrogen orbits the nucleus at

specific distance, given by the Bohr radius aB (which, for hydrogen, corresponds

to : aB = 4πε0h̄
2/mee

2 = 0.053 nm. The electric field, Ea, required to maintain

the orbiting electron at this radius is calculated as: Ea = e/4πε0a
2
B = 5 ×

1011 Vm−1, where e is the electronic charge. Using this electric field strength

together with the Poynting vector (Eq. 2.4) enables an atomic intensity, Ia, to be

defined as the intensity at which the laser field strength is equal to the strength

of the electric field binding the electron to the atom:

Ia =
ε0c

2
E2
a ≈ 1016 Wcm−2 (2.5)

Thus, an incident laser intensity IL > 1016 Wcm−2 will ionise any target material.

This intensity is relatively high and can be reduced by exploitation of a number

of quantum mechanical processes. The ionisation processes relevant to laser-

plasma interactions are multi-photon ionisation, tunnelling ionisation and barrier-

suppression ionisation, shown in Fig. 2.1(a - c) respectively.
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Figure 2.1: Ionisation processes relevant to laser-solid interactions: (a) multi-
photon ionisation; (b) tunneling ionisation; and (c) barrier suppression ionisation.

To discriminate between ionisation processes at a given laser intensity, a useful

parameter, known as the Keldysh [41] parameter, γK , is used:

γK = ωL

√
2εi
IL
∼
√

εi
Φpond

(2.6)

where εi is the ionisation energy and Φpond is the ponderomotive potential (which

is explored in section 2.2.3).

Within the context of laser-solid interactions, a Keldysh parameter value of

γK � 1 corresponds to a greater ionisation energy than ponderomotive poten-

tial; in this case, a large number of photons must be absorbed by a single elec-

tron in order to liberate the electron from it’s potential well. This process is

known as multi-photon ionisation (see Fig. 2.1(a)) and is dominant for low and

moderate laser intensities, typical of that produced by nanosecond laser pulses.

Multi-photon ionisation occurs when an electron gains energy due to absorbing

a sufficiently high number (n) of photons over the duration of one laser cycle,

where each photon possesses an energy of Eγ = h̄ωL. After absorption, the fi-

nal kinetic energy (Ek) of the electron may be greater than the photon energy

(Ek = (n + s)Eγ − εi ; where s is the surplus absorbed photons), and thus the
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electron is raised to a state from which it can escape (i.e. ionise). As previously

noted, this processes is particularly important for lasers of longer pulse duration

(i.e. nanosecond) and therefore is characteristic of ionisation induced by the laser

pedestal (which is typically of a duration ∼ ns).

As the laser intensity increases, the Keldysh parameter becomes significantly

smaller (γK � 1), and the ponderomotive potential begins to dominate over the

ionisation energy. In particular, for ultraintense lasers (i.e. IL > 1018 Wcm−2),

ionisation occurs due to the laser electric field having a sufficiently large magni-

tude that it suppresses the nuclear binding potential (i.e. Coulomb potential);

this ‘warping’ of the potential well, under the influence of the applied electric

field, enables the electron to undertake two routes to ionisation: 1) tunnelling

ionisation, where the suppression of the Coulomb barrier is sufficient for a high

probability of electron tunnelling to occur (see Fig. 2.1(b)); and 2) over-the-

barrier ionisation due to the Coulomb field becoming so distorted that electrons

can freely escape (see Fig. 2.1(c)).

It is important to note than there are limitations in the use of the Keldysh

parameter, as pointed out by Reiss [42]. These limitations occur for the case

of ultra-high intensity laser fields (i.e. IL > 1018 Wcm−2) where tunnelling is

circumvented by barrier suppression effects. Moreover, the Keldysh theory does

not include species dependency within the standard framework. A particularly

rigorous extension made to the Keldysh model, known as ADK ionisation [43],

accounts for larger atoms with a higher number of charge states, where the rate

of ionisation, νADK , is given by:

νADK ≈ 6.6× 1016

(
Z2

n4.5
ef

)[
10.87

Z3

n4
ef

(
Ea
E

)]2nef−1.5
exp

[
− 2Z3

3n3
ef

(
Ea
E

)]
(2.7)

where E is the electric field of the laser, Z is the ion charge and nef = Z
√
εH/εi

and εH is the ionisation potential of hydrogen.

These field ionisation mechanisms (i.e. tunnelling and barrier suppression ion-

isation) have been discussed within the context of the target front-surface (focal

15



Chapter 2: Fundamentals of Laser-Plasma Interactions

spot region), where the atomic Coulomb potential is directly distorted by the ac-

tion of the incident laser field. However, ionisation processes also occur within the

target interior (driven by fast electron induced return currents) and at the tar-

get rear, where a strong electrostatic sheath field ionises the target rear-surface,

subsequently accelerating ions [44]. The physics of field and collisional ionisa-

tion, induced by electrostatic sheath fields and collisional electrons respectively,

is discussed in Chapter 3.

2.2.3 Electron motion in a laser field

The consequence of ionisation is that electrons (rather than ions, due to their

greater mass than electrons), gain energy from the laser field and leave their par-

ent atom. Thus, ionisation enables the electron to interact with the electromag-

netic field and subsequently undergo a change of momentum (i.e. acceleration).

The motion of an electron within an electromagnetic wave is typically an oscil-

lation which arises due to the forces exerted on it by the electric and magnetic

field components. These forces are described by the Lorentz equation:

dp

dt
=

d

dt
(γmev) = −e(E + v ×B) (2.8)

where v and p are the electron velocity and momentum respectively, and me

is the electron mass. γ = 1/
√

1− β2 = 1/
√

1− v2/c2 =
√

1 + (p/mec)2 is

the relativistic Lorentz factor. Note also that the amplitudes of the electric

and magnetic fields in vacuum are related by: E = cB (using Faraday’s law:

∇× E = −∂B/∂t).

By multiplying Eq. (2.8) by p, and using the identities p · (v × B) = 0 and

p·dp = 1
2
dp2, the rate of change of the electron kinetic energy (EK = mec

2(γ−1))

is obtained:

dEK
dt

= mec
2dγ

dt
= −e(v · E) (2.9)

At this point, it is useful to describe the intensity of a laser using the normalised
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Figure 2.2: Single electron in an electromagnetic field for two intensity regimes:
1) a0 � 1 - classical; and 2) a0 � 1 - relativistic.

vector potential, a0, defined by:

a0 =
γvos
c

=
eA

mec
=

eE0

mecωL
(2.10)

where vos = eE0/meωL is the transverse quiver velocity of an electron in an

electric field amplitude E0. Using a0, the electric and magnetic field amplitudes

can be rewritten as:

E0 =
a0
λL
· 3.21× 1012 V m−1µm (2.11)

B0 =
a0
λL
· 1.07× 104 T µm (2.12)

The normalised vector potential is used to determine when the amplitude of the

electron velocity, vos, approaches c, and thus can be used to characterise different

regimes of laser-plasma interaction (i.e. classical and relativistic).

To understand these regimes, Fig. 2.2 displays the electron motion for both

cases: (a) non-relativistic (i.e. classical); and (b) relativistic motion. In the
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classical regime (i.e. lower laser intensities, a0 � 1), where v � c (and γ ∼ 1),

the electron motion is dominated by the electric field. At reduced laser irradiances

(i.e. ILλ
2
L < 1018 Wcm−2µm2), the magnetic force is a factor vos/c less than the

electric force and therefore it’s influence on the electron motion is negligible. By

integrating Eq. (2.8) for parameters corresponding to the non-relativistic case

(i.e. a0 � 1), with the initial conditions of an electron at rest (v0 = 0) located

at (x0, y0) = (0, 0), the resulting electron velocity and displacement are given by:

v = êx · eE0/ωLme · sin(kLz − ωLt) and x = eE0/ω
2
Lme · (cos(kLz − ωLt) − 1)

respectively. In this case, the electron oscillates under the action of the applied

electric field with velocity and displacement amplitudes of vos = eE0/ωLme and

xos = eE0/ω
2
Lme respectively. Thus, for the non-relativistic regime the electron

oscillates along the direction of the electric field (i.e. parallel to the field), as

shown in Fig. 2.2 (a).

When an electron is influenced by a sufficiently strong laser field, it’s resulting

quiver velocity vos approaches the speed of light c, and magnetic field effects

become important. The onset of relativistic effects typically corresponds to laser

irradiances given by:

IL =
a20
λ2L
· 1.37× 1018 Wcm−2µm2 (2.13)

ILλ
2
L > 1.37× 1018 Wcm−2µm2 (2.14)

Note that the onset of relativistic motion also depends on the laser wavelength

λL and thus a Nd:YAG glass-laser (which exhibit central wavelengths of λL ∼

1µm, e.g. the Vulcan laser) corresponds to a relativistic laser intensity of ∼

1018 Wcm−2. This intensity can be significantly lowered (by almost two orders

of magnitude) by using a gas-laser system (i.e. CO2 medium) which typically

exhibit longer wavelengths (λL ∼ 10µm).

For the relativistic regime (i.e. a0 > 1), the solution of the Lorentz equation

(Eq. (2.8)) leads to a distinctly different result from the classical regime. In

this case, it can be shown that the electron motion is governed by the following
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equations:

x(t) =
a0c

ω
sin(kz − ωLt) (2.15)

z(t) =
a20c

4ωL

(
(kz − ωLt) +

1

2
sin(2(kz − ωLt))

)
(2.16)

While motion in the x-direction is identical to the classical case (i.e. a transverse

oscillation in the x-direction at the laser frequency), driven by the first term on

the right-hand side of Eq. (2.16), the electron is strongly pushed in the laser prop-

agation direction for a0 > 1. In the laboratory reference frame (see Fig. 2.2(b)),

the electron drifts in the laser propagation direction with velocity, vD, given by

[45]:

vD =
a20

4 + a20
c · êz (2.17)

Moreover, the electron undergoes motion at twice the laser frequency in the laser

propagation direction (i.e. êz-direction) due to the second term on the right-hand

side of Eq. (2.16), which arises due to the v×B component of the Lorentz force

(Eq. (2.8)). In a reference frame that is co-moving with the electron drift velocity

vD, the electron undergoes a ‘figure-of-eight’ motion (see Fig. 2.2(b)).

It is important to point out that these solutions are only valid for a plane-

wave (i.e. spatially infinite) that varies slowly with time. The physics changes

significantly for the case of a laser pulse of finite spatial extent and temporal

duration (i.e. focussed laser pulse), as would be used in a typical laser-solid

interaction. The resulting spatial and temporal gradients in the laser field give

rise to the so-called ponderomotive force.

The ponderomotive force

For an electron in an infinite plane wave, a free electron does not achieve net

energy gain (i.e. the Lawson-Woodward theorem [46]). For laser intensities IL >

1018 Wcm−2, the electron will drift from it’s initial position due to the motion

induced by the v × B component of the Lorentz force (see Eq. 2.8). However,
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a defining characteristic of a focussing laser field is a spatially varying intensity

profile. In this case, an electron is driven from regions of high to lower laser

intensity during the first half of the laser cycle. When the field changes sign

during the second half of the cycle, the electron will subsequently experience a

weaker return force and will therefore not return to it’s original position. Thus,

the electron is driven out of regions of high laser intensity by a force arising

from the time averaged spatial intensity gradients. This force is known as the

ponderomotive force, FP , and is defined (for a single electron) as:

FP = −1

4

e2

meω2
L

∇E2
s = − e2

8π2ε0mec3
∇
(
ILλ

2
L

)
(2.18)

where Es is the spatial component of the electric field. This force originates

from spatial electric field gradients (indicated by ∇E2
s ) and drives electrons from

a higher to lower field position after each laser cycle with a velocity of ∼ vos.

Moreover, since all charged quantities are squared there is no dependence on the

sign of the charged particle, and thus the ponderomotive force drives all particles

in the same direction (i.e. pushing them out of regions of high intensity).

In the relativistic intensity regime (i.e. as vos approaches c; a0 > 1), the time

averaged kinetic energy gained by an electron over one cycle is the same as the

ponderomotive potential, UP :

UP = mec
2(〈γ〉 − 1) = mec

2

(√
1 +

a0
2
− 1

)
(2.19)

for a linearly polarised laser. Note that a linearly polarised pulse has γ =√
1 + a20/2; for circular polarisation this becomes γ =

√
1 + a20.

At relativistic laser irradiances (i.e ILλ
2
L > 1018 Wcm−2µm2), the magnetic

field component of the ponderomotive force dominates electron motion (over the

electric field component), acting to efficiently push fast electrons out of the os-

cillating laser field, subsequently launching them into the overdense target. This

process is known as j×B heating and will described in detail in section ??.
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2.2.4 From a single particle to many particles

So far, only the motion of a single electron in an electromagnetic field has been

considered. However, in a laser-solid interaction experiment the laser is focussed

to a finite spot (of ∼ µm radius), irradiating an area of the solid containing

many electrons. The laser is absorbed in the skin depth of the solid target (see

section 2.2.5) and the irradiated region undergoes a rapid change of state via

laser absorption, heating and subsequently ionisation. Thus, many electrons will

be influenced by the laser-field, resulting in collective electron motion.

As the material is heated beyond boiling temperature, ionisation of the gaseous

atoms occurs as electrons are stripped from their constituent ions, and the mate-

rial transitions to a plasma. A plasma can be described by considering it’s local

and long-range properties; these are known respectively as ‘quasi-neutral’ and

‘collective behaviour’. Formally, a set of criteria [47] must be satisfied for matter

to be described as a plasma:

1. λD � L - the screening distance is smaller than the plasma dimension.

2. ND � 1 - there are many particles contained within the screening distance.

3. ωpτ > 1 - particle collisions are weak in comparison to collective effects.

Each of these criteria is explored in turn.

1. Debye length - λD � L

The first of these key characteristics represents a plasma’s tendency to shield

externally applied electric fields; the charged particles in a plasma (i.e. electrons

and ions) will orientate in such a way that an oppositely-directed electric field

is generated to cancel the external field on a macroscopic scale. Moreover, this

ensures that the plasma maintains quasi-neutrality (i.e. the plasma is macroscop-

ically charge neutral). In a plasma, the positive ions are surrounded by electrons

that act to shield the Coulomb potential of the ions. To first order, the electric

field due to a charge immersed in a plasma only interacts with other charged
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particles in the plasma within a volume known as the ‘Debye sphere’, where the

radius of the sphere is given by the Debye length λd.

λd =

√
ε0kBTe
e2ne

(2.20)

where kB is Boltzmann’s constant, Te is the electron temperature and ne is the

electron density. The Debye length defines the minimum distance over which

charge neutrality is ensured (i.e. a charged particle essentially feels no electric

field effect from the other charges at distances greater than λD). Additionally,

the Debye length is also a measure of the penetration depth of externally applied

electromagnetic fields. For shielding effects to occur, the Debye sphere radius

(i.e. Debye length) must be much less than the length of the linear dimension,

L, of the plasma (i.e. λd � L).

2. Debye sphere - ND � 1

Furthermore, Debye shielding is only valid if there are enough particles contained

within the plasma. Specifically, the number of particles ND contained within a

Debye sphere is given by:

ND =
4

3
neπλ

3
D = 1.38× 106 T 3/2

e n−1/2e (2.21)

For collective behaviour to apply, many particles must be contained within a

Debye sphere:

ND � 1 (2.22)

3. Plasma frequency and collisions - ωpτ > 1

One of the key characteristics of collective motion in a plasma is the oscillations

set up in response to charge imbalances. When electrons are displaced from their

original position, an electric field is generated which acts to restore the plasma

quasi-neutrality by ‘pulling’ electrons back to their original position. This restor-

ing force, coupled with the inertia of the electrons, causes the electrons to oscillate
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(centred on the electron equilibrium position) at a characteristic frequency known

as the plasma frequency, ωp. Typically, the charge imbalance occurs over a dis-

tance of λD and therefore the plasma electron frequency may be expressed by:

ωp =
(kBTe/me)

1/2

λD
=

√
nee2

ε0me

(2.23)

To enable distinction between an ionised gas and a plasma, the product of the

mean collision time τ with the electron plasma frequency must be greater than

one (i.e. ωLτ > 1), which represents plasma collisions being weak in comparison

to the strong binary collisions characteristic of an ionised gas.

2.2.5 Laser propagation in a plasma

The property of a plasma to react to a perturbation with the oscillating plasma

frequency ωp is important when considering the interaction of electromagnetic

waves with plasmas. To describe the propagation of electromagnetic fields (E

and B) in a plasma, Maxwell’s equations are used:

∇ · E =
ρq
ε0

Gauss’s law for electric field generation (2.24)

∇ ·B = 0 Gauss’s law for magnetic field generation (2.25)

∇× E = −∂B

∂t
Faraday’s law of induction (2.26)

∇×B = µ0J +
1

c2
∂E

∂t
Ampère’s circuital law (2.27)

where µ0 is the vacuum permeability, ρq is the total charge density and J is the

total current density.

In a laser-solid experiment, the laser pulse propagates through an expanding

plasma created by the preceding laser pedestal (see section 2.2.6). For electro-

magnetic field propagation in a plasma, a wave equation can be derived using
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Maxwell’s equations:

∇2E =
1

c2
∂2E

∂t2
+ µ0

∂J

∂t
(2.28)

which results in the plasma dispersion relation for plane waves:

ω2
L = ω2

p + k2c2 (2.29)

Moreover, if the laser field is sufficiently strong such that the electron quiver

velocity, vsc, approaches c during the interaction with the field, the electron mass,

γme, increases. This, in turn, modifies the electron plasma frequency:

ωp =

√
nee2

〈γ〉ε0me

(2.30)

where 〈γ〉 is time averaged over the fast electron oscillation period for a large

number of electrons. Crucially, the electron plasma frequency depends on the

(electron) plasma density.

When the laser field frequency exceeds the plasma frequency (i.e. ωL > ωp),

the electrons move too slowly in response to the varying field and thus the laser

propagates through the plasma. However, due to the density dependence of the

plasma frequency, a laser propagating in a plasma density gradient will propagate

until a specific density is achieved. At this so-called ‘critical’ density, the plasma

becomes opaque to the laser, thus inhibiting propagation. The condition for this

to occur is that the laser field frequency is equal to the plasma electron oscillation

frequency, ωL = ωP . The corresponding density (i.e. critical density) is given by:

nc =
ε0〈γ〉me

e2
ω2
L ≈ 1.1× 1021

(
λL
µm

)2 (
cm−3

)
(2.31)

Using this parameter enables the distinction of two regions of laser-plasma inter-

action:

1. Underdense plasma - ne < nc

2. Overdense plasma - ne > nc
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By way of example, a laser of 1 µm wavelength (typical of the laser used in

the experimental investigations presented in Chapter 5, 6 and 7) propagates to

a critical density of nc ∼ 1021cm−3. The point at which the laser interacts with

the critical density is defined as the critical surface.

The dispersion relation in Eq. 2.29 also implies that the phase velocity, vph,

of the laser-field is greater in a plasma than in vacuum (c), for a plasma with

ne < ncr. This can be expressed as:

vph =
ωL
k

=
c

ηr
(2.32)

where ηr is the index of refraction expressed as:

ηr =

√
1−

ω2
p

ω2
L

=

√
1− ne

nc
(2.33)

Furthermore, the group velocity, vg, (which for ne < nc is less than c), is expressed

as:

vg = c

√
1−

ω2
p

ω2
L

(2.34)

However, for overdense interactions (i.e. ne > nc) the group velocity tends to-

wards 0, and the laser is reflected from the critical density surface. The critical

surface is particularly important for laser-solid interactions, as it is at this lo-

cation that fast electrons are generated (see Chapter 3). However, the critical

surface is not perfectly flat due to a number of processes, such as Rayleigh-Taylor

instabilities that can cause surface rippling of the pre-formed plasma [48]. More-

over, reflection from the critical surface provides a mechanism by which harmonic

are generated, the most efficient of which is the so-called Relativistic Oscillating

Mirror (ROM) mechanism [49]. Additionally, for laser intensities in the relativis-

tic regime (i.e. a0 > 1), the plasma frequency increases with increasing laser

intensity, resulting in the critical density increasing by a factor of γ, enabling the

laser to propagate further into the plasma. This effect is known as self-induced

transparency [50].

25



Chapter 2: Fundamentals of Laser-Plasma Interactions

It is also important to note that an evanescent component of the laser is able

to penetrate beyond the relativistically modified critical density. In this case,

the laser field is exponentially attenuated over a distance which is defined as the

collisionless skin depth, ls, given by:

ls =
c

ωp
(2.35)

where c is the speed of light in vacuum and ωp is the plasma frequency.

2.2.6 Solid target: front surface plasma

The creation of a laser-generated plasma is, unsurprisingly, critically dependant

on the incident laser parameters (i.e. intensity, pulse duration and energy). More-

over, the laser contrast ratio, defined as the ratio between the peak intensity

and pedestal intensity (which is typically produced by uncompensated spectral

dispersion and amplified spontaneous emission) plays a key role in defining the

front-surface plasma properties relevant to laser-solid interactions. This pedestal,

which typically exhibits intensities in the region of IL = 1010 − 1015 Wcm−2 (de-

pendant on the peak laser intensity), acts to ionise the front surface of the target

prior to the arrival of the main peak (at which the intensity is highest). The

incident laser continues to irradiate and interact with this plasma over it’s pulse

duration. To understand the processes that are involved when the pedestal in-

teracts with the front surface of a solid-density target, Fig. 2.3 shows the result

of a 1-D hydrodynamic simulation (using the HELIOS-CR code [51]).

In this simulation, a laser of intensity IL = 5 × 1012 Wcm−2 (and ∼ few ns

duration) is incident from left to right (Fig. 2.3 - green arrow) onto the surface of

a silicon target. The laser-induced ionisation rapidly heats the front of the target

to temperatures in the region of 1 - 140 eV (Fig. 2.3 - red line) over the first

few tens-of-micron distance from the target-front surface. This creates a plasma,

which extends over several hundred µm from the front surface, and also exhibits

varying density over this distance (Fig. 2.3 - blue line). Also note the target

compression and the formation of a shock wave propagating into the target.
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Figure 2.3: Hydrodynamic simulation (using HELIOS-CR) plot of temperature
and density profiles produced for a solid-density target irradiated by a laser of
intensity IL = 5× 1012 Wcm−2.

Assuming a 1-D expansion, the density profile decreases exponentially. At a

distance z from a target, with solid density n0, the plasma density profile, ne(z),

is given by [47]:

ne(z) = n0 exp

(
− z

Ls

)
(2.36)

The density scale length, Ls, is used to describe the density profile and is defined

as the distance over which the density drops by a factor of 1/e, where e is Euler’s

number. The scale length is an important parameter, as it essentially charac-

terises the amount of pre-formed plasma, which in turn governs the mechanisms

by which the laser energy is absorbed (see section 2.3).

The plasma density scale length is calculated approximately using the sound

speed, cs, and laser pulse duration, τL giving:

Ls ≈ csτL (2.37)
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where the ion sound speed, cs, is given by:

cs =

(
Z ∗ kBTe

mi

) 1
2

(2.38)

where Z∗ is the charge state of the ion and mi is the ion mass.

As described in section 2.2.5, for relativistic laser fields the critical density

increases by a factor of 〈γ〉, enabling the laser to propagate deeper. This, in turn,

drives the critical surface backwards into plasma regions of increasing density

(i.e. towards the solid density region). For a given pre-plasma scale length, the

position of the critical surface, zc, can be calculated by solving Eq. (2.36) for

ne = nc, resulting in:

zc = Ls ln

(
〈γ〉nc
n0

)
(2.39)

where n0 is solid density.

Having described the pre-plasma conditions, together with the subsequent in-

fluence on laser propagation, the mechanisms by which laser energy is absorbed

into energetic particle generation (primarily at the critical surface) is now dis-

cussed.

2.3 Heating mechanisms: fast electron genera-

tion

The physical picture so far is understood as follows: the intrinsic laser pre-pulse

(i.e. pedestal) is of sufficient intensity to generate a pre-plasma at the target

front-surface. The laser irradiance at this point is quite moderate, typically in

the region of ILλ
2
L = 1010 − 1012 Wcm−2µm2. As the laser pedestal ionises

the target front-surface, creating the pre-plasma, a plasma density (i.e. electron

density) profile is produced. This profile exhibits a large variation of density,

extending over some distance (typically between a few µm to several hundred

µm, depending on pulse intensity and duration) from vacuum to solid density

(i.e. 1023 cm−3). As the main peak arrives at the target, the laser intensity
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increases significantly to values of ILλ
2
L = 1015 − 1020 Wcm−2µm2. This large

span of intensities gives rise to a range of mechanisms which convert energy from

the laser into the plasma electrons. In an ultra-intense laser-solid experiment, it

is most likely that several of these mechanisms occur simultaneously; the most

dominant mechanism largely depends on parameters such as the laser intensity,

incidence angle and density scale-length, as will now be explored.

2.3.1 Collisional heating - inverse bremsstrahlung

At low to moderate laser irradiances (i.e. ILλ
2
L = 1012 − 1015 Wcm−2µm2),

the most dominant absorption mechanism arises from collisions between laser-

driven electrons and plasma ions which constitute the background plasma. This

mechanism, known as inverse bremsstrahlung, occurs due to the transfer of energy

from the laser to the plasma when an oscillating electron (under the action of the

laser pulse) collides with a plasma ion; the electron motion becomes damped

during the collision, and thus energy from from the laser is converted into plasma

heating.

A dispersion relation can be derived for inverse bremmsstralung by using the

equation of motion for an electron in an oscillating electric field (i.e. Lorentz equa-

tion - Eq. (2.8)), together with an additional term which accounts for collisional

damping and is proportional to the electron-ion collision frequency
(
νei ∝ neZi

T
3/2
e

)
,

given by [52]:

(
kc

ωL

)2

= 1−
ω2
p

ω2
L

+ iνei
ω2
p

ω3
L

(2.40)

Moreover, by using the imaginary part of the refractive index of a plasma (given

by Eq. (2.33)) the collisional absorption coefficient, κIB, is given by:

κIB =
νei
2c

(
ne
nc

)(
1− ne

nc

)−1/2
(2.41)

κIB ∝
Zin

2
e

T
3/2
e

(
1− ne

nc

)−1/2
(2.42)
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The absorption coefficient reveals that inverse bremsstrahlung is dominant when

the electron temperature, Te, is low while the plasma Zi is large. Additionally,

inverse bremsstrahlung is dominant for higher electron densities and therefore

occurs primarily in the region close to the critical surface.

However, collisional effects diminish as the electron velocity (i.e. plasma tem-

perature) increases, due to the electron mean free path increasing. For laser

irradiances ILλ
2
L > 1015 Wcm−2µm2, the plasma temperature rises significantly

fast such that collisions between electrons and ions becomes an ineffectual mech-

anism of transferring energy from the laser field to the plasma.

To understand this, consider the following relation between intensity and tem-

perature [45]. For lower intensity pulses the plasma temperature, Te, varies with:

Te ∝ I
4/9
L t2/9 (2.43)

where t is time. The collision frequency can be expressed as νei ∝ I
−2/3
L t−1/3; thus

as the laser intensity increases the number of collisions falls, which in turn leads

to an overall reduction in collisional absorption effects. Additionally, as the laser

intensity increases such that the oscillation velocity of the electron approaches the

electron thermal velocity, the collision frequency reduces even further, described

by [45]:

νeff ' νei
v2th

(v2osc + v2th)
3/2

(2.44)

where νeff is the effective collisional frequency and vth is the thermal electron

velocity. Therefore, collisional absorption contributes significantly less to electron

heating at higher peak laser intensities; experiments [53] at irradiances of ILλ
2
L >

1015 Wcm−2µm2 observed a high absorption that could not be accounted for by

inverse bremsstrahlung (i.e. collisional heating mechanisms). Thus, alternative

mechanisms must govern absorption at higher laser intensities which do not rely

on collisions between electrons and ions.
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Figure 2.4: Schematic illustration of the resonance absorption process of p-
polarised light (where E is orientated parallel to the density gradient) incident
on a long plasma density scale length. Resonantly excited plasma waves transfer
energy to the electrons at the critical surface.

2.3.2 Collisionless absorption

There are a number of collisionless processes by which energy from the laser pulse

is coupled into the plasma electrons. The first of these is known as resonance

absorption and occurs when energy is coupled to electrons at the critical surface

in the form of resonant plasma waves. A schematic of the resonance absorption

process is displayed in Fig. 2.4.

When a p-polarised laser is obliquely incident on a solid target (which exhibits

a pre-plasma generated by the inherent pedestal preceding the main pulse) at

some angle θ, the laser will be refracted in the pre-plasma and reflected at the

critical surface. Note that the density at which the pulse is reflected is less

than the critical density, nc, by a factor of cos2 θ (see Fig. 2.4). Moreover, for a

linearly polarised laser, there is an electric field component which is parallel to

the density gradient ∆ne. This electric field component can tunnel beyond the

modified critical density (i.e. skin depth - see section 2.2.5), driving a plasma
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wave in the form of electron density perturbations. Importantly, generation of

the plasma wave is most efficient at resonance, which occurs when the plasma

and laser frequency are equal (i.e. at the critical surface). The optimum laser-

incidence angle, θ, for resonance absorption is given by [45]:

sin θ = (c/2ωLLs)
1
3 (2.45)

where Ls is the plasma scale length.

Crucially, resonance absorption requires a plasma density of significant length

(typically Ls � λL). However, as the laser intensity increases, the ponderomotive

pressure also increases which can modify the density profile (e.g. profile steep-

ening [54]). The consequence is that the density gradient becomes much shorter

for more intense lasers. In the case of short scale lengths and more intense lasers

(i.e. a0 > 1), vacuum heating dominates over resonance absorption.

Also known as Brunel (or not-so-resonant) heating [55], vacuum heating occurs

when a linearly polarised pulse is incident on a small density gradient (i.e. Ls <

λL, in contrast to resonance absorption, where Ls � λL - see Fig. 2.5). Moreover,

this particular absorption mechanism is prevalent at relativistic laser irradiances

(i.e. a0 > 1; ILλ
2
L > 1018 Wcm−2µm2). The absorption of energy from the laser

into electrons occurs due to the electric field component of the laser being unable

to propagate significantly beyond the critical surface. The incident laser ‘drags’

electrons from the target into vacuum over the first half of the laser cycle, and

subsequently accelerates the electrons back into the target in the second half cycle

(i.e. when the electric field changes direction). Note that the return velocity of

these electrons is approximately given by the quiver velocity vosc ∼ eE/meωL.

Once the electrons are driven past the critical surface at nc (and beyond the skin

depth), having gained kinetic energy directly from the laser, they are subject to

a weaker restoring force from the field. Thus, the electrons propagate into the

target with a net energy gain. Vacuum heating is a more efficient absorption

process than resonance absorption if the ratio of the quiver velocity to the laser

frequency is greater than the density scale length (i.e. vosc/ωL > Ln); this is

a consequence of the minimum electric field shielding length being vosc/ωL, and
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thus why vacuum heating is ineffective if the plasma density scale length is too

long.

The fraction of laser energy converted into the electrons is given by the ratio

of the absorbed power, fth, to the incident power:

fth =
ηosc
2π

v3osc
v2Lc cos θ

(2.46)

where ηosc is the efficiency factor (which indicates how much of the electron

oscillatory motion is converted to heating the plasma) and vL = eEL/meωL.

Another important absorption mechanism, which is particularly dominant at

ultra-high laser intensities, underpins key electron properties and is most relevant

to the results presented in this thesis. Known as j × B heating [56] (where j =

enev), it is similar to vacuum heating but, crucially, depends on the electrostatic

field driven by the oscillating component of the laser’s ponderomotive force. At

relativistic laser intensities (i.e. a0 > 1; ILλ
2
L > 1018 Wcm−2µm2), the v×B term

in the Lorentz equation contributes significantly to the electron’s motion (see

Fig. 2.2). Thus, at the interface between the front surface plasma and vacuum,

the electrons gain energy from the v × B component and are launched into the

overdense plasma.

From a physical point of view, j × B heating is similar to vacuum heating

in that both involve electrons being directly accelerated by a laser electric field

incident on a sharp density profile. The key distinguishing features for j × B

heating are that the electrons are ejected from regions of high intensity by the

ponderomotive force, and thus directed along the laser k-direction, in addition

to being rapidly heated by a fast oscillating component. For a linearly polarised

laser, the resulting longitudinal force on an electron is given by:

Fz = −me

4

dv2osc(x)

dx
(1− cos(2ωLt)) (2.47)

The first term on the right-hand side of Eq. 2.47 is the ponderomotive force (as

described in section 2.2.3), which acts to drive the electron density profile inwards

(i.e. towards the critical surface) by pushing electrons from areas of high field
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Figure 2.5: Schemetic showing vacuum and j×B heating mechanisms. For vac-
uum heating, the p-polarised laser is incident on a short density gradient (i.e.
Ls < λL accelerates electron beyond the critical surface along the target normal
direction.For the j×B heating mechanism, a p-polarised laser is incident on a
sharp density scale length where electron bunches are launched, at twice the laser
frequency, into the overdense target along the laser direction.
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intensity. The second term on the right-hand side of Eq. 2.47 is the oscillating

component of the ponderomotive force, and contains the high-frequency compo-

nent cos(2ωLt), arising from the v × B term of the Lorentz force (see Eq. 2.8).

This term acts to oscillate the electorns at twice the laser frequency. Thus, the

electrons are driven in bunches (at a frequency of 2ωL) into the overdense plasma.

Moreover, the direction of electron acceleration is different to vacuum heating;

while vacuum heating accelerates electrons perpendicular to the density gradi-

ent, due to the electric field component being orientated parallel to the density

gradient (i.e. along target normal), j×B heating drives electrons along the laser

direction (see Fig. 2.5), as demonstrated experimentally by Santala et al [57]. In

addition, j × B heating favours low incidence angles (i.e. approaching target

normal), and also works for reasonably long density scale lengths (i.e. Ls > λL).

Importantly, for the experimental conditions relevant to the results presented in

Chapter 5, 6 and 7, j × B heating is likely to be the most dominant absorption

mechanism, although resonance and vacuum heating will also contribute to a

lesser degree.

2.3.3 Laser to fast electron conversion efficiency

The previous section described a number of mechanisms by which laser energy

is coupled into energetic electrons. However, due to the complexity of a typical

laser-solid interaction, as well as the dependency of each absorption mechanism

on the pre-plasma scale length and density, laser incident angle, polarisation and

intensity, it is not always clear as to exactly how much of the laser energy is

converted into electron kinetic energy. Moreover, for the relativistic laser inten-

sity regime there are (at present) no theoretical models that give an accurate

quantitative prediction for absorption; rather, we use a qualitative approach to

determine the absorption fraction, using a combination of experimental results

and numerical simulations. The amount of energy converted from the laser into

electrons is known as the conversion efficiency, ηL→e. In recent decades, much

work has focussed on both the experimental and numerical characterisation of

the conversion efficiency. Experimentally, this is typically performed by measur-
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ing secondary emitted sources, since direct characterisation of the absorption is

virtually impossible; the very large electric fields within the target, as well as the

strong electrostatic fields present at the target-vacuum boundaries, ensure that

only a very small fraction of electrons escape. The consequence is that direct

measurement of the escaping electron population may not reflect the dynamics

and properties of the vast majority of the electrons, whose escape is inhibited by

the strong fields. Therefore, indirect measurements of x-ray emission (utilising,

for example, Kα emission [58]) enable the number of fast electrons to be char-

acterised, albeit with a number of significant assumptions (i.e. electron beam

divergence and temperature).

Measurements of the total absorbed energy (i.e. by measuring and comparing

the reflected and scattered radiation) in the relativistic regime was made by

Ping et al [59]. In this work, they utilised laser intensities of ILλ
2
L = 1018 −

1020 Wcm−2µm2 for a variety of target and laser parameters. The key finding

of this work is that the absorption coefficient varied with (ILλ
2
L)0.2 for the laser

intensities explored, where the absorption percentage varied from ηL→e ∼ 0.3 at

ILλ
2
L = 1018 Wcm−2µm2 to ηL→e ∼ 0.8 at ILλ

2
L = 1020 Wcm−2µm2. However,

this result was a measurement of the total absorbed energy not necessarily only

the energy converted into electron kinetic energy (at these intensities, energy will

also have been converted into ion acceleration i.e plasma expansion).

A range of investigations specifically reporting on electron conversion effi-

ciency (i.e. by inferring absorption from the properties of the ‘fast’ electron

population) have been obtained [60], in which an intensity scaling of ηL→e(IL) =

1.2× 10−15I0.74L was derived; this scaling corresponds to ηL→e = 0.1 at intensities

of IL = 1018 Wcm−2 and ηL→e = 0.5 at higher intensities of IL = 3×1020 Wcm−2.

However, the results must be carefully interpreted as certain assumptions were

made to obtain this scaling, namely that: 1) the fast electron source is isotropic

(i.e. electrons are radiated in every direction); 2) there are no electric or mag-

netic fields to influence the electron transport; and 3) the contribution from

refluxing electrons is neglected. These assumptions have been shown to be inac-

curate for typical laser-solid interactions [61–63]. Moreover, including refluxing
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for thin targets resulted in a conversion efficiency that was found to vary between

ηL→e = (20± 10)% at intensities of IL = 1018 − 1020 Wcm−2.

The collection of published results for laser absorption by overdense plasmas

[64] for the intensity regime which is applicable to the investigations of this thesis

(i.e. ILλ
2
L = 1019−1020 Wµm2cm−2) indicate three general trends: 1) absorption

increases with ILλ
2
L; 2) absorption increases for lower plasma densities; and 3)

absorption is greatest for an oblique angle of incidence. Furthermore, numerical

simulation results also indicate that laser absorption into electrons peaks for near

critical density plasmas [65].

The generally accepted values for laser-to-electron conversion efficiency typ-

ically fall within the region of ηL→e = 20% − 40% for ultraintense laser pulses

(IL = 1018 − 1020 Wcm−2). However, as previously indicated, these values are

critically dependant on laser intensity, angle of incidence and pre-plasma scale

length, and so at this time a full and quantitative theory of laser-to-fast electron

conversion efficiency is still needed. A particularly useful review of experimental,

numerical and theoretical investigations of laser absorption is given by Davies

[64], in which the importance of the conversion efficiency for applications such as

fast ignition is also addressed.

2.3.4 Fast electron spectrum and temperature

The absorption mechanisms discussed in section 2.3.1 and 2.3.2 result in the cou-

pling of a fraction of the laser energy, ηL→e, into the acceleration of a population

of electrons to relativistic velocities with three typical hallmark signatures of col-

lective high-intensity effects: angular-dependant absorption into hot (i.e. ‘fast’)

electrons, hard x-ray emission and ion acceleration. Moreover, the accelerated

population of electrons typically have much higher energies than the bulk plasma

temperature Te. In contrast to a monochromatic, beam-like electron energy spec-

trum that might be expected (since the electrons are accelerated by a coherent

electric field - the incident laser field), Bezzerides et al. [66] demonstrated that the

random (i.e. stochastic) nature of electron acceleration in the laser field results

in strong variations of both the electron energy and trajectory. Averaging each
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of these single-particle distributions over time leads to a Maxwellian velocity dis-

tribution. A single temperature Maxwellian distribution is defined as a function

of the fast electron energy, Ef , and the fast electron temperature kBTf :

f(Ef ) = Nf

√
4Ef

π(kBTf )3
exp

(
− Ef
kBTf

)
(2.48)

where Nf is the total number of fast electrons.

However, collective heating (and thus absorption) mechanisms can result in a

significant departure from a single-temperature

Maxwellian distribution. In this case, a bi-Maxwellian electron distribution arises

from collisionless heating effects [67, 68], as described in section 2.3.2. Further-

more, as the plasma heats (i.e. as kBTf → mec
2) relativistic effects become im-

portant and the electron equilibrium distribution is described using the so-called

Maxwell-Jüttner distribution [69]:

f(γ) = Nf
γ2β

kBTf
mec2

K2(mec2/kBTf )
exp

(
−γ/kBTf

mec2

)
(2.49)

where β = v/c, γ = 1√
1−β2

and Kn is the modified Bessel function of the second

kind of order n.

Thus, the population of fast electrons generated at the target front-surface are

driven over the critical density into the over-dense target, with some fraction of

the laser energy ηL→e and a relativistic Maxwellian energy distribution. The mean

energy of this distribution is known as the fast electron temperature (kBTf ) and

is a key parameter in fast electron physics. Over the years, a significant amount

of effort has been dedicated to determining the scaling of kBTf with the laser

intensity, which are reviewed below.

At lower laser irradiances (i.e. ILλ
2
L < 1017 Wcm−2µm2) , it has been demon-

strated that the electron temperature scales as kBTf ∝
(√

ILλ2L

)1/3
, as discussed

within the context of both resonance absorption [70] and the numerically derived

scaling by Gibbon et al. [71]. Moreover, an experimentally derived electron tem-

perature scaling was obtained by Beg et al. [27] which also exhibited an intensity

dependance of kBTf ∝
(√

ILλ2L

)1/3
.
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For higher laser intensities, the mean electron temperature typically scales

as kBTf ∝
√
ILλ2L. One of the first derivations of this scaling was by Wilks et

al. [72] (also known as j × B, or ponderomotive, scaling) in which numerical

simulations demonstrated a temperature scaling of:

kBTf = mec
2

(√
1 + a20 − 1

)
(2.50)

kBTf = 0.511 MeV

√1 +
ILλ2L

1.37× 1018Wµm2cm−2
− 1

 (2.51)

This particular intensity scaling is well reproduced by the analytical model of

Haines et al. [73]. For the intensities explored within the framework of the

investigations presented in Chapter 5, 6 an 7, the ponderomotive scaling of the

mean electron temperature is used.

However, a word of caution must be made regarding these temperature scal-

ings; kBTf is typically derived using the peak laser intensity within a particular

scaling law. As clearly demonstrated by Chen et al. [74], a single intensity-

temperature parameter is an oversimplified approach. The spatial-intensity pro-

file of the laser focal spot produces a range of electron temperatures, and thus the

electron spectrum should be calculated such that the spatial variation of injected

electron temperatures is accounted for.

The precise determination of both the number (i.e. laser-to-electron conver-

sion efficiency) and temperature of the fast electron population poses one of the

most important outstanding issues in ultraintense laser-solid interactions, and

there is still much work needed for a precise quantitative understanding. In addi-

tion, the exact relationship between the escaped and initial electron distributions

is not well understood. However, the excellent progress made so far in determin-

ing empirical (and numerical) scalings enables the interpretation of experimental

and numerical results within a reasonable level of uncertainty.
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Chapter 3

Fast Electron Transport and the

Influence of Electrical Resistivity

3.1 Introduction

In Chapter 2, the mechanisms by which energy from the laser pulse is coupled into

the generation, and subsequent acceleration, of a population of energetic electrons

beyond the critical surface were presented. Building upon these concepts, this

chapter discusses the subsequent propagation of the fast electrons within the solid

target.

Of key importance to the physics of fast electron transport is the electrical

resistivity of the solid, which influences the fast electron beam transport pri-

marily via the generation of magnetic fields possessing significant strength. In

addition, resistivity also plays an important role in beam instability processes

(e.g. filamentation). This chapter begins with a fundamental description of how

resistivity is defined for low-temperature solids (i.e. room temperature, 0.025

eV), plasmas (i.e. high temperature, > 100 eV) and transitionary states between

solids and plasmas (i.e. states of ‘warm dense matter’, ∼ 1 - 100 eV). The chap-

ter concludes by detailing the role of resistivity in the context of influencing fast

electron transport through self-generated magnetic fields.
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3.2 Resistivity

An electric current represents a flow of electrons (i.e. electric charge); resistivity

represents the ability of a material to inhibit this electron flow. Within the context

of solids, ions exist in fixed locations arranged in a crystalline (i.e. lattice) or non-

crystalline (i.e. amorphous) structure, and thus resistivity in solids is governed

by the electron motion through the ionic structure. This section begins with a

basic description of solid-state resistivity, before describing the resistivity of a

plasma and finally detailing the resistivity of transitionary states of warm dense

matter. A good understanding of both how electrons propagate in solids, as well

as of the different descriptions of resistivity across a wide temperature regime, is

relevant for the results presented in this thesis. This chapter therefore seeks to

answer the question: what is electrical resistivity?

The Drude model [75] was one of the first models to explain the transport

properties of electrons in solids. By proposing that a solid (in this case, a metal)

is composed of ions (which are static and arranged in a lattice structure) and

electrons (which can move freely throughout the solid), the electron motion was

calculated by considering collisions with background ions.

Assuming that the free electrons can be described by the kinetic theory of an

ideal gas, the average electron thermal velocity, vth, as:

1

2
mev

2
th =

3

2
kBTe (3.1)

vth =

√
3kBTe
me

(3.2)

where me is the electron mass, Te is the electron temperature and kB is Boltz-

mann’s constant. An important parameter to aid in describing resistivity across

the temperature regime is the average distance over which an electron propagates

before undergoing a collision, defined as the mean free path, λmfp:

λmfp = vthτc (3.3)

41



Chapter 3: Fast Electron Transport and the Influence of Electrical
Resistivity

where τc is the collision time.

When an electric field, Eapp is applied to the metal (which acts to move

the electrons, thereby creating a electrical current), the average velocity of the

electrons is given by the drift velocity, v̂D, which is in the direction of the electric

field and defined by:

v̂D =
eEappτc
me

(3.4)

where e is the electronic charge. Note that the drift velocity is significantly

smaller (i.e. ∼ 7 orders of magnitude) than the electron thermal velocity; this is

a consequence of the random motion electrons follow during collisions with the

ions.

When an electron collides with an ion, the kinetic energy (gained from the

electric field) is transferred from the electron to the ion leading to an increase in

the temperature of the material (due to the increase in thermal vibrations). Thus,

resistivity is indicative of how electron kinetic energy is converted into thermal

energy (i.e. heat) due to the collisions between electrons and ions.

To derive the resistivity of a cold solid, let the electric current, Ie, be defined

as the number of electrons propagating through a cross-sectional area, A, per

unit time: Ie = enev̂DA, where ne is the electron number density. The resulting

electron current density is given by:

Je =
Ie
A

= enev̂D = eneEappµ (3.5)

where µ = eτc/me is a constant which defines the electron mobility. The product

of the electron number density, ne, mobility, µ, and electronic charge, e, is a

constant for a given material, the inverse of which defines the resistivity, η:

η =
1

eneµ
(3.6)

Thus, Eq. (3.5) can be written as:

Je =
Eapp
η

(3.7)
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This is the microscopic form of Ohm’s law, which is equivalent to the more fa-

miliar V = IR. By way of example, the typical resistivity of a metal at room

temperature (i.e. 295 K) assuming an electron mean free path of 1 nm and elec-

tron number density of 1029 m−3 is η ∼ 10−7 Ωm, which is in good agreement

with experimental measurements for a wide variety of metals.

Despite the usefulness of the Drude model for describing some properties of

metals (i.e. room temperature resistivity), as well as providing an intuitive expla-

nation of resistivity, it fails to accurately describe the temperature dependence

of resistivity. For example, the Drude model predicts the resistivity of metals to

scale with temperature as ∝
√
Te, whereas experimental measurements show that

the resistivity of metals is proportional to Te for a range of temperatures [76].

This arises from two key erroneous assumptions made in the Drude model: 1) the

electrons in the solid are described as a gas (i.e. kinetic theory); and 2) the ions

are assumed to be static, and electrostatic interactions between the electrons and

ions (i.e. electron-ion interactions) and between the free electrons (i.e. electron-

electron interactions) are ignored. While the contribution to resistivity arising

from electron-electron collisions is negligible, electron-ion collisions do contribute

significantly to the resistivity.

The inclusion of electron-ion collisions requires the electrons to be treated

quantum mechanically, first calculated by Bloch [77]. In contrast to the Drude

model, which assumes that the electrons collide with the ions, in the quantum

case as the electron approaches the ion (due to both it’s thermal velocity and

attractive Coulomb forces between the nucleus and electron) it is repelled, not

through collisions with the ion, but by the outer filled shell of electrons (valence

band - see Fig. 3.1 (a)). Thus, resistivity arises due to scattering of the electrons

by the electrons in energy orbitals surrounding the ion. As demonstrated by

Bloch [77], a perfect ionic lattice structure (i.e. no imperfections) results in the

solid possessing zero resistivity. Instead, resistivity arises due to imperfections

in the ionic lattice which cause deflection of the electrons. Consequently, the

mean free path of an electron in an imperfect lattice is not infinite and thus

the material has a non-zero resistance. Since the mean free path is determined
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Figure 3.1: Electron motion in an ionic lattice: (a) an electron approaching a
positive ion is scattered by the outer valence electron shells; (b) an electron is
scattered by ion thermal vibrations (i.e. phonons), impurities and vacancies of
the lattice.

by scattering from the lattice sites, it is sensitive to the lattice structure of the

solid and therefore important when describing the difference in resistivity between

materials of different lattice structure − this is key to the results discussed in this

thesis.

For solids, there are, in general, three types of lattice imperfection which give

rise to resistivity: 1) thermal vibrations of the lattice (i.e. quantised units of

lattice vibration − phonons); 2) impurities; and 3) crystal imperfections (i.e.

vacancies at sites in the lattice). These are shown schematically in Fig. 3.1 (b),

and each act to generate a finite electron mean path by scattering the electron

which determines the resistivity of the solid.

3.2.1 Low temperature resistivity: band theory

A quantitative description of resistivity is obtained from the band structure theory

of solids. The formation of a solid results in the individual atoms being arranged

in a crystalline (or non-crystalline) structure. Note that a non-crystalline solid

lacks the long-range order characteristic of a crystal lattice structure, but still

exhibits some degree of local structure. Solids are characterised by the electron

orbitals constituting the individual atoms combining to form a continuous band

44



Chapter 3: Fast Electron Transport and the Influence of Electrical
Resistivity

of energies (i.e. an energy continuum) known as the valence band. In addition,

energy regions form which are not enclosed by the valence band, due to the finite

width of the individual energy bands. These regions of forbidden energy are

known as band gaps with corresponding energy values (i.e. widths) determined by

the material atomic structure. For conduction to occur, electrons must exist above

the band gap in the region known as the conduction band. As will be described,

it is the formation of these band gaps relative to the valence and conduction

bands that enables the resistivity of metals, insulators and semiconductors to be

characterised.

To describe the electronic band structure of solids in more detail, the free

electron model of a solid is utilised [77, 78]. In this model, the average poten-

tial inside the material (which arises due to the valence electrons and ions) is

constant throughout the solid, with a large potential formed at the sample edge

which inhibits electrons from escaping the solid. Under normal conditions (i.e.

room temperature) the average thermal energy of the orbital electrons is ∼ 0.025

eV, and thus the probability of an electron escaping from the solid is infinites-

imally small. Physically, this is envisaged as the well-known infinite potential

well of length L (which corresponds to the size of the crystal), which is used to

demonstrate the formation of orbital bands.

First, the allowed energy levels are obtained by solving the Schrödinger equa-

tion, which in 1-D is:

− h̄2

2me

d2ψ

dx2
= Eψ (3.8)

where ψ is the eigenfunction (i.e. electron wavefunction), E is the allowed electron

energies (i.e. eigenenergies). The solution of the Schrödinger equation generates

a set of allowed eigenenergies, expressed by:

E =
h̄2k2x
2me

=
h̄2πn2

x

2meL2
(3.9)

where nx is an integer. Extending the solution to three dimensions (again for the

case of an infinitely deep box of transverse dimension (i.e. width) L) results in a
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range of allowed electron energies given by:

E =
h̄2k2

2me

=
h̄2π

2meL2

(
n2
x + n2

y + n2
z

)
(3.10)

In k-space, many electron energy levels are made utilising a combination of(
n2
x + n2

y + n2
z

)
, where each combination corresponds to a point on a 3-D grid with

the distance from the origin to a particular grid point given by
(
n2
x + n2

y + n2
z

)1/2
.

Consequently, for the number of electrons present in a typical solid (i.e. N ∼ 1023

electrons), the energy of the highest occupied state is given by the the radius

which encloses a sufficient number of grid points (i.e. orbital levels) to adequately

accommodate the N electrons present in the solid. Since only integer values of

nx, ny, and nz are allowed, each grid point corresponds to a cube of unit volume,

such that the number of grid points is equal to the volume under the surface.

In k-space, this appears as a sphere of occupied states and a calculation of the

density of states determines the energy of the highest occupied state, which is

known as the Fermi energy, EF , given by:

EF =
h̄2

2me

[
3π2N

V

]
(3.11)

which also corresponds to the energy of the surface of this sphere. Thus, for

conduction to occur electrons must be excited out of the valence band above the

Fermi energy into the conduction band.

While this model is instructive for describing the general features of the band

theory of solids, it doesn’t account for the individual atomic potentials present

in the crystal and instead assumes a constant potential within the solid (i.e. the

potential is constant across the crystal dimension L). In a crystal, the potential

varies periodically with the spacing of the atoms. More advanced models have

been developed to include the effect of the lattice ions on the potential [78].

Nevertheless, the free electron model description of band theory presented above

predicts that electrons in a solid form orbitals, which increase in energy with

increasing distance from the atom, and the energy of the highest occupied state

is given by the Fermi energy. For example, for a typical metal at solid density
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Figure 3.2: Band structure theory of solids: (a) metals are characterised by
overlapping conduction and valence bands, resulting in free electrons in the con-
duction band; (b) semiconductors have a small bandgap that can be overcome by
thermal excitation; and (c) insulators have a large bandgap which results in high
resistivity.

(i.e. aluminium), the Fermi energy is around 10 eV.

Moreover, the band theory of solids enables an understanding of the distinct

difference in resistivity between metals, insulators and semiconductors. This

is shown schematically in Fig. 3.2. In this schematic, the occupied states are

denoted as the valence band (in red) while the conduction band (blue region)

represents de-localised electrons which are free to move throughout the solid.

The Fermi energy is represented by the horizontal dotted line. The metallic

bonds characteristic of metals result in free electrons moving within the metallic

lattice. The corresponding band structure takes the form displayed in Fig. 3.2

(a), where there is an overlap region between the partially-filled valence band and

conduction band (with the Fermi energy existing in this overlap region). Thus,

metals have low resistivity at room temperatures, with the electrical resistivity

arising from imperfections in the crystal lattice due to the presence of phonons
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(i.e. quantised lattice vibrations). With increasing temperature, the resistivity

of a metal increases linearly due to increased electron-phonon scattering.

For insulators, the covalent (or ionic) bonding present in the solid results in

all electron orbitals being filled and therefore a distinct energy band gap exists

between the valence and conductions bands (Fig. 3.2 (c)). Thus, insulators have a

high resistivity at room temperature. To enable an insulator to conduct electrons,

a large amount of energy (i.e. heat) must be supplied to excited electrons above

the large bandgap energy.

Finally, semiconductors represent an intermediate stage between metals and

insulators (Fig. 3.2 (b)). While similar to insulators in that they possess a par-

tially filled valence band, the resulting energy band gap between the valence and

conduction bands is sufficiently small that electrons can be thermally excited

above the Fermi energy into the conduction band. For example, the band gap

of silicon and germanium is 1.1 and 0.67 eV respectively (at room temperature).

Thus, the resistivity of a semiconductor decreases with increasing temperature as

electrons are excited above the relatively small band gap from the valence band

into the conduction band.

The band theory of solids therefore provides a framework to explain the resis-

tivity of solids at low temperature. In intense laser-solid interactions, the target is

heated (by both the laser-field directly and collisional return current electrons) on

very short timescales (< picosecond) and therefore the solid transitions from low

temperatures (in which the resistivity is described using the band theory of solids)

to hot plasma temperatures. The resistivity of matter at plasma temperatures

(i.e. > 100 eV) is now discussed.

3.2.2 Plasma resistivity

When sufficient energy is supplied (e.g. using an intense laser pulse), a relatively

thin solid (i.e. of thickness < 30µm) will reach temperatures of the order > 100

eV, and subsequently become fully ionised. In this case, the resistivity arises from

collisions between electrons and ions (i.e. Coulomb collisions). A schematic of

Coulomb collisions in a plasma is displayed schematically in Fig. 3.3. The resis-
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Figure 3.3: Plasma resistivity. Collisions between the electrons and ions result
in an electron exhibiting continuous deflections, or scatterings, of its direction of
motion, with the largest deflections occuring when it passes close to an ion.

tivity can be estimated by considering the case of an electron (with momentum

pe = meve and charge −e), colliding with an ion (with charge Zqe). The force

arising from the collision between an electron and ion (i.e. the Coulomb force) is

given by:

Fe−i = − Ze2

4πε0r2
(3.12)

where r is the distance between the electron and ion. The distance of closest

approach between the electron and ion is known as the impact parameter, b, and

is defined as:

b = − e2

4πε0mev2e

1

tan(θs/2)
(3.13)

For fully ionised plasmas the upper (bmax) and lower (bmin) limits of the impact

parameter are set by the Debye length (i.e. bmax = λD) and the impact parameter

corresponding to 90◦ scattering (i.e. bmin = b0), respectively.

The impact parameter that arises from the lower limit (i.e. 90◦ scatter) is
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given by:

b0 = − e2

4πε0mev2e
(3.14)

with corresponding change of electron momentum:

meve = − Ze2

4πε0mev2e
(3.15)

By using Eq. 3.14 and Eq. 3.15 in conjunction with the Coulomb cross section σ =

πb20 and collision frequency νe−i = neσcve (assuming a Maxwellian distribution of

electron velocities), the resistivity is given by:

η ≈
Zπe2

√
me

(4πε0)2kBT
3/2
e

(3.16)

While this calculation assumes that large-angle electron-ion scattering is the

dominant collision mechanism, small angle deflections will also contribute to the

resistivity and are included by using the Coulomb logarithm, lnΛ, where Λ is the

ratio of the maximum and minimum impact factors, Λ = bmax/bmin. The Coulomb

logarithm also includes corrections for electron degeneracy and, as described by

Lee and More [79], results in an estimated value of ln Λ ≥ 2. Incorporating

the Coulomb logarithm correction factor into Eq. 3.16 results in the the Spitzer

resistivity [80], η:

η ≈
Zπe2

√
me

(4πε0)2kBT
3/2
e

lnΛ (3.17)

The Spitzer model predicts a resistivity which increases proportionally with

temperature as T
−3/2
e . It is important to note that the Spitzer resistivity is only

valid for a fully ionised, non-degenerate plasma (i.e. low density and high tem-

perature state). Within the context of a laser-solid interaction, the resistivity of

the background plasma in the region close to the focal spot (i.e. over the first

few µm into the target) can be accurately described using the Spitzer model.

However, deeper into the target (i.e. beyond ∼ 10µm) where the background

plasma is cooler, the Spitzer model is not applicable − application of the Spitzer
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model to plasma temperatures of the order Te < 10 eV gives incorrect resistiv-

ity predictions. Thus, a better understanding of the resistivity in the transient

temperature regime between cold solid and hot plasma is required.

3.2.3 Resistivity of degenerate matter

Increasing the temperature of a cold solid (in which the resistivity is described

within the framework of solid state theory, as outlined in section 3.2.1) to that of

an ionised plasma (described in section 3.2.2) represents a temperature transition

from 0.025 eV to > 100 eV. A temperature change of this magnitude invariably

results in a transition through a state of matter known as ‘warm dense mat-

ter’ (WDM), which exists at the interface between condensed matter (i.e. low

temperature) and plasma (i.e. high temperature) physics.

This state is characterised by strong ion-ion coupling, partial electron degen-

eracy and partial ionisation. Qualitatively, this represents states in which the

density is maintained at between 0.1-10 times solid density, and the temperature

is in the region of 1-100 eV [81]. Quantitatively, WDM is characterised using the

quantum degeneracy parameter Θ: Θ = Te/i/TF , where Te/i is the temperature

(either electron or ion) and TF is the Fermi temperature (TF = EF/kB); and

the plasma coupling parameter Γ: Γ = 〈EP 〉 / 〈EK〉, where 〈EP 〉 is the average

potential energy and 〈EK〉 is the average kinetic energy. WDM is defined as

having partially degenerate electrons (i.e. Θ ≤ 1 − the thermal temperatures are

of the order of the Fermi temperature) and being strongly coupled (i.e. Γ ≥ 1 −

comparable thermal and kinetic energies).

The challenges associated with describing the physical properties of WDM

(e.g. resistivity) arise from the inability of both standard condensed matter and

plasma theory to account for the relevant physics needed to fully describe a

partially degenerate, strongly coupled plasma. In recent years, much theoretical

effort has been devoted to obtaining a better understanding and accurate descrip-

tion of the transport properties of WDM, utilising both analytical and simulation

methods [82–84].

Of relevance to the results of fast electron transport presented in this thesis,
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two methods of calculating the resistivity-temperature profile that account for the

transitionary WDM state have been employed: the Lee-More resistivity model

[79]; and quantum molecular dynamic (QMD) calculations coupled to the Kubo-

Greenwood equation [85]. These are explored in turn.

1. The Lee-More model

The Lee-More model [79] is a wide-parameter range, semi-analytical model used

to calculate transport coefficients in dense plasmas, which attempts to bridge the

gap between plasma and non-plasma (i.e. solid and liquid) states by including

electron degeneracy (i.e. low temperature effects) in conjunction with an accurate

calculation of high temperature resistivity (i.e. Spitzer model).

The Lee-More model gives a consistent and complete set of transport co-

efficients, including electrical resistivity, for a wide range of temperatures and

densities. The model obtains the transport coefficients from the solutions of the

Boltzmann equation in the relaxation time approximation. The collision operator

includes contributions from the scattering of electrons by ions and neutrals. The

electron degeneracy effects on the transport coefficients are accounted for by using

a Fermi-Dirac distribution to describe the electrons. The electron relaxation time

τ is calculated using contributions from both electron-ion and electron-neutral

scattering,

1

τ
=

1

τe−i
+

1

τe−n
(3.18)

where

τe−i =
1

niveσe−i
(3.19)

τe−n =
1

nnveσe−n
(3.20)

are the electron-ion and electron-neutral collision rates respectively, ni is the ion

density, nn is the neutral density, and σe−i and σe−n are the electron-ion and

neutral momentum transfer cross sections respectively.

For efficiency in the calculations, a Coulomb cross section with appropriate

52



Chapter 3: Fast Electron Transport and the Influence of Electrical
Resistivity

10
0

10
1

10
2

10
3

10
−8

10
−7

10
−6

10
−5

10
−4

Temperature [eV]

R
e
s
is

ti
v
it
y
 [

Ω
 m

]

 

 

Aluminium

Carbon

Copper

Figure 3.4: Resistivity-temperature profiles calculated using the Lee-More model
for three example materials: aluminium (black curve); carbon (red curve) and
copper (blue curve).

cut-off parameters is used which gives good approximation to the transport coef-

ficients calculated from numerically derived cross sections; the cutoff parameters

are obtained by comparing the Coulomb cross section to results from a partial

wave calculation [79]. In the partial wave calculations, the electron-ion cross

section is obtained by numerical solution of the Schrödinger equation for the

Thomas-Fermi potentials [86]. The Coulomb cross section employed in the Lee-

More model is given by [79]:

σtr =
4π(Z∗)2e4lnΛ

m2
ev

4
e

(3.21)

where Z∗ is the ionisation state and lnΛ is the Coulomb logarithm given by:

lnΛ =
1

2
ln

(
1 +

b2max
b2min

)
(3.22)

where bmax and bmin are upper and lower impact parameter cutoffs for Coulomb
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scattering. For the Lee-More model, bmin is limited to the mean inter-atomic dis-

tance, while the maximum impact parameter is again given by the Debye length

[87], corrected for electron degeneracy. The resulting Coulomb logarithm is set to

have a minimum value of 2 to overcome an inherent difficulty in the model that

arises from the calculated electric field screening length becoming less than the

inter-atomic spacing. Lee and More justified the minimum value of the Coulomb

logarithm by comparing with the partial-wave calculations by Green and Lee

[88]. Central to the Lee-More model is the utilisation of the Thomas-Fermi ioni-

sation model to calculate the ionisation state, electron density, ne, and chemical

potential, µ, of the material. The resulting resistivity is given by:

η =
me

neτce2

[
Aα
(

µ

kBTe

)]−1
(3.23)

where the Aα coefficient is given by:

Aα
(

µ

kBTe

)
=

4

3

 F2(
1 + exp (−µ/kBTe)

(
F1/2

)2)
 (3.24)

where F1/2 and F2 are Fermi-Dirac integrals of order 1/2 and 2 respectively. In

addition, the inter-atomic spacing dependency of the resistivity is incorporated

within the collision time τc.

Displayed in Fig. 3.4 are example resistivity-temperature curves calculated

using the Lee-More model [79, 89] for three elements: aluminium, copper and

carbon. While the Lee-More model is in good agreement with experimental mea-

surements of the resistivity of metals [90], it fails to accurately account for the

resistivity of both insulators and semiconductors. Moreover, the Lee-More model

does not include ion-ion correlations; strong ion-ion correlations can have a defin-

ing effect on the electron collision frequency and mean free path, and thereby

resistivity. Therefore a more accurate treatment of the resistivity of matter tran-

sitioning through the warm dense matter regime must account for ionic structure

effects.
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2. QMD-Kubo-Greenwood calculations

A method used to calculate resistivity which accounts for ion-ion correlations has

been developed by Desjarlais et al. [85] utilising the plane-wave density func-

tional theory code VASP [91, 92]. In this case, the resistivity is obtained by

using a combination of ab initio molecular dynamics simulations and first prin-

ciple resistivity calculations. The calculation consists of three main components:

QMD simulations, precise resolution of the band structure and calculation of the

resistivity utilising the Kubo-Greenwood equation.

Initially, atoms are placed into a ‘supercell’ which exhibits periodic boundary

conditions that represent the ionic lattice. The QMD simulation is then run (at

a given density and temperature) to obtain the independent ionic configurations

which are then used for the calculation of the transport properties (i.e. electrical

resistivity). Note that the technique also gives the optical properties and thermal

resistivity in addition to the electrical resistivity. Ion configurations for the re-

sistivity calculations are obtained by performing the ab initio QMD simulations

within the framework of the finite temperature density functional theory [93].

For the QMD runs, the ions and their respective core wavefunctions are mod-

elled using the Vanderbilt ultra-soft pseudopotentials [94]. The DFT exchange

and correlation functionals are calculated at the level of the generalised gradient

approximation [85]. Next, the Schröedinger equation is solved for an effective po-

tential that includes contributions from the ions, the classical contribution of the

electrons, and the quantum-mechanical exchange and correlation contributions.

The electron density, ne, is constructed from the wavefunctions, Ψi, given by

the solutions from the Schrödinger equation:

ne =
N∑
i=1

|Ψi|2 (3.25)

and the equations are iterated until convergence is obtained [85]. The forces on

the ions are computed and the molecular dynamics simulations are performed

to obtain a precise calculation of the electronic band structure for the selected

ion configuration. Next, a total of ten to twenty ionic configurations are selected
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from an equilibrated (in an average sense) portion of the QMD simulation. For

each of these configurations, the electrical resistivity is calculated using the Kubo-

Greenwood formula.

The Kubo-Greenwood formula [95] gives the electrical resistivity directly from

the electron wavefunctions that arise from the ion configurations sampled from the

QMD simulations. Thus, it avoids the difficulties of calculating (or modelling),

independently and consistently, the population of free electrons, the various re-

laxation times between the electrons and other species, and the proper form of

the pseudopotential and screening models. In addition, it includes contributions

to the resistivity from electron-atom, electron-ion, and electron-electron interac-

tions. This enables a much more accurate calculation of the low-temperature (i.e.

0.025 eV - 20 eV) electrical resistivity than that obtained from the Spitzer and

Lee-More models.

The Kubo-Greenwood formula for the electrical conductivity, as a function of

the frequency ω for a particular k point in the Brillouin zone of the simulation

supercell is given by:

σk(ω) =
2πe2h̄2

2m2
eωΩ

N∑
j=1

N∑
i=1

3∑
α=1

[F (εi,k)− F (εj,k)] | 〈Ψj,k|∇α|Ψi,k〉 |2δ (εj,k − εi,k − h̄ω)(3.26)

where the i and j summations are over the N discrete electron bands included

in the triply periodic calculation of the cubic supercell volume element Ω. The

α sum corresponds to the three spatial directions, F (εi,k) is the Fermi weight

corresponding to the energy εj,k for the ith band at k and Ψi,k is the corresponding

wave function.

In general, the integration over the Brillioun zone is performed using the

method of special k points [96]:

σ(ω) =
∑
k

σk(ω)W (k) (3.27)

where W (k) is the weighting factor for the point k in the Brillouin zone. The

56



Chapter 3: Fast Electron Transport and the Influence of Electrical
Resistivity

10 20 30 40 50 60 70 80

1

2

3

4

5

6

7
x 10

−6

Temperature [eV]

R
e

s
is

ti
v
it
y
 [

Ω
 m

]

 

 

Ordered Li

Disordered Li

Lee−More Li

Figure 3.5: Resistivity-temperature profile of lithium obtained using the QMD-
Kubo Greenwood method, by Dr M. P. Desjarlais at Sandia National Laborato-
ries. The calculation is performed for ions in both an ordered (red curve) and
amorphous (i.e. disordered) lattice (blue curve). The resistivity of lithium calcu-
lated using the Lee-More model is also shown (black curve).

final result is obtained by taking the average of σ(ω) over the ensemble of con-

figurations sampled. Finally, the resistivity is obtained by taking the reciprocal

of Eq. (3.27). Example resistivity curves calculated for lithium using the QMD-

Kubo-Greenwood technique are shown in Fig. 3.5, for the case of a disordered

(blue curve) and ordered (red curve) ionic lattice. Also shown is the resistivity

of lithium calculated using the Lee-More model (black curve).

The form of the lithium resistivity-temperature profiles calculated using the

QMD-Kubo-Greenwood method, for both ordered and disordered lattice struc-

ture, can be understood as follows. For metals (i.e. lithium or aluminium), there

are free electrons (at room temperature) and thus a low resistivity. However, as

the temperature of the solid is increased the ions will oscillate about their equilib-

rium position which results in an increased rate of electrons - phonon scattering.

For lattice temperatures greater than the Debye temperature (i.e. the temper-
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ature of the highest phonon vibration mode), a linear dependence of resistivity

with temperature is predicted.

However, a maximum resistivity occurs when the electron mean free path is

equal to the interatomic spacing. For example, lithium has a maximum resis-

tivity of 4.2×10−6 Ωm and 1.9×10−6 Ωm for the disordered and ordered cases

respectively − note that the mean free path in ordered lithium is longer than

in disordered lithium, and thus the resistivity peak occurs at a higher value and

lower temperature for the case of a disordered lattice. The minimum mean free

path cannot be shorter than the mean interatomic distance, which therefore sets

an upper limit to the value of the resistivity. As the temperature increases beyond

this point (i.e. > 20 eV for lithium) the rate of collisions decreases with increasing

energy and the resistivity is accurately described using the Spitzer model.

Finally, the Lee-More model (black curve - Fig. 3.5) calculation for lithium

displays a significantly different result to both the ordered and disordered lithium

cases. This primarily arises from the QMD-Kubo-Greenwood method accounting

for the influence of the structure of the ionic lattice (i.e. ion-ion correlations).

The extent to which lattice structure influences fast electron transport is explored

in this thesis.

Summary - resistivity

This section has explored the resistivity-temperature variation across a wide range

of temperatures, specifically focussing on three temperature regimes relevant to

intense laser-solid interactions: 1) cold solid (i.e. condensed matter); 2) hot

plasma; and 3) transitionary WDM. Of key importance to the results presented

in this thesis is the distinctly different resistivity-temperature profile obtained for

semiconductors, insulators and metals. Additionally, the physical explanation for

the difference in resistivity for ordered and disordered lattices (see Fig. 3.5) plays

a key role in the results presented in this thesis. The description of these results,

together with the influence of resistivity arising from the transient WDM state on

fast electron transport, forms the foundation of the results reported in Chapters

5, 6 and 7.
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3.3 Fast electron transport

The intense laser-solid interaction generates a population of fast (i.e. MeV) elec-

trons that are injected at the critical surface into the overdense target where the

electrons undergo a range of physical effects. In Chapter 2, section 2.3.4, the fast

electron beam source properties (i.e. fast electron density, energy spectrum and

temperature) were discussed. In this section, the transport phenomena that the

fast electrons are subject to are explored in detail, with emphasis placed upon

the role of resistivity in defining the electron transport properties.

3.3.1 Current neutrality

The relation that is central to fast electron transport in conditions relevant to

intense laser-solid interactions is the current balance relation (i.e. current neu-

trality) [97]:

jf + jr = 0 (3.28)

where jf and jr are the fast electron and return current densities respectively.

There are two key reasons which demonstrate the validity of charge neutrality.

The first of these is associated with the electric field generated by the fast

electron beam current. For laser parameters used in a typical intense laser-solid

interaction (i.e. EL ≈ 100 J and τL = 1 ps), the fast electron velocity and density

are approximately 108 ms−1 and 1026 m−3 respectively. The resulting current

density is given by:

jf = −enfvf ≈ 1016 Am−2 (3.29)

with corresponding fast electron current ∼ 25 MA.

The electric field arising from this current density is calculated using:

∂E

∂t
= − jf

ε0
(3.30)

resulting in an electric field magnitude of the order of 1015 Vm−1. A field of
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this magnitude is sufficiently large to halt the propagation of an MeV electron

beam in a distance of < µm. In addition to the electric field, strong self-induced

magnetic fields associated with this charge separation inhibit the propagation of

the fast electron beam. The maximum current that can propagate before being

deflected by the self-induced electromagnetic fields is given by the Alfvèn limit

[98], IA, expressed as:

IA '
βγmec

2

e
= βγ 1.7× 104 A (3.31)

where β = v/c and γ is the Lorentz factor. For parameters typical of the laser-

solid interactions investigated in this thesis, the Alfvèn limit is estimated to be

IA = 70 kA. By contrast, the fast electron beam current, If , is of the order

of If ≈ 20 MA, greatly exceeding the Alfvèn limit. Thus, a return current must

exist to enable transport of the multi-MA current of fast electrons by neutralising

the fast electron current density, thereby inhibiting the strong electromagnetic

fields. Note that charge neutrality typically occurs on a time-scale given by

tj−r = 2π/ωpe (where ωpe is the electron plasma frequency), which is on the order

of < 1 fs (although this is different for conductors and insulators due to the

variation in availability of free electrons).

Moreover, Bell et al [99] used a simple energy conservation argument to demon-

strate why current neutrality is also spatially localised with the fast electron

beam. Firstly, consider the magnetic field generated around a column of fast

electrons (of radius rf ). The corresponding radius of the return current electron

population, R, is given by R = rf + ∆R, where ∆R is the difference in radius

between the fast electron beam and return current beam. To ensure neutrality,

both electron beam sources (i.e. fast and return current electrons) have the same

current magnitude, If = −Ir. The current density of the fast electrons and return

current electrons is given by: jf = If/πr
2
f ; and jr = If/πR

2. The corresponding
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magnetic field is given by:

B =
µ0If
2π


r( 1

r2f
− 1

R2 ), if r < rf ,

1
r
− r 1

R2 , if rf < r < R,

0, if rf < r.

(3.32)

Assuming that ∆R � rf , the maximum magnetic field is given by: Bmax =

µ0If (∆R/rf )/πrf . The corresponding magnetic energy contained within electron

cylinder (per unit length) is given by: EBL = µ0I
2
f (∆R/rf )

2/4π.

By way of example, a fast electron beam radius of rf = 10µm and If =

20 MA, results in a maximum magnetic field of Bmax = µ0If (∆R/rf )/πrf =

106(∆R/rf ) T, and corresponding magnetic energy per unit length given by:

EBL = µ0I
2
f (∆R/rf )

2/4π = 40(∆R/rf )
2 Jµm−1. Thus, ∆R must be much

smaller than rf (i.e. ∆R � rf ) for conservation of energy to hold (i.e. so that

the magnetic energy contained within the beam is not greater than the energy

absorbed from the laser pulse). This clearly demonstrates why current neutrality

must be locally true (i.e. jf ≈ −jr). Additionally, while these simple analytical

estimates provide clear evidence of the validity of the current balance relation,

current neutrality has also been observed in 3D particle-in-cell (PIC - see Chapter

4) simulations [100, 101].

3.3.2 Collisions and target heating

As the fast electrons propagate into the solid-density target, energy is lost from

the beam via collisions with the electrons and ions that constitute the background

dense plasma. This occurs through a combination of scattering (both elastic −

electron-electron collisions, and inelastic − electron-ion collisions), excitation (i.e.

to higher band energies), ionisation and radiation emission (i.e. bremsstrahlung).

To quantify the energy loss, the total stopping power, (dE/ds)total, is calculated

from the summation of the individual contributions arising from each energy loss

61



Chapter 3: Fast Electron Transport and the Influence of Electrical
Resistivity

mechanism, given by:

(
dE

ds

)
total

=

(
dE

ds

)
collisions

+

(
dE

ds

)
radiative

(3.33)

Thus, the total stopping power is a function of the contribution of energy lost

through collisional losses, which occur due to collisions between the fast electron

beam and plasma particles, and radiative losses, which correspond to

bremsstrahlung emission arising from the interaction of the fast electrons with

the background ions.

To understand the energy loss mechanisms, example electron stopping curves

are shown in Fig. 3.6 for two elements (carbon and silicon) that are relevant to

the results described in this thesis. These profiles were obtained from the ESTAR

stopping tables (available from the NIST database [102]). The calculation of the

total stopping power involves utilising the Bethe theory of particle stopping [103,

104] to calculate the collisional power component, and theoretical bremsstrahlung

cross sections [105] to obtain the radiative loss component.

The stopping curves reveal that collisional losses dominate for lower energy

electrons (i.e. 0.01 - 1 MeV; blue region of Fig. 3.6 ) while higher energy electrons

(i.e. > 10 MeV; red region of Fig. 3.6 ) correspond to radiation losses. This char-

acteristic electron stopping profile for increasing electron energy has important

implications for how energy is converted from the fast electron beam into heating

of the background target.

For electron energies produced in a typical intense laser-solid interaction, the

mean electron energy is of the order of > 1 MeV (see Chapter 2). Thus, the

fast electron beam itself does not significantly contribute to target heating via

collisions with the background plasma (see Fig. 3.6). Rather, it is the return

current electrons which are the primary source of target heating.

The return current is drawn (via electromagnetic fields - section 2.2.5) to

neutralise the fast electron beam current, thereby enabling the MeV beam to

propagate. Initially, the energy from the fast electron beam is transferred to

the fields which slow down the fast electron beam, and subsequently draw the

return current. Due to the charge neutrality condition (i.e. nfvf = −nrvr) the
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Figure 3.6: Stopping power calculated for carbon (blue curve) and silicon (green
curve) as a function of fast electron energy. The blue and red regions given an
indication the electron energy which corresponds to energy loss due to collisional
and radiative stopping respectively.

return current electrons are slower and larger in number than the fast electron

population. Thus, due to their lower energy (i.e. � MeV), the return current

electrons are highly collisional and couple energy to the plasma via Ohmic heating.

The rate of Ohmic heating is given by [106]:

3

2
nb

(
dTb
dt

)
= j2f η (3.34)

where Tb is the background electron temperature, η is the resistivity and nb is

the background electron density. Thus, heating occurs predominantly in regions

of highest current density (i.e. along the fast electron propagation axis).

Furthermore, Ohmic heating of the background target by the return cur-

rent electrons is of key importance to fast electron transport through it’s role in

changing the background plasma resistivity. The collisional return current heats

the background electrons on very short (femtosecond) timescales, which acts to
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transition the target temperature from cold solid to hot plasma. Importantly,

heating induced by the return current gives rise to spatial variations of the tar-

get resistivity which seed the generation of large magnetic fields; these fields can

significantly influence the fast electron transport properties, and are discussed in

the next section.

3.3.3 Magnetic field generation

Although the current neutrality relation (i.e. jf +jr ≈ 0) is a good approximation

of the neutralisation of the fast electron current on a local scale, it is not an exact

cancellation in a full 3-D situation (i.e. that present during MeV electron trans-

port in a solid). The resulting imbalance between the densities of the fast electron

and return current populations gives rise to the growth of large electromagnetic

fields.

To demonstrate this, consider the electric field generated by the return current

(obtained using Ohm’s law) [106]:

E = ηjr (3.35)

which, upon insertion into Faraday’s induction law, gives rise to a magnetic field

that temporally evolves as:

∂B

∂t
= −∇× E = −∇× (ηjr) (3.36)

In addition, the magnetic field associated with the charge imbalance is given by

Amperes law:

∇×B = µ0(jf + jr) (3.37)

where the displacement current is neglected. Thus, the origin of the magnetic

field is the curl of the electric field that is required to draw the return current.

This self-induced magnetic field can be shown to evolve with time as:
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jf + jr =
∇×B

µ0

(3.38)

→ jr =
∇×B

µ0

− jf (3.39)

∂B

∂t
= −∇×

(
η

µ0

∇×B− ηjf
)

(3.40)

→ ∂B

∂t
= −∇×

(
η

µ0

∇×B

)
+∇× (ηjf ) (3.41)

The first term on the right-hand side corresponds to the resistive diffusion of

magnetic field, whereas the second term on the right-hand side corresponds to a

magnetic field generated by the fast electron current density.

In the limit of strong heating (i.e. keV temperatures) resistive diffusion of the

magnetic field becomes negligible and thus the magnetic field equation reduces

to:

∂B

∂t
= ∇× (ηjf ) (3.42)

⇒ ∂B

∂t
= η(∇× jf ) +∇η × jf (3.43)

This equation determines resistive magnetic field generation arising from two

principle sources: 1) variation in the fast electron current density (i.e. η(∇× jf ));

and 2) variation in the resistivity (i.e. ∇η × jf ). Fig. 3.7 illustrates some of the

main processes which occur during fast electron transport in a solid.

The first term (i.e. η(∇× jf )) on the right-hand side of Eq. (3.43) arises from

spatial variations of the fast electron current density and generates an azimuthal

magnetic field which acts to push electrons into regions of highest current density.

Since the injected electron beam profile follows the spatial profile of the laser focal

spot (i.e. Gaussian), the highest current density occurs along the beam axis (i.e.

longitudinal propagation direction) and thus the field forces the fast electrons

towards the beam axis (i.e. pinching the beam).
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Figure 3.7: Fast electron transport. The various processes relevant to fast elec-
tron transport are displayed: fast electron current injection, spatially-overlapped
return current, resistive magnetic field generation (both collimating and hollow-
ing components) and beam filamentation. Note that the ∇η component can be
either hollowing or pinching depending on the sign of the resistivity.

The tendency of the fast electron beam to effectively self-pinch has been ex-

plored by Bell and Kingham [107]. In this work, a condition was derived which

revealed that the azimuthal magnetic field enveloping the fast electrons beam, of

magnitude estimated from: |B| ≈ ηjf τL
rf

, causes the fast electrons to be deflected

by an angle θ1/2 over a distance rf/θ1/2, defined as the distance over which the

electron beam radius doubles. If θ1/2 is relatively small, the ratio of the fast

electron beam radius to the gyro-radius is:

rf
rg
> θ21/2 (3.44)

This ratio is then used to derive a condition that indicates when collimation
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occurs − this collimation factor, Γ, is expressed as:

Γ =
rfeB

γfmevfθ21/2
(3.45)

For collimation to occur, Γ > 1. Moreover, once initiated the process of collimat-

ing proceeds with positive feedback (i.e. the increase in current density driven

by the magnetic field increases the rate of magnetic field generation).

The second term in Eq. (3.43) (i.e. ∇η× jf ) generates a magnetic field which

is derived from spatial gradients in the background plasma resistivity. These gra-

dients are sourced from gradients in the background plasma temperature arising

from return current-driven Ohmic heating. As described previously, the fast elec-

tron beam injected at the target front-surface exhibits the highest current density

(and thereby background) temperature, on-axis. However, the spatial profile of

the electron beam follows the spatial profile of the laser focal spot (i.e. Gaussian)

and thus large temperature gradients are induced in the background plasma to-

wards the edges of the fast electron beam (i.e. transverse to the electron beam

propagation direction). These temperature gradients give rise to large resistivity

gradients which, through the ∇η × jf term, generates a magnetic field (which,

depending on the sign of the resistivity gradient, will be hollowing or collimat-

ing) that drives electrons into regions of higher resistivity. This is typically in the

direction transverse (i.e. perpendicular) to the fast electron beam propagation

direction.

If the magnitude of the hollowing magnetic field component (i.e. ∇η × jf )

exceeds the magnitude of the pinching magnetic field component (i.e. η(∇× jf ))

that surrounds the fast electron beam, this leads to the expulsion of fast electrons

from the centre of the beam (i.e. beam axis) in a direction transverse to the

propagation direction. The resulting global fast electron transport properties

will be dominated by annular beam transport − this effect is referred to as beam

hollowing. The effect of resistively generated magnetic fields on beam hollowing

has been investigated numerically by Davies et al. [108, 109], using a rigid beam

model in conjunction with the Spitzer resistivity model, and experimentally by
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Norreys et al. [110].

At the core of all of these transport phenomena is the evolution of resistivity

with temperature. Thus, understanding how resistivity varies across such a wide

temperature range (i.e. from 0.025 eV to > 100 eV) is fundamentally important

to understanding fast electron − within the context of fast electron transport

in solids, is the resistivity best described using solid state theory (section 3.2.1),

plasma theory (section 3.2.2), or transient WDM theory (section 3.2.3). The

implications of correctly accounting for the resistivity on defining fast electron

transport properties form the foundation of the results presented in this thesis.

3.3.4 Fast electron beam instablities

As described in section 3.3.1, the fast electrons injected at the front surface (i.e.

at the focal spot region) propagate into the target due to the drawing of a re-

turn current of electrons, sourced from the background target electrons, which

is spatially overlapped with and propagates in the opposite direction to the for-

ward streaming fast electrons. Thus, the two electron populations (i.e. forward

streaming fast electrons and backward propagating return current) interact in a

counter-streaming manner which in turn gives rise to a variety of beam instabil-

ities. For intense laser-solid interactions the most dominant transport instability

is the electromagnetic collisionless Weibel-like filamentation instability [111].

The collisionless Weibel instability is a transverse instability (i.e. it acts per-

pendicular to the propagation direction) that develops as a result of spatial mod-

ulations in the fast electron beam density (seeded by the interaction between the

fast electrons and counter-propagating return current). Consequently, localised

magnetic fields are generated around each perturbation which acts to ‘pinch’ and

disrupt the beam into filaments; the electron beam subsequently breaks up. The

generation of these filaments occurs on a time and spatial scale on the order

of the fast electron beam plasma frequency, ωpf , and plasma skin depth, cωpf ,
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respectively, with the resulting growth rate, Γwi, given by [112]:

Γwi = ωpf

(
nf
γne

) 1
2

× vf
c

(3.46)

where vf is the velocity of the fast electrons, nf is the fast electron density and

ne is the background plasma density, which are key to determining the instablity

growth rate.

A transverse instability that also arises from the counter-propagating electron

beam currents, similar to the collisionless Weibel instability, is the resistive fil-

amentation instability. In this case, the magnetic field growth rate surrounding

each filament is related to the material’s resistivity. Thus, regions of higher resis-

tivity will seed an increased growth of magnetic fields and thus the growth rate

of the resistive filamentation. Different to the collisionless Weibel, the resistive

instability occurs on a timescale determined by the magnetic diffusion time, τD,

given by:

τd =
µ0r

2
F

η
(3.47)

where rF = 2
√
γ (vth/vf ) (c/ωpf ) is the radius of a filament and η is the resistivity.

Work by Gremillet et al. [113] demonstrated that the resistive (and Weibel) in-

stability growth rate varies with the transverse temperature of the electron beam,

where a sufficiently high transverse temperature will generate an oppositely-

directed force which dominates the magnetic fields acting to pinch the beam

into filaments, thus reducing the growth rate. The influence of transverse tem-

perature on filamentation growth rate is briefly explored in Chapter 5 via a linear

resistive instability analysis [113, 114].

Ultimately, the action of beam instabilities is to break-up the fast electron

beam into filaments, which propagate and spread throughout the target leading

to energy loss and changes to the beam divergence angle. In Chapter 5, the role

of beam instabilities on fast electron transport in carbon is investigated.
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Methods

4.1 Introduction

The fast electron transport investigations presented in this thesis utilise a complex

combination of experimental facilities and diagnostics, together with interpreta-

tion of results using numerical simulation methods. In this chapter, the laser,

diagnostic techniques and numerical methods most relevant to the results pre-

sented in Chapters 5, 6 and 7 are discussed.

4.2 The laser

The experimental investigations presented in this thesis were performed using the

Vulcan laser at the Central Laser Facility (CLF), located within the Rutherford

Appleton Laboratory (RAL) in Oxfordshire, UK. This section briefly describes

the various components that constitute this laser, with emphasis placed on the

typical laser parameters used in the investigations presented in Chapters 5, 6 and

7.

Vulcan is a Nd:glass laser consisting of 8 primary beam lines which can be

directed into two target areas (excluding the decommissioned Target Area East).

These target areas are known as Target Area West (TAW) and Target Area

Petawatt (TAP).

In TAW, the 8 primary Vulcan beams can be utilised in a configuration con-
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sisting of 6 long-pulse (i.e. nanosecond pulse duration) beams, each delivering up

to 200 J of energy on target. The two remaining beams are short-duration (i.e. ∼

picosecond) pulses. One of these beams (labelled beam 7 - B7) delivers, via the

technique of chirped pulse amplification (CPA)[10], up to 60 J (after compressor)

in a 1 ps duration pulse. The final beam (labelled beam 8 - B8) is able to deliver

up to 300 J pulses in a duration of 10 ps (again exploiting the technique of CPA).

For all 8 beams, the central wavelength is λL = 1.053 µm.

In TAP, two of the 8 primary Vulcan beams are used. The first of these is a

long pulse beam (∼ 6 ns duration) with a typical delivered energy of 200 J. The

primary laser for TAP is the ultra-high intensity 1 PW beam. The optimum laser

parameters that the petawatt beam-line can deliver are 500 J in 500 fs, which is

achieved through use of optical parametric chirped pulse amplification (OP-CPA)

[115, 116] in conjunction with a large amplification chain consisting of rod and

disk amplifiers. The resulting peak laser intensity is IL ≈ 2×1021 Wcm−2 (within

a 3.5 µm radius spot). However, maintaining the laser at these peak conditions

will result in rapid degradation of beam-line optics over the duration of a typical

experimental campaign. Thus, the laser is operated at more sustainable param-

eters (e.g. pulse duration and energy on target of 1 ps and 300 J respectively),

resulting in a peak intensity of IL ≈ 7× 1020 Wcm−2.

The laser pulse delivered to each target area (i.e. TAW and TAP) has it’s own

unique oscillator; this corresponds to a SEmiconductor Saturable Absorber Mirror

(SESAM) oscillator and Ti:sapphire Kerr Lens Modelocked (KLM) oscillator for

TAW and TAP respectively. Note that the method of mode-locking is different for

each laser (i.e. passive mode-locking for each oscillator, but the TAW oscillator

utilises the reflectivity of the absorber to produce pulse trains [117] while the

TAP oscillator produces pulses via the non-linear Kerr effect in the laser medium

[118]).

1. Producing high-intensity laser pulses

The peak laser intensity delivered to the target is ultimately constrained by the

damage threshold of the optics used along the laser beam-line. A standard tech-
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Laser Parameter Target Area West Target Area Petawatt
(TAW B7) (TAP)

Energy on target 60 J 300 J
EL

Focal spot radius 8 µm 3.5 µm
rL (FWHM) (FWHM)

Pulse duration 1 ps 1 ps
τL

Wavelength 1.053 µm 1.054µm
λL

Polarisation p p

Intensity ∼ 7× 1019 ∼ 7× 1020

IL Wcm−2 Wcm−2

Table 4.1: Vulcan laser parameters for TAW and TAP, which are relevant to the
investigations presented in this thesis.

nique is to increase the diameter of the beam, thereby increasing the beam area

and thus reducing the energy density incident on each optical component to below

the damage threshold. To do this, however, would eventually require optics that

were both prohibitively large (i.e. the components would necessitate an unfea-

sibly large facility) and expensive. To overcome this difficulty, the technique of

chirped pulse amplification is used [10], which involves the pulse being stretched

(i.e. increasing the pulse duration) prior to amplification, thus reducing the in-

tensity incident on the optical components. Before being directed to the target,

the pulse is compressed to achieve a pulse duration closer to the original dura-

tion produced by the oscillator. This pulse stretching and compression technique

(i.e. CPA) has been demonstrated to produce peak pulse powers of ∼ 1 PW and

within the context of the Vulcan laser, the technique of CPA is used on the TAW

laser which, after using a reflective off-axis parabolic mirror to focus the pulse to

the target, produces peak intensities of ∼ 7× 1019Wcm−2.

For the TAP laser, the amplification technique is slightly different to that used

for TAW. The shortest achievable pulse on Nd:glass systems is inherently limited

using conventional amplification (i.e. CPA) due to gain-narrowing effects, which

act to limit the maximum pulse bandwidth. To circumvent this limitation, the

TAP beam line utilises the technique of OP-CPA to increase the pulse bandwidth,
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thereby reducing the pulse length achievable from the system. In OP-CPA, the

seed pulse from the oscillator (i.e. Ti:sapphire - large bandwidth) is chirped

and passed through a non-linear crystal (i.e. β-barium borate (BBO)), which is

simultaneously pumped by a high-energy long pulse laser (i.e. ‘pump’ pulse). Due

to non-linear, parametric amplification processes, the oscillator seed pulse gains

energy from the ‘pump’ pulse and is amplified with a typical total gain greater

than 107 [115]. This stretched, pre-amplified pulse is then directed to the main

amplification stage of the Petawatt beam, where a combination of Nd:silicon

and Nd:phosphate crystals amplify the pulse. Finally, the amplified pulse is

compressed to τL = 0.5−1 ps and focussed to target using an f/3 off-axis parabola,

giving a peak intensity of IL ∼ 7 × 1020 Wcm−2. For the experiments described

in this thesis, a summary of the laser parameters for each target area is given in

Table 4.1.

2. Laser contrast

As discussed in Chapter 2, the laser intensity, IL, is a key parameter in laser-solid

interactions due to it’s role in defining the interaction properties (i.e. plasma

density and particle energies). However, the main pulse (i.e. peak intensity, short

duration pulse) is not isolated; the laser exhibits a lower intensity, longer duration

intensity profile preceding the highest intensity (and shortest duration) main

pulse. This ‘pedestal’ intensity arises from amplified spontaneous emission (ASE

- produced from amplified stray light) and uncompensated dispersion (generated

by non-optimum compression of the main pulse). The ratio of peak pulse intensity

to the intensity of the pedestal is known as the laser intensity contrast. Note

that for ultra-high intensities, the intensity of both the peak pulse and pedestal

increases and therefore the contrast ratio must be maintained high to reduce

effects induced by the pedestal (i.e. target preheating, pre-plasma expansion and

target compression). Laser contrast is typically characterised over two timescales:

1) tens of picoseconds before the main pulse; and 2) nanoseconds prior to the

arrival of the main pulse. For the experimental investigations reported in this

thesis, measurements made on the Vulcan laser indicate that the contrast is of
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the order of ∼ 1010 (i.e. IL ∼ 1010 Wcm−2) at 0.1 - 1 ns and ∼ 108 (i.e. IL ∼

1012 Wcm−2 at 50 - 100 ps [119].

4.3 Diagnosing fast electron transport

4.3.1 Introduction and brief review of diagnostic methods

Experimental investigations of fast electron transport in dense plasma typically

aim to characterise specific properties of the electron beam (i.e. beam diver-

gence, temperature and spatial profile). However, the direct measurement of fast

electron transport in solids is extremely difficult and thus indirect probing tech-

niques, based on secondary particle and radiation emission induced by the fast

electrons, have been developed. In recent years, the fast electron beam has been

predominantly characterised using four techniques: 1) X-ray emission; 2) optical

probing; 3) transition radiation; and 4) proton emission. This section explores

each of these techniques in turn, before providing a detailed description of the

measurement technique used to obtain the results presented in Chapters 5, 6 and

7: target rear-surface proton emission.

1. X-ray emission - Kα imaging

Measuring X-ray emission from laser-solid interactions is performed utilising both

imaging and spectroscopy, thus providing spatial and spectral information of the

X-ray source (i.e. fast electrons). A particularly common technique used is known

as Kα imaging.

For fast electrons, despite their mean free path being considerably longer than

the target thickness, their energy stopping profile in matter (see Chapter 3) re-

sults in some energy being transferred to the background electrons via collisions.

These collisions provide the background electrons with sufficient energy to en-

able transitions between atomic levels, resulting in the emission of photons of

characteristic energy. The photon energy is dependent on the atomic levels over

which the electrons have transitioned (i.e. Kβ: M - K shell transition). These
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transitions are determined by the atomic structure and are thus material depen-

dent. For measurements relevant to fast electron transport, Kα transitions (i.e L

- K shell transition) typically emit the most intense X-ray spectral lines and thus

have been used most frequently. The emitted photons (e.g. for Cu-Kα the emitted

photon energy is 8.05 keV, while for Ti-Kα the energy is 4.5 keV) leave the target

and are collected and focussed (typically using a spherically-bent Bragg crystal)

to a detector (image plate or a charge-coupled device (CCD) camera) [58]. The

resulting magnified spatial profile corresponds to the Kα emission region and can

be used to characterise the electron beam divergence [120], beam temperature

[27] and conversion efficiency [64].

As described in Chapter 2, Kα measurements have been utilised to infer the

mean electron temperature [61]. However, the results also provide information

on the divergence of the electron beam. By measuring Kα emission from targets

containing a buried fluorescence layer (across a range of depths, from 100 - 750

µm), the beam divergence half-angle was found to be ∼ 90◦ for layers buried at

shallower depths (i.e. 100 µm), and ∼ 30◦ for layers deeper into the target (i.e.

750 µm). Moreover, Kα measurements made on both the Vulcan and LULI laser

systems demonstrated an electron beam divergence half-angle of 20◦ for electrons

with energy > 200 keV [121].

In addition, detailed studies of electron beam divergence utilising Kα emission

have been made on the Vulcan laser, described by Green et al. [120] and Lancaster

et al. [122]. These investigations explored two distinct intensity regimes: 1) longer

pulse duration of τL = 5 ps (relevant for fast ignition [22]), resulting in a peak

laser intensity IL ∼ 4 × 1019 Wcm−2 - Green et al. [120]; and 2) short pulse

duration τL = 0.5 ps, with peak intensity IL ∼ 5 × 1020 Wcm−2 - Lancaster et

al. [122]. For metallic targets (Cu and Ti) of < 75 µm thickness, the electrons

were inferred to propagate through the targets with beam divergence half-angles

of 35◦ and 27◦, for Green et al. [120] and Lancaster et al. [122] respectively.

Finally, while Kα imaging provides spatial information of the X-ray source

(and thus electron beam), more detailed information can be obtained by spec-

trally dispersing the emitted X-rays. This provides information of other spectral
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Figure 4.1: Common techniques used to characterise fast electron transport in
solids: (a) transverse optical probing of transparent (i.e. glass) targets, where
opaque regions correspond to fast electron induced ionisation (extracted from
Gremillet et al. [113]); and (b) the principle of CTR, which is used to mea-
sure spatial features of the escaping fast electrons, displayed a measured CTR
(extracted from Storm et al. [124]).

emission lines which, in turn, can be used to obtain information on the fast elec-

tron beam temperature [123].

2. Optical probing

Optical probing of fast electron transport in solids has been employed to pri-

marily investigate the 2-D longitudinal electron transport profile. The technique

involves collecting a portion of the main pulse (to ensure that the probe and

main pulse are temporarily synchronised) and directing it across the target sur-

face along the transverse (i.e. side-on) direction. The probe beam is imaged onto

a CCD camera and the resulting images represent a time-resolved ‘shadowgram’

of the laser-induced plasma expansion profile. If probing occurs in a transparent

target (e.g. glass), the edge-on 2-D transport profile of the fast electrons is im-

aged. In addition, the time-resolved probe images can be temporarily varied by

incorporating a movable ‘time-slide’ into the beam-path before the target; adding
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or subtracting path length (i.e. by moving the time-slide) enables optical probing

to be performed at different time-steps.

One of the first implementations of optical probing to investigate fast electron

transport within solid-density targets was performed by Borghesi et al. [125],

where Al-coated glass targets were probed after ∼ 5 ps of irradiation by a pi-

cosecond laser pulse of intensity IL > 1019 Wcm−2. The resulting shadowgrams

revealed filamentary jet-like structures, evidenced by opaque regions (caused by

ionisation) within the transparent target. The observed tracks extended to 700

µm in length and ∼ 20 µm in width and, using 3-D particle-in-cell and 2-D

Vlasov-Fokker-Planck (VFP) hybrid codes, were inferred to be consistent with

fast electron induced ionisation of the glass target.

The first experimental investigation to demonstrate the importance of resistive

magnetic fields on fast electron transport was by Tatarakis et al. [126]. In this

work, plastic targets irradiated by laser pulses of intensity IL ∼ 1× 1019 Wcm−2

were optically probed and the resulting shadowgrams revealed an electron density

distribution within the ablated (i.e. target front-surface) plasma exhibiting a

minimum along the target normal direction. Additionally, a narrow plasma jet

was observed (after a few picoseconds) at the target rear-surface. Tatarakis et al.

attributed these features to the collimation of the fast electron beam within the

target by large magnetic fields

Another important study from around the same time was reported by Gremil-

let et al. [127], in which thick (> 400 µm) glass targets were irradiated by 350

fs duration pulses of peak intensity IL > 1019 Wcm−2, and subsequently opti-

cally probed at time-resolved steps between 1.2 - 3 ps after the laser irradiation.

The shadowgraphy measurements revealed two distinct electron populations: 1)

filamentary, jet-like structures (of hundred-micron length) propagating in the for-

ward direction; and 2) a hemi-spherical shaped ionisation front located near the

target front-surface moving slower than the jet-like fast electron channels, con-

sistent with Kα measurements obtained by Wharton et al. [61]. Moreover, the

observation of a high-velocity (∼ c) collimated electron beam structure suggests

the presence of strong magnetic-fields within the target.

77



Chapter 4: Methods

In addition to internal target probing, the divergence of the fast electron beam

has been characterised by Green et al. [120] and Lancaster et al. [122] using

shadowgraphy measurements of the plasma expansion at the target rear-surface,

in conjunction with Kα measurements. In these investigations, laser-irradiation

of < 75µm-thick metallic targets revealed an electron beam divergence angle of

up to θ1/2 = 56◦.

Moreover, transverse optical probing has also been used to measured a sig-

nature of annular transport in plastic targets. In this work, Norreys et al.

[110] irradiated 175 µm-thick Mylar targets (of transverse dimension 5 mm ×

5 mm) with intense picosecond duration laser pulses (of peak intensity IL =

5 × 1019 Wcm−2), and optically probed the rear-surface plasma expansion 200

ps after laser-irradiation of the target front-surface. The resulting shadowgrams

revealed a transition between a strongly collimated electron profile, which was

observed at intensities of IL = 1 × 1019 Wcm−2, to an annular electron pattern

at intensities of IL = 5× 1019 Wcm−2, with a 20◦ full-width divergence angle.

Recently, a new approach to rear-surface optical probing has been demon-

strated by Green et al. [128]. In this work, a chirped optical probe beam was

reflected from the target rear-surface and, exploiting the broad bandwidth of the

Ti:Sapphire laser used, a series of narrow-band interference filters were employed

to preferentially select specific wavelengths (and thus time-steps). This, in turn,

enables multiple time-resolved 2-D spatial measurements (with spatial resolution

of 6 µm and temporal resolution of 100 fs - 1.5 ps) of target rear-surface plasma

formation and expansion to be made on a single shot which can be used to infer

the fast electron transport properties.

3. Coherent transition radiation (CTR)

Another optical technique used to image the spatial profile of fast electrons prop-

agating through solids exploits the emission of transition radiation induced by

the most energetic (i.e. fastest) electrons escaping from the target rear-surface.

Transition radiation is emitted when a charged particle passes through a refrac-

tive index interface [129], as occurs when the fastest electrons escape from the
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target rear-surface into vacuum. For a single electron making this transition, the

emitted radiation is weak. However, ultra-intense laser-solid interactions pro-

duce a large number of fast electrons. The summation of the transition radiation

emitted by the many individual electrons provides a measurable signal.

Transition radiation can be divided into two components: 1) incoherent tran-

sition radiation (ITR); and 2) coherent transition radiation (CTR). ITR corre-

sponds to the summation of transition radiation produced by individual electrons,

while CTR is emitted when an electron beam (consisting of bunches acceler-

ated at 2ωL), exhibiting electron density modulations along the direction of its

propagation (i.e. longitudinally), crosses the rear-surface target-vacuum interface

[130, 131]. Due to each electron bunch containing a distribution of velocities, each

bunch disperses as it propagates through the target, reducing the coherency of

the beam. Thus the emitted CTR energy is sensitive to both target thickness and

the fast-electron beam temperature. A detailed discussion of transition radiation

is given by Ginzburg et al. [129].

The application of this technique to fast electron transport was first explored

by Santos et al. [132], in which aluminium targets of 400 µm thickness were irra-

diated by laser pulses of intensity IL ∼ 1019 Wcm−2 and the CTR radiation was

imaged onto a 12-bit CCD camera. The results revealed that the electron beam

inside the target propagated with a constant divergence half-angle of θ1/2 = 170.

In another study, Storm et al. [124] measured CTR from Al and Cu of several

tens-of-µm thickness under laser irradiation of intensity IL ∼ 1019 Wcm−2 and

reported the mean electron beam temperature and half-angle divergence to be

1.4 MeV and θ1/2 = 16◦, respectively. To support the experimental measure-

ments, 3-D hybrid-particle-in-cell simulations were used to reproduce the details

of the CTR images and it was found that this was only achievable when an initial

half-angle divergence of 560 was assumed. Electron beam collimation, induced by

self-generated resistive magnetic fields, was concluded to be responsible for the

difference between the initial divergence angle of θ1/2 = 56◦ and the experimen-

tally measured beam divergence half-angle of θ1/2 = 16◦.
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4.4 Using proton emission to characterise the

spatial properties of fast electron transport

While techniques involving X-ray emission and optical probing provide some in-

sight into the transport properties, there are a number of drawbacks. For example,

optical diagnostics are inhibited from probing overdense plasmas (i.e. above criti-

cal density) due to the target being opaque to the laser pulse. Moreover, the large

electric (and magnetic) fields produced within µm-thick targets largely confine

the majority of electrons (excluding the most energetic electrons which escape

into vacuum) to re-circulate within the target, which can make interpretation of

Kα emission data difficult. Furthermore, even time-resolved imaging of transition

radiation from electrons exiting the target rear surface does not resolve the spa-

tial features of the lower energy electrons that are confined to reflux within the

target.

In recent years, a technique used to particular success for characterising the

spatial properties of fast electron transport in solids is the measurement of pro-

ton emission from the target rear-surface [37–39, 133], in which the proton beam

arising from the action of the rear (i.e. non-irradiated) target surface electric

sheath-field is detected using a stack of radiochromic film (RCF). This technique

offers two key advantages: 1) it enables the time-integrated spatial characteris-

tics of the rear-surface electron sheath (which is the source of the accelerated ion

beam) to be measured which, in turn, enables the fast electron transport pattern

within the target to be inferred; and 2) protons used for the imaging (i.e. ∼

MeV) are predominantly accelerated by electrons in the mean energy region of

the fast electron spectrum, as described by Mora et al. [134], which are more

susceptible to be influenced by self-generated magnetic fields within the target

(see Chapter 3). By contrast, coherent transition radiation [132] arises from the

escape of the most energetic electrons from the target rear-surface, which are less

likely to be influenced by the self-generated fields within the target. Moreover,

since proton acceleration occurs at the local electric sheath-field surface, it has

been demonstrated [37] that spatial modulations of the electric sheath spatial-
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profile results in a corresponding modulation within the accelerated ion beam

beam spatial-profile for all proton energies (i.e. in each RCF layer). By com-

paring experimentally measured proton spatial-intensity profiles with analytical

modelling of sheath-field dynamics, and subsequent mapping into the accelerated

proton beam spatial profile, the fast electron transport within the target can be

inferred.

Previous work has shown that ions can originate from the front-surface [28]

and rear-surface [29] of solids irradiated by intense laser pulses, with some debate

as to the correct interpretation of when front or rear-surface acceleration domi-

nates. For example, Wilks et al. [31] theoretically and numerically showed that

rear-surface acceleration dominates for thicker (on the order of 100 µm-thick)

targets, while Gibbon [135] argued that front-surface acceleration dominates for

relatively thinner (i.e. few 10′s of micron thickness) targets.

In recent years, it has been experimentally demonstrated that the dominant

ion acceleration mechanism in thick targets (i.e. hundreds of µm), at the laser

intensities (i.e. IL > 5×1019 Wcm−2) explored in this thesis, is the target normal

sheath acceleration (TNSA) mechanism, which occurs at the target rear surface

see for example: Fuchs et al. [37]; Yuan et al. [136]; and Sentoku et al. [38].

Whereas for the case of thin (i.e. ∼ µm) and ultra thin (i.e. nanometer) targets

other ion acceleration mechanisms at the target front surface, driven by the colli-

sionless shock generated by the laser ponderomotive force, can contribute to the

measured ion beam profile, these mechanisms are not relevant to the thick tar-

gets (i.e. > 100 µm) and linearly polarised laser pulses used in the investigations

presented in this thesis.

4.4.1 Target Normal Sheath Acceleration (TNSA)

To explain TNSA qualitatively, a general description of the mechanism is out-

lined as follows. The interaction of an ultra-intense laser pulse (i.e. IL >

5 × 1019 Wcm−2) at the target front surface produces a source of hot, energetic

electrons. As discussed in detail in Chapter 2, the electron source properties (i.e.

energy spectrum and mean temperature) are determined by the incident laser
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parameters (e.g. laser intensity), pre-plasma properties (e.g. scale length) and

target properties. The fast electrons generated in the region of the focal spot

propagate into the target with a divergence half-angle θ1/2 ∼ 30◦ − 50◦ [137].

Within the target, the fast electrons are subject to a range of transport phenom-

ena, as discussed in detail in Chapter 3. Upon reaching the target rear-surface

vacuum boundary, the fast electrons can no longer draw a return current to en-

able them to propagate further forward and thus start to accumulate at the target

rear-surface. This generates a strong electrostatic sheath field which reflects the

remaining lower energy electrons back into the target. The sheath field extends

longitudinally over a Debye length (i.e. the distance over which an electric field

extends before being shielded − see Chapter 2). Note that once the reflected (i.e.

re-circulated) electrons reach the target front-surface, an electrostatic sheath field

is created there which acts to re-direct the electrons towards the rear-surface.

The electric field strength, Es, can be estimated from:

Es ≈
kBTe
eλD

∼ TVm−1 (4.1)

where kBTe ∼ MeV and λD ∼ µm.
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Figure 4.2: Acceleration of ions via the target normal sheath acceleration (TNSA)
mechanism. The TV/m field formed at the target rear-surface by the fast elec-
trons arriving there accelerates ions to multi-MeV energies, directed normal to
the local sheath field profile. The ion beam divergence is energy dependant and
is larger for lower energy ions and smaller for higher energy ions.

An electric field of this strength is sufficient to ionise atoms on the target

rear-surface (which originate primarily from a hydrocarbon contaminant layer),

and will subsequently accelerate ions to MeV energies over a distance of ∼ few

µm, in conjunction with driving rapid plasma expansion. The resulting ions

are preferentially accelerated according to their charge-to-mass ratio; ions with

higher ratios (e.g. protons) will be preferentially accelerated to higher velocities,

and thus stream ahead of heavier ions with lower charge-to-mass ratios (e.g.

carbon ions). Moreover, because the sheath is shielded over such a short distance

(i.e. Debye length - ∼ µm), only ions at the very front of the sheath layer

will experience the strongest field for the greatest duration. The resulting ion

trajectories are directed normal to the local orientation of the rear surface, in

addition to being directed normal to the time-dependant spatial-profile of the

electric sheath field. Thus, the spatial profile of the accelerated ion beam is
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imprinted with both the spatial characteristics of the local target rear-surface

and, importantly, the spatial profile of the electric sheath field driven by the fast

electron density spatial distribution. A schematic of this process is shown in

Fig. 4.2.

The acceleration of ions via the TNSA mechanism is a particularly complex

process that is dependent on a number of factors, such as: 1) front surface physics

(i.e. electron source properties − Chapter 2); 2) fast electron transport within

the target (see Chapter 3); and 3) sheath field evolution and plasma expansion at

the target rear-surface (in addition to ionisation and subsequent ion acceleration).

To enable a more quantitative understanding of TNSA, a number of analytical

and numerical models have been proposed [138–141]. One of the most widely

used models is the fluid approach developed by P. Mora [138].

The Mora model is a 1-D isothermal plasma expansion model which describes

plasma expansion into vacuum. Importantly, the model builds upon previous

isothermal expansion models [142, 143] by incorporating a charge-separation layer

(corresponding to the ion front) into the plasma expansion description. This en-

ables an analytical description of the temporal evolution of the peak electric field

to be obtained, where the accelerated ions gain energy from the fast electrons

and both species subsequently propagate into vacuum in a quasi-neutral plasma

‘cloud’ − energy is transferred from the electrons to the ions and the acceler-

ating field (which arises from the charge-separation layer) gradually decreases.

The Mora model has been particularly successful when applied to a wide vari-

ety of experimental conditions [144], including results obtained from experiments

performed on the Vulcan laser [32].

The Mora model is described as follows. After laser-irradiation, the fast elec-

trons generated at the target front-surface propagate through the dense plasma

before arriving at the target rear-surface, where the fastest electrons escape into

vacuum. At time t = 0, the ions (of density ni) are assumed to be initially cold

and at rest, with a step-like spatial density distribution (i.e. ni = ni0 for z ≤ 0

and ni = 0 for z > 0), representative of the target rear-surface, where ni0 is the

initial ion density, and z is the propagation direction. The electron density, ne(z),
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at the rear surface is assumed to take the form of a Boltzmann distribution:

ne(z) = ne0 exp

(
eΦ(z)

kBTe

)
(4.2)

where ne0 is the initial electron density (i.e. injected electron density) estimated

by ne0 = ηL→eEL/cτLπr
2
0kBTe , Φ(z) is the electrostatic potential generated as the

electrons exit the target and Te is the electron temperature. The atoms (arising

from hydrocarbon layers) are assumed to be field-ionised (see Chapter 2) and the

resulting plasma is quasi-neutral (i.e. ne = Zni, where ni is the ion density and Z

the ion charge). Charge separation occurs at the target rear-surface which acts to

generate the electrostatic field potential, Φ(z), which satisfies Poisson’s equation:

∂2Φ

∂z2
=
e(ne − Zni)

ε0
(4.3)

For t > 0 the electrons are assumed to be in thermal equilibrium, and thus

equations Eq. (4.2) and Eq. (4.3) are still valid. The subsequent plasma expansion

into vacuum is described using a fluid model, where the expansion dynamics are

governed by the equations of continuity (Eq. (4.4)) and ion equation of motion

(Eq. (4.5)):

(
∂

∂t
+ vi

∂

∂z

)
ni = −ni

∂vi
∂z

(4.4)

(
∂

∂t
+ vi

∂

∂z

)
vi = −

(
Ze

mi

)
∂Φ

∂z
(4.5)

where vi is the ion velocity and mi is the ion mass.

A key limiting feature of the Mora model is the prediction that the energy and

velocity of the ions indefinitely increase for increasing time; this prediction arises

from the assumption of isothermal expansion. Thus, an upper limit is defined for

the duration over which ion acceleration persists which, to first order, is given

by the laser pulse duration τL. However, as demonstrated both experimentally

and numerically by Fuchs et al. [144], for incident laser intensities greater than

3 × 1019 Wcm−2 the acceleration time is given approximately by tacc ≈ 1.3(τL +
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60 fs) [144].

Using the Mora model, the evolution of the electric field strength of the ion

front, Efront(t), the ion front position xfront(t), and ion front velocity, vfront(t),

can be derived:

Efront(t) =

(
2ne0kBTe
exp(1)ε0

1

1 + τ 2p

)1/2

(4.6)

xfront(t) ' 2
√

2eλD0

[
τp ln

(
τp +

√
τ 2p + 1

)
−
√
τ 2p + 1 + 1

]
(4.7)

vfront(t) ' 2csln
[
τp +

√
τ 2p + 1

]
(4.8)

where time is normalised to the ion plasma frequency, τp = ωpit/2exp(1), λD0 is

the initial Debye length and cs is the ion sound velocity.

The resulting maximum energy, Emax, gained by the ions can be calculated

using the equation derived by Mora [138]:

Emax =
1

2
miv

2
front ' 2ZkBTe

[
ln
(
τp +

√
τ 2p + 1

)]2
(4.9)

The proton energy spectrum is given by [138]:

dNion

dEion
=

(
ne0cstacc√

2EionZkBTe

)
exp

[
−
√

2Eion
ZkBTe

]
(4.10)

where Nion is the number of ions per energy Eion which extends up to the maxi-

mum proton energy at the ion front, given by Emax.

Despite the success of the Mora model, it is inherantly limited by idealistic ini-

tial conditions (i.e. Boltzmann distribution of electron energies) and generalised

assumptions (i.e. single electron temperature and isothermal expansion). Indeed,

work by Passoni et al. [145] investigated the influence of including two electron

populations (with different temperatures) in the expansion model and concluded

that a two-temperature electron model results in a larger peak accelerating field

that a one-temperature model. Moreover, the dynamics of the Mora expansion

model are in 1-D, and thus limited to resolving 1-D features such as the proton
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spectrum. To obtain a more complete picture of TNSA, multi-dimensional sim-

ulations must be performed utilising 3-D particle-in-cell (PIC - see section 4.5.2)

codes.

Ion beam characteristics

Ion beams produced via the TNSA process exhibit key characteristics which en-

able their use in a wide range of applications, from cancer therapy [146] to iso-

choric heating of matter [147]. An important feature of the beams is their high

particle number (i.e. ∼ 6× 1013 protons of ∼ MeV energy), which leads to rela-

tively high laser-to-proton energy conversion efficiencies of ∼ 15 % [148]. In addi-

tion, the beams also exhibit an energy-dependent divergence angle (i.e. opening

angle), where the highest energy ions are emitted with the smallest opening angle

and lower energy protons are emitted in larger opening angles (see Fig. 4.2). This

effect arises from the Gaussian-shaped spatial profile of the sheath field which is

due, in part, to the focal spot spatial-profile [149]. Thus, as the peak amplitude of

the field evolves spatially (and temporarily), lower energy protons originate from

larger radii while high proton energies are accelerated by the strongest region of

the electric field (i.e. at the centre of the Gaussian).

In addition, the source size of the ion beam has been shown to be energy

dependant, as demonstrated by Cowan et al. [33] and Roth et al. [150] (using

modulations in the proton beam arising from grooves imprinted onto the target-

rear surface), and Borghesi et al. [151] (using a mesh placed between the target

rear-surface and RCF stack). The resulting source size was determined to exhibit

a diameter of ∼ 100 µm and corresponding virtual source size (located a few

hundreds of µm in front of the target) of ∼ 10 µm. Moreover, it was highlighted

that the source size is derived from the early stages of the acceleration process

[151].

The beam emittance enables the source size and divergence of the proton

beam to be defined using the emission angle at a given transverse position. The

key property relevant to the results presented in this thesis is the efficient map-

ping of rear-surface groove patterns into the proton beam [152], which provides
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clear evidence that the accelerated proton beam possesses a high degree of lami-

narity (i.e. low emittance [33], where a high beam laminarity corresponds to the

accelerated proton beam paths (i.e. trajectories) being orientated parallel to each

other − they do not overlap). This important property of high laminarity means

that the structure of the electric sheath field is directly mapped into the spatial-

intensity profile of the accelerated ion beam, and is central to the experimental

results presented in this thesis.

4.4.2 Measuring laser-accelerated protons - stacked RCF

detector

In recent years, a number of techniques have been employed to measure the

spatial-intensity profile and energy spectrum of beams of ions accelerated from

the target rear-surface of solids irradiated by intense laser pulses, including con-

tact radiography [153] and Cu-activation [154]. However, due to it’s preferential

sensitivity to protons (when used in a stack configuration), together with it’s

relative ease of experimental implementation (and almost immediate information

retrieval), spatial and energy measurements of sheath-accelerated proton beams

is most often made using stacks of radiochromic film (RCF). RCF is a plastic

dosimetry film containing an organic, self-developing dye which turns blue when

irradiated by ionising radiation (preferentially sensitive to protons). The optical

density (OD) of the film is defined by:

OD = − log10

(
I

Ibd

)
(4.11)

where I is the intensity of a given pixel and Ibd is the maximum signal value for

a given bit depth (i.e. 65535 for a 16-bit scanner). The OD is directly correlated

with the incident radiation flux (i.e. dose), in which a higher dose corresponds to

a higher optical density (manifested by a darker blue colour on the RCF film).

There are a number of types of RCF available [155] which have been success-

fully fielded and characterised for laser-solid experiments. For the investigations

described in this thesis, RCF type HD-810 was used, the composition of which is
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Figure 4.3: RCF stack diagnostic: (a) composition of radiochromic film (RCF);
(b) typical experimental implementation of RCF to measure sheath-accelerated
proton beams; and (c) representative measurements of a TNSA proton beam.

displayed in Fig. 4.3 (a).

The implementation of RCF in a typical laser-solid interaction experiment

involves multiple layers of RCF interspersed with ‘filter’ layers, which are placed

at some distance behind (or in-front, if measuring protons accelerated from the

front-surface) the target, typically ∼ 3 - 7 cm to enable measurement of the

entire beam, positioned along the target normal axis and parallel to the target

rear-surface (see Fig. 4.3 (b), with an example proton spatial-intensity profile

displayed in Fig. 4.3 (c)). Additionally, each stack is wrapped in a thin (∼ 13

µm) Al layer to prevent heavier ions depositing energy in the RCF stack, in

addition to preventing optical exposure of the RCF to the main pulse.

Using stacks of dosimetry film to measure both the spatial and energy profile

of a laser-accelerated proton beam is possible due to the process by which ions

deposit energy in matter. In contrast to electrons or photons, ions deposit the

majority of their energy at the end of their propagation distance in a sharp peak
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Figure 4.4: Stopping range for protons of various energies (highlighted in the
legend) in Mylar, calculated using the SRIM (Stopping and Range of Ions in
Matter) code.

known as the Bragg peak. The depth of the Bragg peak is energy dependent

and thus low energy protons are stopped in the front layers of the stack, whereas

higher energy protons propagate deeper into the stack, stopping at greater depths.

Example stopping curve profiles for protons in a stack of Mylar (i.e. plastic)

as is typically used in an experimental configuration, is displayed in Fig. 4.4.

Using filters within the stack enables a range of proton Bragg peaks (and thus

beam energies) to be resolved due to the modification of the stopping profile for

increasing depth of material. In addition, using filter layers of different materiel

(i.e. Cu or Fe), and thus different stopping power, enables the measurement of

protons of an even greater range of energies. The proton stopping curves are

calculated using the SRIM (Stopping and Range of Ions in Matter) code [156],

which uses a Monte-Carlo algorithm to produce stopping range tables for a variety

of materials.

The information that RCF stacks provide is important for characterising the
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ion beam properties, electric sheath-field and fast electron transport properties.

Specifically, RCF provides the following information: 1) proton beam divergence;

2) proton energy spectrum; 3) Laser-to-proton conversion efficiency; and 4) proton

beam spatial-intensity distribution. These, in turn, provide information on the

sheath-field and fast electron transport properties.

One of the first studies exploring the origin of ring-like ion beam spatial profiles

from solids irradiated by intense laser pulses was by Clark et al. [28]. Using both

experimental measurements and simulations, Clark et al. concluded that the

observed ring structures were the result of front surface-accelerated protons being

deflected by large magnetic fields within the interior of the target (generated by

fast electrons). However, a comment by Gaillard et al. [157] challenged this

conclusion by pointing out that saturation effects on the ion detectors (i.e. CR-

39) can account for annular profiles. This comment was subsequently addressed

and corrected by Clark et al. [158].

The proton beam divergence is represented by cone half-angle θD, calculated

using θD = tan−1(rD/x) where x is the stack to RCF distance and rD is the radius

of the circle created by the proton beam spatial profile on the RCF. Moreover,

by fitting a circle to the proton beam profile and calculating the ratio of the

proton beam circumference to the circumference of the circular fit, the circularity

of the beam can be quantified. Importantly for the investigations presented in

this thesis, the uniformity of the proton beam can be quantified using statistical

methods (i.e. standard deviation and coefficient of variance - see Chapter 5).

To extract the proton energy spectrum, the following steps are performed.

First, a calibration of proton dose to optical density is performed for the specific

RCF type (in this case HD-810) used. This was performed by Dr. J. S. Green

using the MC40 cyclotron at the University of Birmingham. To maintain the high

spatial resolution of RCF (i.e. ∼ 1 µm) both the calibrated and experimentally

exposed film are scanned using a high-resolution optical scanner (Nikon CoolScan

3000), with a spatial resolution > 600 pixels/inch to ensure fidelity of the high

resolution film detail.

The total energy deposited, ET , within each RCF layer is calculated from the
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summation of the proton dose measured (using a conversion factor obtained from

the calibrated film), together with the mass of the RCF active layer contained

within each pixel:

ET = dLρL

N∑
i=1

(DiAi) (4.12)

where N is the total number of pixels in the region of scanned RCF for which

the proton dose has been calculated, Di is the proton dose deposited in the ith

pixel and Ai is the area of the ith pixel, dL and ρL are the thickness density,

respectively of the RCF active layer.

The proton energy spectrum is calculated using Eq. 4.12, assuming that the

dose contribution in a given RCF layer by higher energy protons is negligible and

that the protons stopped within each respective layer deposit all their energy

Np =
ET

EPK∆E
(4.13)

where Np is the number of protons stopped in a given layer, EPK is the central

Bragg peak proton energy for a given layer and ∆E is the energy difference due

to the thickness of the RCF layer (i.e. the energy difference between protons

stopped in the front and rear of the RCF active layer).

4.5 Numerical modelling

Experimental observations and measurements provide the foundation on which

an understanding of laser-solid interactions is built upon. However, the large

range of parameters (i.e. laser parameters and target composition) that govern

the physical processes necessitate the use of a variety of numerical tools to both

interpret experimental findings and to explore new ideas and directions for re-

search. While analytical models provide important details for predicting specific

scalings (i.e. proton energy with laser intensity) and understanding key concepts,

the extreme complexity of laser-solid interactions requires a more complete nu-

merical treatment. When these simulation tools are used in conjunction with
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Figure 4.5: Schematic of common numerical methods used in both plasma and
laser-plasma simulations (adapted from Gibbon [45]).

experimental data and analytical calculations, a rich description of the underly-

ing physical phenomena emerges.

Within the context of high-intensity laser-solid interactions, two approaches to

numerical simulation have been most widely used: 1) hydrodynamic (i.e. fluid);

and 2) kinetic (i.e. particle). In Fig. 4.5, the relationship between a range nu-

merical techniques is illustrated schematically (adapted from Gibbon [45]), dis-

playing the wide variety and scope of numerical methods − the kinetic theory

and macroscopic (i.e. fluid equations) paths are of particular relevance to laser-

plasma interactions. In addition, a key step has been highlighted which shows

the relationship between kinetic and fluid approaches when applied to a ‘hybrid’

code, as is used in the investigations presented in Chapters 5, 6 and 7.

Finally, it is also important to note that microscopic effects (i.e. at the molec-

ular level, corresponding to condensed matter physics and quantum mechanical
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effects) are simulated using molecular dynamics techniques (i.e. quantum molec-

ular dynamics (QMD) simulations - see Chapter 3). Simulations of this kind,

while not normally considered important for intense laser-solid interactions, can

in-fact play a defining role for conditions relevant to fast electron and applications

such as fast ignition, as will be demonstrated in Chapter 5, 6 and 7.

4.5.1 Hydrodynamic simulations: HELIOS

The hydrodynamic approach to modelling laser-solid interactions treats the plasma

as a fluid using the macroscopic variables of density, pressure and fluid velocity.

Hydrodynamic simulations are of particular use in simulating dynamic, large-

scale plasmas, particularly when strong collisions are expected to dominate the

plasma behaviour. Strong collisions occur when a particle undergoes many colli-

sions during the timescale of interest; an alternative description is that the mean

free path of a particle is small compared to the plasma dimension. For a col-

lisional plasma, the local particle distribution function can be approximated by

a Maxwellian distribution and the system is described as being in local ther-

modynamic equilibrium (LTE). By contrast, if collisions are weak (and thus the

electron distribution cannot be described by a Maxwellian), then the hydrody-

namic approach breaks down and the plasma must be treated kinetically (see

section 4.5.2).

Hydrodynamic simulations are governed by three key equations which are

solved for particle velocity, v, density, ρ, pressure, P , and total energy ε of the

system. The equations are defined by:

∂

∂t
+∇ · (ρv) = 0 (4.14)

ρ
∂v

∂t
+ ρ · (v · ∇)v = −∇P (4.15)

∂ε

∂t
+∇ · (v(ε+ P )) = 0 (4.16)
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In conjunction with these equations, an appropriate Equation of State (EOS) is

used, given by:

P = f

(
ε− 1

2
ρv2

)
(4.17)

The EOS can take the form of an ideal gas (i.e. P = (γ− 1)(ε− 1
2
ρ), where γ

is the ratio of the specific heat capacity at constant pressure to the specific heat

capacity at constant volume between the electrons and ions) or more sophisti-

cated models such as the SESAME tables [159] and QEOS model [160], which

combine experimental measurements with both analytical theory and numerical

simulations to generate wide parameter-range equation of state tables.

Although hydrodynamic codes do not directly include a laser (i.e. through

solving Maxwell’s equations), a laser is typically defined and incorporated into

the code as a heating source term (using a prescribed model). In addition, mag-

netic field dynamics are included (via Ohm’s law), which also act to determine

the electric field dynamics. In this case, the hydrodynamic code is known as a

magnetohydrodynamic (MHD) code.

Hydrodynamic codes are most commonly characterised due to the technique

employed to solve the fluid equations of motion (i.e. Eq. (4.14), Eq. (4.15) and

Eq. (4.16)). This can be either Eulerian and Lagrangian, which are determined

by the technique by which each code maps the fluid components to a simulation

grid. For a Eulerian code, the simulation grid is spatially fixed and calculates the

fluid variables at a given point in space for all times. By contrast, a Lagrangian

hydrodynamic code utilises a simulation grid which propagates with the fluid

flow, where each cell corresponds to a separate fluid element.

The hydrodynamic code utilised in the investigations presented in this the-

sis is the 1-D Lagrangian radiation-magnetohydrodynamics code HELIOS-CR

[51]. HELIOS solves the hydrodynamic equations − in Lagrangian form (i.e.

the spatial grid moves with the fluid, where electrons and ions are assumed to

be co-moving) − for a range of simulation geometries (i.e. planar, cylindrical,

and spherical). In addition, the code enables ‘targets’ (i.e. solids or plasmas)

to be composed of a single or multi-layer material by defining regions containing
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unique material properties. The evolution of the material’s properties are de-

scribed by EOS and opacity databases that are generated under the assumption

of local thermodynamic equilibrium (LTE), as well as those generated for non-

LTE plasmas. Moreover, pressure contributions to the hydrodynamic equations

come from electrons, ions, radiation, and from magnetic fields. Both the electron

and ion distributions are assumed to be Maxwellian, defined by their respective

temperatures, Ti and Te, and the energy transport can be treated using either a

one-temperature (Ti = Te) or two-temperature (Ti 6= Te) model.

Material EOS properties are based on either SESAME tables [159] or

PROPACEOS tables [51], and opacities are included through tabulated

PROPACEOS data. For inclusion of a laser source, the energy deposition is

calculated using an inverse Bremsstrahlung model, together with the condition

that the beam doesn’t propagate beyond the critical surface. In planar geometry

(i.e. that representative of a laser-solid experiment), laser light is transported

along a given trajectory with incidence angle θi. Other simulation geometries

can also be accounted for (i.e. spherical geometry, in which a multi-ray, conical

beam model is used to describe laser propagation [51]), but do not feature in the

investigations presented in this thesis.

Additionally, and key to the investigations presented in Chapter 7, HELIOS

also includes the capability to deposit energy into the plasma using ion beams,

utilising a Monte-Carlo algorithm to calculate the ion stopping profiles in con-

junction with a ray-tracing algorithm to determine the particle (i.e. ion) trajec-

tories. This enables the hydrodynamics (i.e. temperature and density profiles) of

proton-irradiated solids to be simulated.

4.5.2 Hybrid-PIC electron transport simulations: ZEPHY-

ROS

For laser-solid interactions, the most widely used simulation method is kinetic

simulations, which make few initial assumptions and approximations, and thus

can be envisaged as a ‘numerical experiment’, offering key insights into the laser-
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plasma interaction dynamics.

The most simple kinetic description of a plasma utilises a single particle veloc-

ity distribution, f(r,v). The distribution evolution is described using the Vlasov

equation which is given as:

∂f

∂t
+ v · ∂f

∂x
+ q

(
E +

v

c
×B · ∂f

∂p

)
= 0 (4.18)

where r is the spatial dimensions, E is the electric field, B is the magnetic field,

p is the momentum and v is the velocity.

The velocity distribution function f(r,v) is 6-dimensional (3 spatial and 3

velocity components) and therefore the general solution of Eq. (4.18) is practically

unsolvable for most realistic experimental conditions. Furthermore, even for 1D

simulation geometry, two or three velocity components are required to correctly

incorporate the electron motion and coupling to Maxwell’s equations, resulting

in a complicated 3-D or 4-D simulation code.

Over the years, the most popular method by which to numerically solve the

Vlasov kinetic equation is the Particle-in-Cell (PIC) technique [161]. In this

method, rather than solving Eq. (4.18) as it stands, the distribution function

is represented using discrete, statistically weighted particles, known as macro-

particles. Each macro-particle is described using a charge qi and mass mi and

are moved according to the Newton-Lorentz equation [45]:

d

dt
(γivi) = +

qi
mi

(
E +

vi

c
×B

)
(4.19)

where γi = (1− v2i /c2) and i = 1, ..., N is the number of macro-particles.

When the Vlasov equation (Eq. (4.18)) is solved using computational particles

(i.e. macro-particles), the resulting code is known as a collisionless PIC code. By

contrast, a collisional PIC code accounts for collisions by including Fokker-Planck

collisional operators (for electron and ion species) on the right hand-side of the

Vlasov equation, which can account for (to first order) effects such as resistivity

[38].
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Figure 4.6: Illustration of the particle-in-cell (PIC) algorthm.

The core PIC algorithm follows the steps outlined below, as shown schemati-

cally in Fig. 4.6.

Initially, the particles are moved using the Lorentz equation (i.e. Eq. (4.19)).

The density and current source terms (required to enable integration of Maxwell’s

equations) are obtained by interpolating the local particle positions and velocities

onto the simulation grid, given respectively by:

ρ(r) =
N∑
j=1

qjS (rj − r) (4.20)

J(r) =
N∑
j=1

qjvjS (rj − r) (4.21)

where S (rj − r) is a function which describes the shape of the macro-particle;

there are a variety of descriptions of the macro-particle shape, including spline

and ‘Cloud-in-Cell’, with each representing varying degrees of accuracy.
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Once ρ(r) and J(r) are defined at the simulation grid points, Maxwell’s equa-

tions are solved to obtain updated electric and magnetic fields. These updated

fields are then interpolated back to the particle positions, acting to push the par-

ticles via the Lorentz equation, thus completing the cycle for a single temporal

time-step. This process is then re-iterated for the required number of time-steps.

While PIC codes are extremely powerful in simulating a vast array of laser-

plasma interactions (i.e. electron acceleration [162] and harmonic generation

[163]), the method can become computationally expensive when applied to fast

electron transport in solids. Within this context, the key challenge is resolving

the large disparity in both spatial and temporal scales; a fully collisional PIC

code must resolve the cold electron Debye length (< nm) and plasma frequency

(< fs) to inhibit the onset of numerical artefacts (for example, numerical heating

[161]), while simultaneously resolving the fast electron propagation distance (∼

hundred µm), Debye length (∼ µm) and pulse duration (∼1 - 10 ps).

A model that has been widely used to address these issues is the so-called

‘hybrid’ code. In the context of laser-solid interactions and fast electron transport,

‘hybrid’ refers to the key feature of this technique; the background plasma is

treated as a fluid (i.e. hydrodynamically) while the fast electrons are treated

kinetically (i.e. via PIC algorithms, as outlined above). Hybrid-PIC codes can

be characterised by the method they use to solve Maxwells equations, typically

adopting one of two techniques: 1) explicit hybrid-PIC codes, in which a leap-

frog algorithm [161] is used; and 2) implicit hybrid-PIC codes, which employ an

alternate-direction iterative (ADI) [161] algorithm. While explicit hybrid-PIC

codes offer excellent capability at simulating electron transport in dense plasma

(i.e. solids), a key advantage of an implicit scheme is that low-density plasma

physics (i.e. laser-plasma interactions) can also be included in the simulation

[164].

In essence, a hybrid-PIC code circumvents the computational limitations of

a collisional PIC code by sacrificing a degree of accuracy to produce a reduced

model which is relatively quick to compute, and which only needs to resolve the

fast electron scale properties (i.e. propagation distance, Debye length and pulse
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duration). This is implemented by making a number of key assumptions.

The main assumption made is that the fast electron population number is

small in comparison to the background electron population number (i.e. nf � nb,

where nf is the number of fast electrons and nb is the number of the background

electrons). Note that despite the fast electron number being small in relation

the to the background electron number, the current density of the fast electron

population can be significant. Furthermore, hybrid-PIC codes also demand that

even in the absence of fast electrons, the fluid description of the background

plasma is valid on the spatial and temporal scales of interest. This means that

the very small length and time scales of the background plasma can be ignored,

and thus much larger simulation time-steps can be used enabling more realistic

simulations to be performed.

Additionally, if the fast electron population is small, then electrostatic (and

magnetostatic) arguments can be made for current neutrality to be conserved

(see Chapter 3):

jf + jb =
∇×B

µ0

(4.22)

where f denotes the fast electrons and b denotes the background electrons.

A hybrid-PIC code calculates the electric field via Ohm’s law, which in this

context is described by:

E = ηjb (4.23)

When coupled with current neutrality, and neglecting ∇×B contributions, this

becomes:

E = −ηjf +
η

µ0

∇×B (4.24)

→ E = −ηjf (4.25)

Using Ohms Law to describe the electric field reduces Maxwell’s induction
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equation, and thus a resistive magnetic field is generated as:

∂B

∂t
= η∇× jf +∇η × jf +

η

µ0

∇2B− 1

µ0

∇η ×B (4.26)

→ ∂B

∂t
= η∇× jf +∇η × jf (4.27)

While the background electrons are treated hydrodynamically, the fast electron

population is described kinetically utilising the Vlasov equation, which is solved

via the PIC method (as outlined previously). Additionally, collisions are included

using the Fokker-Planck collisional operators [165], which account for angular fast

electron scattering from background ions and electrons, together with drag gen-

erated by the background electrons, incorporated using a Monte-Carlo algorithm.

An important component of the hybrid-PIC method, and key to the results

presented in this thesis, is that the temperature-dependant resistivity must be

prescribed as an input parameter. This can be done using a theoretical model

(e.g. Spitzer model or Lee-More model), an empirically measured resistivity (i.e.

aluminium resistivity measured by Milchberg et al [90]) or using a combina-

tion of theory and simulation (i.e. QMD calculations coupled with the Kubo-

Greenwood equation − see Chapter 3). Although the resistivity is not calculated

self-consistently (unlike a purely kinetic model), the great strength of the hybrid

method is that it is relatively straight-forward to incorporate a resistivity model

that accounts for the ‘warm dense matter‘ regime (i.e. 1 - 50 eV, see Chapter 3).

This capability is fundamentally important for the results described in Chapters

5, 6 and 7.

A variety of hybrid-PIC codes have been developed in recent years, including

the first hybrid-PIC code applied to fast electron transport in solids by Davies et

al.[106], PARIS by Gremillet et al. [113], LSP [164] and PETRA [166]. For the

results presented in this thesis, the hybrid-PIC code ZEPHYROS is used, which

was written and developed by Dr A. P. L. Robinson, and has been employed

extensively [23, 39, 167] to simulate conditions relevant to fast electron transport

in dense plasma.
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Fast Electron Transport in

Carbon

5.1 Introduction

In this chapter, experimental results are presented that demonstrate the impor-

tance of the choice of target material in controlling sheath accelerated protons.

Example measurements of the spatial-intensity distribution of the beam of multi-

MeV protons accelerated from the rear surface of three different target materi-

als irradiated by an intense laser pulse are presented. Furthermore, a model is

developed to infer the initial two-dimensional (2D) fast electron density distri-

bution at the target rear surface, and hence the fast electron transport pattern

within the target, from the measured 2D proton beam dose distribution. The

model is applied to determine the fast electron transport pattern in diamond,

which produces an unusual proton beam profile - cusp-like intensity structures

at the centre of an otherwise smooth beam. Moreover, the results are compared

with previous investigations of fast electron transport in carbon [39] at higher

laser-drive intensities, and the electron transport properties are explained using

hybrid-PIC simulations together with an analysis of the resistive filamentation

instability growth rate. The results presented highlight the defining role that lat-

tice structure, and thereby electrical resistivity at low temperatures (i.e. ‘warm

dense matter’ regime), have in determining fast electron transport properties.
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5.2 Experiment

The experiment is performed using the Vulcan laser at the Rutherford Appleton

Laboratory, Oxfordshire. In this arrangement, the laser delivers 1.053 µm pulses

with an on target energy of 60 J and duration τL = 1 ps (full width at half

maximum, FWHM). The p-polarised pulses were focused to a FWHM focal spot

of 8 µm diameter. The resulting peak intensity is calculated to be 7×1019 Wcm−2.

The key diagnostic set-up was arranged in the configuration shown schematically

in Fig. 5.1. Three different target samples were used: silicon, single-crystalline

diamond and vitreous carbon, each of 300 µm thickness and lateral dimension

3 mm × 3 mm, with highly polished surfaces. While single-crystalline diamond

contains a highly ordered face-centred-cubic lattice structure, vitreous carbon

exists in a highly disordered (i.e. amorphous) structure and thus the experiment

explores differences in electron transport between the two extreme states. The

fast electron transport pattern inside the target is diagnosed by recording and

analysing the spatial-intensity profile of sheath accelerated proton beams using

passive stacks of 5 cm x 5 cm radiochromic dosimetry film (RCF) positioned 6

cm from the rear of the target, as shown in Fig. 5.1.
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Figure 5.1: Schematic of the diagnostic approach. A high power laser pulse is
focused (to a peak intensity equal to 7 × 1019 Wcm−2) onto the front surface of
the solid target. Fast electrons are generated in the focal region and propagate
through the target, creating a sheath layer, with a multi-TV/m field at the target
rear surface. The spatial-intensity dose distribution of the resulting beam of
accelerated protons is measured using a stack of dosimetry radiochromic film
(RCF).

The accelerated protons are produced as a result of an electrostatic sheath

field established at the target rear surface by the fast electrons originating in

the laser focal region at the target front surface. Due to the rapid nature of the

proton acceleration, any large spatial modulations in the sheath field strength,

resulting from modulations or instabilities in the fast electron density, and thus

the transport pattern, are mapped into the expanding proton beam intensity

distribution [37]. Therefore, by measuring the spatial intensity dose distribution

of the sheath accelerated protons, we can infer the electric sheath properties and

fast electron propagation dynamics.

Fig. 5.2 shows example experimentally measured proton spatial intensity pro-

files for (a) 300 µm-thick silicon, (b) 300 µm-thick diamond and (c) 300 µm-thick

vitreous carbon, all for peak laser intensity equal to 7 × 1019 Wcm−2. The ex-

ample proton profiles correspond to a proton energy of 5 MeV in all cases, with

similar features observed throughout the RCF stack (i.e. at all proton energies).
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Figure 5.2: Experimental results. Representative measurements of the spatial-
intensity dose distribution of protons (at an example energy of 5 MeV) for (a) 300
µm silicon (lower half of the proton beam), (b) 300 µm diamond, and (c) 300 µm
vitreous carbon. A small portion of the proton beam on the bottom-right in each
image is blocked. (d) Coefficient of variation of the proton dose as a function of
radius from the centre of the beam.
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The proton beam profiles are distinctly different for the three different target

materials. Importantly, the results emphasise the acute sensitivity of sheath-

accelerated protons to the different fast electron transport properties within the

three materials.

As shown in Fig. 5.2(a), the measured proton beam profile for silicon is circular

and highly uniform, reflecting smooth fast electron transport. The corresponding

measurement for vitreous (disordered, or glassy-like) carbon shows a highly struc-

tured beam intensity profile, with cusp-like features extending to the beam profile

edge (Fig. 5.2(c)). As discussed in McKenna et al. [39], this structure arises due

to filamentation of the fast electron beam during propagation through the target,

giving rise to multiple hot-spots in the fast electron density distribution at the

target rear-surface, and thus multiple regions of high proton emission within the

sheath. The proton front from these sources overlap downstream in the detector

plane giving rise to the measured cusp-like features across the beam. Interest-

ingly, the measurements with diamond, as shown in Fig. 5.2(b), for the same

laser drive parameters, including peak intensity of 7× 1019 Wcm−2, produces an

unusual proton beam distribution with a fairly circular profile and uniform dis-

tribution at large radii, but with strong cusp-like structure at the centre. Repeat

laser shots were taken on each of the target materials and the results are fully

reproduced.

To quantify the degree of structure or variation across each proton beam, the

coefficient of variation of the dose (converted from optical density) across each

RCF image is calculated. The coefficient of variation Cp quantifies the percentage

statistical variation (standard deviation σp) in the proton beam dose relative to

the mean Mp of the sampled region, as follows:

Cp =
σp
Mp

× 100 (5.1)

For multiple angles Nθ = 90, in the lower left quadrant of each proton beam

profile, Cp is calculated in sampling regions of 30 × 30 pixel dimension. The

mean across the Nθ angular selections is calculated, giving the mean coefficient
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of variation, CMp, at a given radius, r, as:

CMp(r) =

∑Nθ
k=1Cp(k, r)

Nθ

(5.2)

where k = 1, 2, ..., Nθ. The calculation is then performed as a function of

radius from the beam center, to quantify the proton beam dose variation radially

across the beam profile. Higher values of CMp correspond to regions of strong

dose variation or structure.

This analysis is performed on the measured proton beams for each target

type, for the three examples shown in Fig. 5.2(a - c), and the results are shown

in Fig. 5.2(d). The error bars correspond to statistical variations across multiple

angular samples, with large error bars indicative of angular inhomogeneity in

the proton beam dose profile and small error bars corresponding to regions of

high angular homogeneity. The resulting structure-radius profiles reflect what

is visually observed in each 2D proton dose profile measurement. A low dose

variance value is obtained for silicon and a high value for vitreous carbon for all

radii. In the case of diamond, the structure or degree of dose variation at the

centre of the beam is similar to the vitreous carbon, but with increasing radius

the variation decreases to a value more similar to silicon.

Given that lattice structure has been identified as playing an important role

in defining fast electron transport patterns [39], it is particularly interesting to

compare the proton beam profiles for diamond and silicon, which both have the

same diamond-cubic lattice structure. As a starting point, the unusual case of

diamond is investigated: a smooth proton beam with structure limited to the

beam centre. This will provide a basis for exploration of the underlying transport

physics, described later in this chapter.

5.3 Analytical modelling

The analytical model developed to investigate the 2D mapping of the fast elec-

tron density distribution into the spatial-intensity distribution of the beam of

accelerated protons builds upon previous work reported in [39, 133, 136]. By
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performing a systematic investigation of various initial fast electron density and

hence electric field profiles, their subsequent spatial and temporal evolution, and

the final mapping into the 2D proton profile at the detector, it is found that the

proton beam spatial-intensity distribution measured for the diamond targets is

explained by an annular fast electron beam with a filamented electric sheath field

distribution.

The electric field profile and final proton spatial-intensity distribution are

calculated as follows. First, an initial sheath diameter, d0, equal to ∼300 µm

is assumed for the fast electron beam arriving at the target rear surface. This

corresponds to ballistic transport of the fast electrons through the L = 300µm

thick target, with the inital sheath diameter d0 given by:

d0 = 2L tan θ1/2 (5.3)

where tan θ1/2 is the effective half angle of divergence, equal to 26◦ [120, 124].

Fast electron transport is typically not ballistic due to the effects of self-generated

fields, but an ‘effective’ transport angle, which averages over differences in local

beam divergence within the target, is found to provide a good approximation of

the beam transport - see for example Coury et al. [137]. A 2D spatial grid of

cell dimensions 1000 x 1000, with 1 µm cell resolution, is defined to represent the

rear target surface. The 2D sheath grid is populated with ns = 30 ‘sub-sheaths’

to represent individual filaments, each assigned a random relative field strength

of Ri, normalised between 0 < Ri < 1.

As reported in McKenna et al. [39], the cusp-like features across the full proton

beam for the case of vitreous carbon results from a random distribution of these

filaments across the sheath surface, as expected from the stochastic nature of fast

electron beam filamentation within the target. However, for the interesting case

of the diamond measurement shown in Fig. 5.2(b), we find that we can reproduce

the measured proton beam spatial-intensity profile only when the filaments are

arranged in an annular pattern and furthermore when there is some degree of

asymmetry in the distribution.

The filaments are positioned in a circle of diameter d0 centred on x = y =
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0. The spatial-intensity profile of each filament is described using a Gaussian

function fi(x, y, t):

fi(x, y, t) = Riexp

(
−
((

(x+ xi)
2)

2W 2
i

)
+

(
(y + yi)

2)

2W 2
i

)))
(5.4)

where Wi(t) is the expanding Gaussian half width with i = 1, 2, ..., ns.

Wi(t > 0) = Wi(t−∆t) + v⊥(t)∆t (5.5)

The transverse expansion velocity v⊥ across the 2D grid is initially set to c in

agreement with previous studies of sheath expansion for similar laser conditions

[168, 169]. The value of v⊥ decreases exponentially with time, with 1/e = 1.6 ps,

consistent with optical probe reflectometry measurements of sheath expansion

[170]:

v⊥(t) = c

(
0.94 exp

(
− t

1.6ps

)
+ 0.06

)
(5.6)

The sheath field spatial distribution is calculated in 100 fs temporal steps as it

expands over the predefined 2D grid for a total duration of 2 ps. The magnitude

of the field, E0.G(t), increases with the rising Gaussian temporal profile, G(t), of

the laser pulse to a maximum value E0 at tp ≈ τL. Thereafter, the field strength

follows an exponential decrease with 1/e = 1.6 ps.

G(t) = exp

(
−4ln(2)(t− tp)2

τ 2L

)
; [t < tp] (5.7)

G(t) = exp

(
−(t− tp)

1.6ps

)
; [t > tp] (5.8)

The annular group of filaments evolve as individual subsheaths and spread radi-

ally along the target rear surface with velocity v⊥, gradually coalescing to form

a total electric sheath field F (x, y, t):

F (x, y, t) =
ns∑
i=1

fi(x, y, t) (5.9)
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The spatial and temporal evolution of the sheath field magnitude, E(x, y, t), is

calculated using:

E(x, y, t) = E0G(t)F (x, y, t) (5.10)

To produce protons for acceleration by this field, a uniform layer of hydrogen is

defined on the target rear surface and the electric sheath field E(x, y, t) ionises the

hydrogen, via field ionisation. The resulting protons are accelerated at each time

step by the evolving electric sheath field. The expanding ion front is calculated

from the local electric sheath field profile, and the protons are accelerated in

the direction normal to this ion front. Finally, the protons are translated from

the target grid to detector grid using polar coordinates to extrapolate the local

gradients from the ion front surface into the angular mapping of the protons. The

detector plane is defined as a 6 cm × 6 cm spatial grid positioned 6 cm from the

target rear surface (i.e. equal to the distance between the target and RCF stack

in the experiment).

Two example results from the modeling are shown in Figs. 5.3 and 5.4. The

first case, Fig. 5.3, involves a ring of filaments while the second case, investigating

a uniform annular sheath profile (i.e. without filamentary structures), is shown

in Fig. 5.4.
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(a) (b) (c)

(d) (e)

Figure 5.3: Analytical modelling of sheath field dynamics for an annular ring of
filaments. (a), (b) and (c) show results for the time evolution of the log10 sheath
field (Vm−1) at time steps of 300 fs, 700 fs and 1000 fs respectively. (d) shows
the 3-D proton acceleration front, the local gradients of which give rise to the
final 2-D proton spatial profile shown in (e).

In Figure 5.3(a), (b) and (c) we plot the electric sheath field at time intervals of

300 fs, 700 fs and 1000 fs. Fig. 5.3(d) shows the final proton acceleration front and

Fig. 5.3(e) shows the resulting proton beam spatial-intensity distribution. The

initial ns = 30 filaments, of 1 µm FWHM width, merge after 300 fs (Fig. 5.3(a))

into a ring spatial profile of diameter ∼ 400 µm. This annular structure then

radially expands with velocity v⊥ until the peak electric field strength at the

peak of the laser pulse (i.e. at tp ≈ τL = 1000 fs), shown in Fig. 5.3(b) and (c)

for 700 fs and 1000 fs respectively. The final ion front is shown in Fig. 5.3(d)
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and reflects the spatial uniformity of the accelerating surface which generates

the final proton spatial-intensity profile shown in Fig. 5.3(e). This profile is in

good agreement with the experimentally measured beam for diamond, displayed

in Fig. 5.2(b). The protons accelerated by the fast electron hot-spots in the ring

superimpose to produce cusp-like structures at the center of the beam, whereas

the beam intensity profile is relatively smooth at large radii, and the overall beam

is quite circular. The edges of the initial annular distribution, which have the

largest field gradients, are maintained throughout the temporal evolution. Since

the protons are accelerated normal to the local gradients at the sheath surface,

these large spatial field gradients produce large divergence angles in the proton

beam, which creates the relatively high degree of circularity in the final beam

profile.

As in Fig. 5.3, Fig. 5.4(a), (b) and (c) correspond to the electric sheath field

at time intervals of 300 fs, 700 fs and 1000 fs respectively, while Fig. 5.4 (d) shows

the final proton acceleration front and Fig. 5.3(e) gives the resulting proton beam

spatial intensity distribution. Fig. 5.4 reveals that an annular profile without

filamentary structure gives rise to a cylindrically symmetric proton beam spatial-

intensity profile containing a ring-like feature within it.
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(a) (b) (c)

(d) (e)

Figure 5.4: Analytical modelling of sheath field dynamics for a uniform ring. (a),
(b) and (c) show the log10 sheath field (Vm−1) at time steps of 300 fs, 700 fs
and 1000 fs respectively. (d) shows the 3-D proton acceleration front, the local
gradients of which give rise to the final 2-D proton spatial profile shown in (e).

To compare the model calculations of proton beam uniformity with the experi-

mentally measured proton distributions, the previously described radial statistical

analysis is performed on the model result in Fig. 5.3(e). The results are shown

in Fig. 5.5 alongside the corresponding experimental profile for diamond (from

Fig. 5.2(b)). Good quantitative agreement is found. Whilst there are some dif-

ferences in the statistical variation between the experimental and model proton

beams at certain radii, particularly between 0 cm and 0.5 cm, the overall features

of the experimental result are well reproduced.
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Figure 5.5: Coefficient of variation of the proton beam intensity as a function
of radius. Good overall agreement is obtained between the model calculations
(Fig. 5.3(e)) and experiment (Fig. 5.2(b)).

The different proton beam spatial-intensity profiles result from differences in

the fast electron transport patterns within the target. As it propagates, the fast

electron beam is subject to a number of different transport instabilities and the

effects of self-generated fields. In a recent investigation, reported in McKenna

et al. [39], performed at a higher peak laser intensity (2× 1020 Wcm−2) smooth

proton beams were obtained for diamond targets (across the full proton beam

area) and structured beams were measured for vitreous carbon. The difference

between the two results was explained by the higher resistivity of vitreous carbon

at relatively low temperatures of 1-50 eV. The differences in resistivity of the two

carbon targets was attributed to the different degree of ordering of the carbon

ions (i.e. the lattice structure). The distinctly different proton beam profile

measured with diamond for the lower peak laser intensity (7 × 1019 Wcm−2) in

the present work points to a different fast electron beam transport pattern within

the target. Therefore, the underlying electron transport physics underpinning
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(a) Diamond (b) Vitreous carbon

Figure 5.6: Configuration of: (a) ordered diamond lattice structure; and (b)
amorphous vitreous carbon structure. Reproduced with permission of Dr M. P.
Desjarlais, Sandia National Laboratory.

these experimental observations is now investigated.

5.4 Numerical simulations

Firstly, the properties of the two extreme lattice structure states examined in

this study (i.e. diamond - tetrahedral lattice; Fig. 5.6(a), and vitreous carbon

- amorphous structure; Fig. 5.6(b)) are explored and differences in resistivity

between the two materials in their transition from cold-solid, through warm dense

matter state to eventual hot plasma are evaluated. Crucially, it is the ionic

structure of the material which determines the resistivity-temperature profile in

the transient warm dense matter regime.

First, the ionic structure of each carbon allotrope is simulated. These simula-

tions were performed by Dr M. P. Desjarlais of Sandia National Laboratory. The

ionic configurations are calculated using quantum molecular dynamics (QMD)

simulations utilising the plane-wave density functional code VASP [91, 92]. The

atomic configurations of each allotrope were obtained by performing the DFT

simulations at a fixed temperature of 300 K, corresponding to the ionic structure
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at room temperature. Next, the electronic temperature was varied from 0.025 to

20 eV in subsequent static Kubo-Greenwood conductivity calculations [85] using

the previously sampled atomic configurations at 300 K.

Fig. 5.7 shows the resulting resistivity as a function of temperature for both

carbon allotropes. Diamond (blue curve in Fig. 5.7) is strongly insulating at

room temperatures due to the large energy separation (i.e. band gap) between

its valence and conductance bands. However, the electrical resistivity decreases

sharply with temperature as soon as the electrons are ionised above the material

band gap. The dip in the diamond resistivity represents ionisation of the 2s-shell

electrons. By contrast, the resistivity of vitreous carbon, which is relatively low

at room temperature, drops only weakly with increasing temperature. In the

transient WDM regime (∼10 eV), the electrical resistivity of diamond is nearly

two orders of magnitude less than that of vitreous carbon. At temperatures

greater than ∼100 eV the resistivity decreases for both materials, representing a

transition to a Spitzer resistivity.
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Figure 5.7: Calculations of the resistivity of carbon. The blue curve is the ab
initio QMD calculation coupled with the Kubo-Greenwood equation for diamond
while the black curve is the same calculation performed for vitreous carbon.

The origin of the effect of ionic ordering on electrical conductivity is un-

derstood by considering the electron mean free path, which fundamentally de-

termines the shape of the resistivity-temperature curve in the transient, non-

equilibrium WDM regime. If the ions are in an amorphous, disordered state

(i.e. vitreous carbon) then electrons scatter incoherently from the lattice sites,

resulting in an electron mean free path that is limited to the mean interionic

distance which results, in turn, to a high resistivity. Conversely, if the ions are in

a well-ordered geometric lattice (i.e. the face centred cubic diamond lattice) then

coherent scattering of the electrons occurs, resulting in constructive interference

of the scattered electron wave functions from multiple lattice sites. This gives rise

to a mean free path considerably longer than the mean interionic distance. Thus,

for an ordered arrangement of ions the material resistivity is lower than for a dis-
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ordered material of the same atomic element, and similar density. At very high

temperatures (> 100 eV) the scattering cross sections decrease with increasing

mean electron energy - typical of Coulomb scattering processes as the material

transitions to a plasma state - and hence the resistivity decreases regardless of

ionic ordering.

To explore the effect that lattice ordering has on the propagation of fast

electrons, the calculated resistivity-temperature profiles from Fig. 5.7 are incor-

porated into a 3D hybrid-PIC code, specifically the ZEPHYROS particle-based

hybrid code [23, 167] to investigate fast electron propagation in each target ma-

terial. ZEPHYROS uses a particle-in-cell treatment for the fast electrons and a

static fluid background for the cold target, closely following the original hybrid

method developed by J. R. Davies [106]. A 200 µm ×400 µm ×400 µm simula-

tion box was used, with 1 µm cell resolution. The laser-to-fast electron conversion

efficiency was set to 0.3, with laser pulse duration of 1 ps and laser wavelength

of 1 µm, matching the experimental parameters. The number of macroparticles

was set to 200 million, with the electron injection half angle set to 50◦ and an

initial target temperature of 1 eV. A relativistic Maxwellian distribution of elec-

tron energies was used with mean temperature equal to 1.3 MeV and 6.2 MeV, for

simulations at peak laser intensities equal to 5×1019 Wcm−2 and 5×1020 Wcm−2

respectively.

Fig. 5.8 shows the hybrid-PIC simulation results. Fig. 5.8(a) and (b) corre-

spond to fast electron density plots at 1.4 ps for intensities of 5×1019 Wcm−2 for

diamond and vitreous carbon respectively, while Fig. 5.8(c) and (d) represent sim-

ulations at 5× 1020 Wcm−2, again for diamond and vitreous carbon respectively.

Firstly, electron transport in vitreous carbon produces a fast electron beam that

is strongly filamented at both intensities (see Figs. 5.8(b) and (d)), which in turn

will result in a structured proton beam spatial intensity profile, as demonstrated

both in this study and in previous work (see Fig. 5.2(c) and [39]). Interestingly,

diamond produces different transport properties upon changing the laser-drive in-

tensity between 5×1019 Wcm−2 and 5×1020 Wcm−2. From Fig. 5.8(a) note that

the fast electrons propagate in a beam with many small filaments, with highest
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Diamond Vitreous carbon

5× 1019 Wcm−2

5× 1020 Wcm−2

(a) (b)

(c) (d)

Figure 5.8: Hybrid-PIC simulation results. (a) and (c) show the x-y midplane
plots of the log10 fast electron density(m−3) at 1.4ps after irradiation of diamond
by a laser pulse of intensity 5 × 1019 Wcm−2 and 5 × 1020 Wcm−2 respectively.
(b) and (d) corresponding simulation results for vitreous carbon irradiated with
a peak laser intensity of 5× 1019 Wcm−2 and 5× 1020 Wcm−2 respectively.
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electron densities located in the centre of the beam (correlating with the experi-

mental measurement - see Fig. 5.2(b)). Conversely, increasing the laser intensity

to 5× 1020 Wcm−2 produces a smooth electron transport profile, similar to that

reported both experimentally and numerically in [39].

5.5 Resistive instability growth rate

To explain the response of the fast electron transport pattern to target resistivity,

specifically to the magnitude of the resistivity in the transient warm dense regime,

together with the effect of laser-drive intensity, the resistive filamentation growth

rate of both diamond and carbon is calculated using a linear resistivity analysis,

based on the work of Gremillet et al. [113] and Robinson et al. [114].

In this model, specific assumptions are made: 1) the fast electron beam is

initially uniform in the transverse direction; and 2) the background material

exhibits constant resistivity. Furthermore, the fast electron beam is assumed to be

mono-energetic and uniform in the x-direction and have infinite extent in both the

x-direction and y-direction. While these assumptions are not fully representative

of the complex transport properties (i.e. the target will exhibit temperature and

therefore resistivity gradients in multiple directions), the simplified model enables

the salient features of fast electron transport in materials with different resistivity

to be demonstrated. Firstly, the fast electrons are given a fluid description. The

subsequent linearised fluid equations are [114]:

∂n1

∂t
+ nf,0

∂uy,1
∂y

= 0 (5.11)

∂uy,1
∂t

=
eux,0Bz

γme

(5.12)

∂Bz

∂t
= eux,0η

∂n1

∂y
(5.13)
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Solutions are then sought of the following form:

n1 = nf,0N(t)cos(kpy) (5.14)

uy,1 = U(t)sin(kpy) (5.15)

Bz = B(t)sin(kpy) (5.16)

where kp = 2π/λ is the wavenumber of the perturbation. Combining these equa-

tions together results in a single ordinary differential equation (ODE) for N :

∂3N

∂t3
− αN = 0 (5.17)

where:

α =
e2u2x,0nf,0k

2
pη

γme

(5.18)

This has the solution:

N = N(0) exp(α1/3t) (5.19)

Thus, the electron beam is unstable to an exponentially growing filamentation

mode governed by exp(α1/3t).

If the calculation is repeated assuming that the beam has a small but finite

transverse temperature (i.e. energy) spread, denoted by Tf,⊥, then:

∂3N

∂t3
+ β

∂N

∂t
− αN = 0 (5.20)

where

β =
k2peTf,⊥

γme

(5.21)
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Figure 5.9: Resistive instabilitiy growth rate as a function of wavenumber for: (a)
vitreous carbon; and (b) diamond, for various transverse electron temperatures.

This also has an exponentially growing mode (exp(Γt)), where [114]:

Γ = (α/2 +
√
D)1/3 − (

√
D − α/2)1/3 (5.22)

and D = (β/3)3 + (α/2)2. The growth rate is evalulated using appropriate pa-

rameters corresponding to the experimental conditions. Firstly, the fast electron

density and velocity are estimated as nf,0 = 1026 m−3 and ux,0 ≈ c respectively.

Furthermore, over the temperature range of 1- 50 eV, the vitreous carbon target

has a resistivity of approximately ηvit = 4× 10−6 Ωm, whereas for diamond this

is approximately ηdia = 2× 10−7 Ωm.

Using these values, the growth rate Γ is calculated as a function of kp for

both materials. In addition to the previous values, γ = 14 (corresponding to

an intensity of 5 × 1020 Wcm−2). The results are shown in Fig. 5.9(a) and (b),

for vitreous carbon and diamond respectively, for various values of transverse

electron temperature Tf,⊥.

The concept of ‘e-folding’ is used to describe the trends in Fig. 5.9(a) and (b),

defined as the parameter values over which the magnitude of an exponentially

varying quantity changes by a factor of e. In the calculations described, the

exponentially varying quantity Γ varies with perturbation wavenumber kp.
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It is found that the resistive filamentation grows at a rate of approximately one

e-folding per 10 fs for vitreous carbon for lower transverse temperatures (black

line in Fig. 5.9(a) - corresponding to Tf,⊥ = 20 keV). For higher transverse tem-

peratures (for example Tf,⊥ = 100 keV - blue line in Fig. 5.9(a)) the growth rate

will still have an e-folding time of less than 100 fs. Conversely, in the case of dia-

mond there will be one e-folding per 100 fs, even for low transverse temperatures

(black line in Fig. 5.9(b) - corresponding to Tf,⊥ = 20 keV). Therefore, for fast

electron transport driven by a picosecond laser, the filamentation has little time

to develop in the case of diamond and thus strong filamentation is expected in

vitreous carbon but little (or no) filamentation in diamond. Importantly, these

calculations were performed for an intensity of 5 × 1020 Wcm−2. Also note that

although a maximum resistive instability growth rate has been predicted by other

authors [113], the simple model applied here does not fully reproduce this fea-

ture, although a saturation value is achieved for all cases explored. This most

likely arises due to the simplified assumptions used (i.e. constant resistivity and

transverse beam temperature).

Next, the resistive filamentation growth rate is calculated for both carbon al-

lotropes at two intensity values: γ = 14 (corresponding to an intensity of 5×1020

Wcm−2) and γ = 4 (corresponding to an intensity of 5× 1019 Wcm−2), while fix-

ing the transverse temperature at Tf,⊥ = 20 keV. Correlating with Fig. 5.9, the

calculations (shown in Fig. 5.10) reveal that the resistive filamentation growth

rate is much greater for vitreous carbon (red lines in 5.10) than for diamond

(black lines in 5.10). Taking vitreous carbon, the time for one e-folding of the

resistive filamentation instability is of the order of a few tens of femtoseconds for

both intensities, which means that strong filamentation should occur for electron

transport driven by a picosecond laser pulse — this is what is observed experi-

mentally (see Fig. 5.2(d)) and in the hybrid-PIC simulations presented in Fig. 5.8

at both 5× 1019 Wcm−2 and 5× 1020 Wcm−2. By contrast, the e-folding time for

diamond is approximately a few hundred femtoseconds, and therefore the beam

is much less likely to filament for a picosecond duration pulse.

Interestingly, the effect of reducing the laser intensity is to increase the re-
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Figure 5.10: Resistive instabilitiy growth rate as a function of wavenumber for
vitreous carbon (red solid and dotted lines) and diamond (black solid and dotted
lines) for two intensity regimes: 5 × 1019 Wcm−2 - dotted lines and 5 × 1020

Wcm−2 - solid lines.

sistive filamentation growth rate in both allotropes. To explore the intensity

dependence of the filamentation growth rate in more detail, the growth rate is

calculated as a function of laser-drive intensity between the range of 1 × 1018 -

1 × 1021 Wcm−2, while defining Tf,⊥ = 20keV and kp = 1 × 104 m−1, for both

allotropes.

The result of this calculation, shown in Fig. 5.11, highlights the variation of

the filamentation growth rate as a function of intensity for both allotropes. For

vitreous carbon, increasing intensity results in an overall decrease in the filamen-

tation growth rate. While diamond exhibits a similar trend, the overall reduction

is not as significant as that in vitreous carbon. Nevertheless, reducing the laser-

drive intensity to 5 × 1019 Wcm−2 from 5 × 1020 Wcm−2 gives rise to an overall

reduction of the resistive filamentation growth rate of approximately 35%. This

may account for the increase in beam filamentation observed both numerically

(via the hybrid-PIC simulations - Fig. 5.8) and experimentally (Fig. 5.2(b)) for
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Figure 5.11: Resistive instability growth rate as a function of laser intensity for
vitreous carbon (red line) and diamond (black line).

diamond at the lower intensity case of 5× 1019 Wcm−2.

5.6 Conclusions

To conclude this chapter, firstly a model has been developed to investigate the

mapping of the initial 2D fast electron density distribution at the target rear

surface into the spatial-intensity distribution of the beam of accelerated protons.

This model takes account of the fast electron sheath field evolution, field ionisation

and expansion, and projection of the resulting proton front to the detector plane.

Building on a recent fast electron investigation [39], measurements of proton beam

spatial-intensity distributions for three example targets are presented. The case

of diamond, irradiated at a peak intensity equal to 7×1019 Wcm−2, is selected due

to the unusual feature of structure occurring only at the centre of an otherwise

smooth proton beam profile, and the analytical model is applied to infer the initial

fast electron density distribution at the target rear surface. The measured beam
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profile is reproduced using an annular fast electron density distribution with a

filamentary structure.

In addition, results are presented that demonstrate the role that lattice struc-

ture has in defining electron transport properties. By performing numerical sim-

ulations, utilising a hybrid-PIC code, on two allotropes of carbon, diamond and

vitreous carbon, the important role that material lattice structure has in defining

fast electron transport is established. Furthermore, the effect of both low tem-

perature resistivity and laser-drive intensity is investigated using an analytical

model of the resistive filamentation instability. These results show the impor-

tance of considering lattice structure, and thereby low temperature resistivity, in

fast electron transport, as well as the key role that laser-drive parameters have in

defining electron beam transport properties. The role of both low temperature

resistivity and laser-drive parameters are investigated in more detail in Chapter

6.

Finally, investigations of fast electron transport in silicon revealed that, while

possessing the same lattice structure as diamond, for the same laser-drive inten-

sity strikingly different fast electron transport properties are produced; a smooth

proton beam rather than the centrally-located caustic structures present in di-

amond. This further demonstrates the role that cold material properties have

in fast electron transport. In the following chapters, fast electron transport in

silicon will be explored in greater detail.
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Fast Electron Transport in Silicon

6.1 Introduction

In the preceding chapter, it was demonstrated that the material’s lattice structure

in a transient state of warm dense matter, at temperatures in the range 1-100 eV,

is a key factor in defining the resistivity and thus in determining the fast electron

beam pattern.

The influence of resistivity in the 1-100 eV temperature regime (i.e. low tem-

perature resistivity) has been acknowledged but largely overlooked in fast elec-

tron transport research. Particle-in-cell and hybrid-PIC simulations of intense

laser-solid interactions often assume a high initial target temperature (∼100 eV)

where the Spitzer formula adequately describes the resistivity. This is usually

implemented using a collisional particle-in-cell model [38], which calculates the

resistivity through field ionisation and collisions of plasma particles, resulting in

a resistivity which varies as η ∼ Z/T 3/2. However, the Spitzer model is only

applicable for fully ionised, non-degenerate plasmas and is not valid below tem-

peratures of ∼100 eV. In an ultraintense laser solid interaction, the target’s elec-

trons transition from room temperature (0.025 eV) to plasma temperatures on a

femtosecond timescale, while the temperature of the ions increases over a much

longer (typically tens of picoseconds) timescale. Furthermore, during ultraintense

laser irradiation (for laser parameters typical of the investigations in this thesis),

only the first ∼10 µm of a solid density target is heated to a sufficiently high
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temperature to be accurately described by the Spitzer resistivity [80]. Beyond

∼10 µm, the temperature varies between 1 and 100 eV and hence the fast elec-

trons propagate through matter in which the resistivity cannot be described by

the Spitzer model.

Since the transport of high currents of fast (MeV) electrons in solids (created

by ultra-intense laser irradiation of a solid target) underpins a number of impor-

tant applications, there has been significant effort devoted to optimising control

of the electron beam transport - recent work has included the use of target en-

gineering [167, 171] and multiple laser pulses [172]. Additionally, an ability to

completely change the fast electron beam transport pattern could fundamentally

alter the implementation and realisation of applications such as fast ignition-ICF

and tailored ion beams for use in medicine and industry.

In this chapter, the role that low-temperature resistivity has in defining new

fast electron beam transport patterns is investigated. The chapter is organised

as follows: in the section 6.2, the influence of low-temperature resistivity on

fast electron transport is investigated and the extent to which the choice of re-

sistivity model influences the predicted beam transport properties is revealed.

Specifically, the case of silicon is explored and it is shown that resistively gen-

erated magnetic fields arising from the low-temperature (few eV) region of the

resistivity-temperature profile define the global fast electron transport proper-

ties. In section 6.3, using a hybrid-PIC code, the influence of the laser-drive

parameters on the properties of fast electron transport in silicon is investigated

numerically. Moreover, the potential ability to optically tune and tailor the elec-

tron beam transport pattern through variation of laser pulse duration, energy

and focal spot size is demonstrated and discussed.

6.2 Part 1 - The role of low temperature resis-

tity in defining fast electron transport

Within the context of fast electron propagation in solids, previous work has

demonstrated that a range of physical phenomena depend strongly on target re-
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sistivity; for example electric-field inhibition [97], resistive transport instabilities

[113] and self-generated resistive magnetic fields [107]. As previously highlighted,

although the overall importance of target resistivity in defining fast electron beam

transport is widely acknowledged, the influence of resistivity at relatively low tem-

peratures (i.e. from room temperature to ∼50 eV) has been largely unexplored.

This is due mainly to the fact that many experimental studies [38] have been per-

formed with relatively thin targets, in the tens-of-micron range, where resistivity

is adequately described by the Spitzer resistivity [80]. For fast electron transport

investigations over longer distances (i.e. thicker targets ≥40 µm), for which less

heating of the bulk target occurs, the resistivity evolution at lower temperatures

must be accounted for.

In this section, it is demonstrated that completely new types of fast electron

transport patterns can be created by a more accurate understanding and control

of the target resistivity-temperature profile at low temperatures. This is illus-

trated by predicting, using 3D-hybrid-PIC modelling, and then experimentally

verifying a signature of annular fast electron beam transport in silicon. Moreover,

through detailed comparison with the hybrid-PIC simulations, it is concluded that

this transport pattern arises due to resistive magnetic fields generated by a dip

in the resistivity-temperature profile at a few eV. Furthermore, the results pre-

sented demonstrate the importance of properly accounting for low-temperature

resistivity in investigations of fast electron transport.

6.2.1 Simulations

To begin with, the influence that the choice of resistivity model has on fast

electron transport is explored by performing simulations for silicon using three

different resistivity-temperature models, shown in Fig. 6.1.
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Figure 6.1: Calculations of the resistivity of silicon as a function of temperature
for three resistivity models: Black - ab initio QMD calculations coupled with the
Kubo-Greenwood equation; Red - the Lee-More model; Blue - the Spitzer model.

The first resistivity model utilised is the widely-used Spitzer model [80] (Fig. 6.1

- blue line), which describes the resistivity of a high temperature and fully ionised,

non-degenerate plasma. The second model investigated is the Lee-More model

[79](Fig. 6.1 - red line), which is a wide-range density-temperature resistivity

calculation developed to provide an analytical correction to the Spitzer resis-

tivity model at low temperature (∼1-10 eV). The calculation is based upon the

Thomas-Fermi ionisation model [173] but, crucially, does not account for the effect

of material lattice structure on resistivity, and is therefore of limited validity in

describing the resistivity of insulator-conductor (and semiconductor-conductor)

transitions. A more accurate determination of the low-temperature resistivity

of silicon is achieved using ab initio quantum molecular dynamic (QMD) simula-

tions, based on density functional theory (DFT). The Vienna Ab initio Simulation

Program (VASP), a plane-wave DFT code [91, 92], is used to perform the QMD

calculations. These simulations were performed by Dr M. P. Desjarlais of Sandia
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National Laboratory. To produce the resistivity-temperature profile, shown as

the black line in Fig. 6.1, the silicon atomic configurations were obtained by per-

forming the DFT simulations at a fixed temperature of 300 K, corresponding to

the ionic structure at room temperature. Next, the electronic temperature of the

electron sub-system was varied from 0.025 to 20 eV in subsequent static Kubo-

Greenwood conductivity calculations [85] using the previously sampled atomic

configurations at 300 K. As shown in Fig. 6.1, the three resistivity profiles differ

greatly at temperatures below 50 eV.

The form of the QMD-Kubo-Greenwood resistivity-temperature profile in the

low-temperature regime is important, as will be demonstrated below, and is un-

derstood in the following way. The minimum at ∼3.5 eV in the QMD-Kubo-

Greenwood profile corresponds to excitation and ionisation of the outer valence

electrons above the silicon bandgap of 1.12 eV. This produces an increase in the

number of charge carriers in the conduction band and an overall reduction in

the resistivity. Thereafter, the resistivity rises to peak at ∼50 eV. This tem-

perature represents a transition from electron-phonon scattering to electron-ion

collisions, with the subsequent resistivity peak corresponding to a minimum in

the electron mean free path. Due to the rapid nature of the heating driven by

the ultrashort fast electron bunch, the background electrons are heated, but the

ions, temporarily (on picosecond timescales) remain cold and retain their initial

lattice structure, justifying our choice of sampling the atomic configurations at

300 K in the DFT simulations. The highly ordered face-centred cubic diamond

crystal structure of silicon influences the electron mean free path and therefore

the material resistivity in the warm dense state [39]. As the temperature in-

creases beyond ∼50 eV, ionisation processes begin to dominate, and scattering

cross sections decrease with increasing mean electron momentum, giving rise to

the Spitzer resistivity as the material transitions to an ionised plasma.

To investigate how sensitive fast electron beam transport is to low-temperature

resistivity, simulations are performed using the QMD-Kubo-Greenwood, Lee-

More and Spitzer resistivity-temperature models incorporated into the 3D particle-

based hybrid code ZEPHYROS [23, 167]. ZEPHYROS treats the fast electrons
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using a PIC algorithm (i.e. kinetically) and the background (cold) target using

a hybrid, fluid approximation, as in the original hybrid method developed by

Davies [106]. Key to the description of the background material, and crucial to

this investigation, is the prescription of a resistivity-temperature profile − this

feature of the hybrid-PIC method is exploited by incorporating the resistivity-

temperature calculations of Fig. 6.1 as an input parameter in the simulations. A

200 µm × 400 µm × 400 µm simulation grid is used, with a cell resolution of ∆X

= ∆Y = ∆Z = 1 µm. The laser-to-fast electron energy conversion factor is set to

0.3, with a laser pulse duration of 1 ps and wavelength equal to 1 µm. The total

number of macro-particles is set to 2×108 (2×107 macro-particles are injected at

each timestep), with the electron injection half-angle set to 50◦ [137]. In all cases

the initial target temperature is set equal to 1 eV, except for simulations involving

the Spitzer model. In this case, the target temperature is initialised at 100 eV

to circumvent electron transport inhibition problems in the simulation, arising

due to the large resistivity values at low temperatures. A relativistic Maxwellian

distribution of electron energies is used with mean temperature equal to 1.3 MeV

and 6.2 MeV, for simulations at peak laser intensities equal to 5 × 1019 Wcm−2

and 5×1020 Wcm−2, respectively. These temperatures are determined from pon-

deromotive scaling [65]. The temperature evolution of the resistivity is prescribed

through the calculated resistivity curves for each model, as described above and

shown in Fig. 6.1. Example simulation results are shown in Fig. 6.2.

The fast electron population is injected at the left side of the simulation box,

which represents a laser-spot focal region, centred at [X, Y, Z] = [0, 0, 0], and

propagates in the X-direction. Snapshots of the fast electron density in the [X, Y]

plane at Z = 0 (i.e. cut-away side view) and in the [Y, Z] plane at X = 200 µm (i.e.

the target rear surface) are shown for four given sets of simulation parameters.

Figs. 6.2(a - b), (c - d) and (e - f) correspond to the use of the Spitzer, Lee-

More and QMD-Kubo-Greenwood resistivity-temperature profiles, respectively,

for electron beam parameters corresponding to a fixed laser intensity equal to

5× 1020 Wcm−2. Figs. 6.2(g - h) is the corresponding result for the QMD-Kubo-

Greenwood case at a lower laser intensity of 5× 1019 Wcm−2.
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Figure 6.2: Hybrid-PIC simulation results showing log10 fast electron density
maps (m−3) in the [X-Y] mid-plane and rear surface [Y-Z] plane, 1.4 ps after laser
irradiation: (a - b) Spitzer; (c - d) Lee-More, and (e - f) QMD-Kubo-Greenwood
models; all for peak intensity equal to 5 × 1020 Wcm−2. (g - h) Corresponding
simulation result for the QMD-Kubo-Greenwood resistivity-temperature calcula-
tions at 5× 1019 Wcm−2.
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Comparing the results for the three different resistivity models, it is clear that

three distinctly different fast electron transport patterns are obtained. Using the

Spitzer model, with an initial target temperature of 100 eV (noting that all three

resistivity models converge to the same resistivity at high temperatures), results

in smooth electron transport and a relatively uniform fast electron density distri-

bution at the target rear side (Fig. 6.2(a - b)). As previously stated, the Spitzer

model is not valid at WDM temperatures. Test simulations at an initial starting

temperature of 1 eV resulted in an unphysical high magnetic field strength (due

to the orders of magnitude higher resistivity at the lower temperature - blue line

in Fig. 6.1) in the region of the electron source, which prevents beam propagation.

As shown in Fig. 6.2(c - d), the Lee-More model correction to the Spitzer resistiv-

ity at low temperature results in strongly filamented fast electron beam transport,

leading to a highly non-uniform and structured rear-surface fast electron distri-

bution. In contrast, the Kubo-Greenwood approach, which includes the QMD

simulations of low temperature resistivity, produces a distinctly different electron

transport profile. A hollowing of the fast electron beam is produced (similar to

that described in reference [109]), resulting in an annular fast electron density at

the target rear surface, as shown in Figs. 6.2(e - f). Moreover, it is observed that

the beam hollowing effect is dependant upon laser intensity. Fig. 6.2(g - h) shows

corresponding simulation results for an order of magnitude lower laser intensity,

5 × 1019 Wcm−2, for which relatively smooth beam transport occurs, with no

spatial modulations or annular features in the fast electron density distribution

at the target rear surface. Moreover, note that there is evidence of the seeding

of the beam hollowing effect at X = 40 µm at both intensities, but in the lower

intensity case this modulation does not develop during beam propagation deeper

into the target.

6.2.2 Experiment

The numerical demonstration of remarkably different electron transport proper-

ties upon variation of both the resistivity model employed and peak laser-drive

intensity requires experimental verification. To do this, the Vulcan laser (Target
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Area Petawatt, TAP) at the Rutherford Appleton Laboratory, UK, is utilised.

The laser delivers pulses of 1.055 µm wavelength light, in a (0.8 ± 0.2) ps dura-

tion (full width at half maximum, FWHM) pulse with a maximum pulse energy

(on target) of 300 J. The Vulcan pulse is directed to the f/3 off-axis parabolic

mirror by a turning mirror of one metre diameter, and the p-polarised pulses

are focused onto the target front surface at an incident angle of 33◦, producing

a measured 4.5 µm diameter (FWHM) spot. This produces a calculated peak

intensity of 6.8× 1020 Wcm−2.

The targets used in the experimental investigation are silicon of 300 µm-

thickness, lateral dimensions of 3 mm × 3 mm and highly polished surfaces (to

minimise the production of structure in the proton beam arising due to spatial

structures on the target rear-surface [149]). The fast electron transport patterns

within the targets are diagnosed by employing measurements of the spatial-dose

distribution of the beam of protons accelerated by the sheath field established

by the arrival of the fast electrons at the target rear surface [37, 39, 133]. A

magnified schematic of this arrangement is shown in Fig. 6.3 (as discussed in

Chapter 4). Since the 2-D fast electron density profile is mapped into the sheath

field, it is therefore directly mapped into the intensity distribution of the resulting

proton beam. The spatial-dose distribution is measured at discrete proton energy

values, determined by the Bragg peak deposition in each layer, by using a stack

of dosimetry film (radiochromic film, RCF). The RCF stack is positioned 6 cm

from the rear surface of the target and centred on the target normal.

Additionally, the focal spot spatial profile is characterised and the 2D spatial-

intensity map and corresponding horizontal lineout are displayed in Fig. 6.4(a)

and (b) respectively. Previous work [37, 149] has demonstrated that the spatial-

intensity profile of the laser focus can be directly mapped into the fast electron

beam pattern, and thus imprinted into the accelerated ion beam spatial distribu-

tion. Therefore, by ensuring that the laser spot at best focus exhibits a Gaussian

spatial profile, the resulting proton spatial profile can be attributed to electron

transport properties inside the target alone.

The proton spatial profiles across a range of peak laser-drive intensities are
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Figure 6.3: Key proton diagnostic schematic. The ultraintense Vulcan pulse, of
peak intensity 6.8× 1020 Wcm−2, is focussed onto the front surface of the silicon
target samples. A large current of relativistic electrons are produced which prop-
agate through the target. Reaching the target rear surface, they create an electric
field sheath layer, with typical field strengths of multi-TV/m, which ionises the
rear-surface and accelerates ions. The spatial profile of the fast electron transport
is mapped into the electric sheath distribution, which in turn is mapped into the
accelerated ions. The spatial-intensity dose distribution of the resulting beam
of accelerated protons is measured using a stack of dosimetry radiochromic film
(RCF)

compared. For brevity, representative proton beam dose profiles are selected at

a proton energy of 7.3 MeV and are displayed in Fig. 6.5(a - c) as a function of

peak laser intensity between the range of 6× 1019 Wcm−2 and 6.8× 1020 Wcm−2

(respective laser pulse energies of 26 J and 300 J). Note that this is for a fixed

value of the other laser parameters i.e. pulse duration and focal spot radius -

the influence of pulse duration and focal spot radius on fast electron transport in

silicon is explored numerically in part 2. The smooth proton beam measured at

6×1019 Wcm−2, Fig. 6.5(a), is indicative of smooth electron transport within the

target. The slight intensity enhancement in the beam centre may be indicative

of the onset of structure, either filamentation or ring-like distributions, in the

fast electron beam. As the peak laser intensity is increased to 4 × 1020 Wcm−2,
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Figure 6.4: Focal spot spatial-intensity distribution of the Vulcan laser: (a) 2-D
intensity map of the laser-spot at best focus and (b) corresponding horizontal
lineout of the spatial profile.

Fig. 6.5(b), the overall size of the beam grows and ring-like structures start to

form within the beam, close to the centre. At the highest intensity accessible,

Fig. 6.5(c), a clear annular-profile is measured in the proton beam distribution.

From these results, it is concluded that the fast electron beam transport pattern

is sensitive to the peak laser intensity and that a ring-like pattern emerges at the

highest intensity accessible, in agreement with simulation results with the QMD

Kubo-Greenwood model, shown in Figs. 6.2(e - h).

It is important to note that the features displayed in the example protons

beam measurements in Fig. 6.5 are representative of spatial features that are

present at all energies in the proton beam (i.e. throughout the RCF stack). By

way of example, Fig. 6.6 displays the full proton beam profile for the highest

intensity explored (6.8× 1020 Wcm−2) across a range of proton energy (from 1 to

22.1 MeV).

137



Chapter 6: Fast Electron Transport in Silicon

−20 0 20

20

0

−20

Z [mm]

Y
 [
m

m
]

(a)

−20 0 20

20

0

−20

Z [mm]

Y
 [

m
m

]

(b)

−20 0 20

20

0

−20

Z [mm]

Y
 [
m

m
]

(c)

Figure 6.5: Representative example measured proton spatial-intensity distri-
butions at a proton energy of 7.3 MeV for peak laser intensity equal to: (a)
6× 1019 Wcm−2; (b) 4× 1020 Wcm−2; and, (c) 6.8× 1020 Wcm−2.

For lower proton energies (i.e. 1 - 3 MeV) the proton dose is at the highest

value − the annular structure is present but largely obscured due to the very high

proton dose (see Fig. 6.6(a)). At higher proton energies, the annular structure

is clearly visible, as evidenced by the proton beam profiles at both 9.4 MeV

and 22.1 MeV (Fig. 6.6(e) and (f) respectively). Interestingly, the ring structure

accounts for the highest proton dose region for each beam energy. This indicates

that the annular proton beam was produced by the region of the sheath field

possessing the greatest electric field strength, which in turn indicates that the

ring was generated by the region of the fast electron beam containing the highest

current density. This point is important when the mechanism which induces the

formation of the annular transport pattern is explored, described below in section

6.2.3.

138



Chapter 6: Fast Electron Transport in Silicon

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]

(a) 1 MeV

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]
(b) 3.2 MeV

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]

(c) 5.6 MeV

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]

(d) 7.3 MeV

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]

(e) 11.1 MeV

−20 0 20

−20

−10

0

10

20

Z [mm]

Y
 [

m
m

]
(f) 20 MeV

Figure 6.6: Example experimentally measured proton beam, giving energy and
spatial characteristics of the beam. The observed annular feature is present
throughout the stack, from lower proton energies ((a) 1 MeV) to much higher
proton energies ((f) 22 MeV).

To enable a more direct and comprehensive comparison between the exper-

imentally measured proton beams and the numerically simulated fast electron

transport patterns from Fig. 6.2, the analytical model used to investigate fast

electron transport in carbon allotropes (see Chapter 5) was employed. The model,

which computes the evolution of the 2-D electric sheath field, the proton front

and the projection of the resulting beam of multi-MeV protons onto the detector

plane was developed and modified such that the initial 2-D electric field distribu-

tion is calculated using the rear-surface fast electron density distribution results

from the ZEPHYROS simulations.

139



Chapter 6: Fast Electron Transport in Silicon
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(e) (f) (g) (h)

Figure 6.7: Analytical model calculations of the proton spatial distribution re-
sulting from the rear-surface fast electron density distributions from the ZEPHY-
ROS simulations. (a, e) 5 × 1019 Wcm−2 QMD-Kubo-Greenwood profile; (b, f)
5 × 1020 Wcm−2 QMD-Kubo-Greenwood profile; (c, g) 5 × 1020 Wcm−2 Spitzer
profile; (d, h) 5× 1020 Wcm−2 Lee-More profile

For clarity, the rear-surface fast electron density profiles (from Fig. 6.2) are re-

plotted in Figs. 6.7(a - d). Below them, in Figs. 6.7(e - h), is the corresponding

analytically calculated proton beam spatial-intensity distributions arising from

the fast electron density maps for the Kubo-Greenwood resistivity model applied

to the low and high intensity cases, and the Spitzer and Lee-More resistivity

models applied to the high laser intensity simulation results, respectively. Con-

sidering the Spitzer result (Figs. 6.7(c) and (g)) first, the predicted proton beam

is smooth, with a uniform spatial distribution resulting from the uniform electric

sheath profile calculated from the hybrid simulations. Interestingly, a distinctly

different proton spatial profile is predicted using the Lee-More model (at a peak

laser intensity of 5× 1020 Wcm−2): the highly disrupted and filamented fast elec-

tron beam profile (Fig. 6.7(d)) results in an irregular proton beam with strong

cusp-like structures within it, as shown in Fig. 6.7(h). Proton beams with this

type of structure, driven by a filamented fast electron density distribution at the
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Figure 6.8: (a - b) Representative example measured proton spatial-intensity
distributions at 7.3 MeV for peak laser intensity equal to: (a) 6 × 1019 Wcm−2;
and (b) 6.8 × 1020 Wcm−2. (c - d) Analytical model calculations of the proton
beam spatial distribution resulting from the ab initio QMD Kubo-Greenwood
simulations at (d) 5× 1019 Wcm−2; and (f) 5× 1020 Wcm−2.

target rear surface, were observed in vitreous carbon and described in detail in

Chapter 5.

For a closer comparison between the experimentally measured proton beams

and the simulation predictions, the simulation cases in closest agreement with the

experimental results are focussed on − the ab initio QMD Kubo-Greenwood resis-

tivity calculation at peak laser intensities of 5×1019 Wcm−2 and 5×1020 Wcm−2.

Displayed in Fig. 6.8, excellent qualitative agreement is found between the

experimental and analytical results for the lower laser intensity (Figs. 6.8(a) and

(c) respectively), for which smooth electron transport results in a uniform proton

beam. Excellent agreement is also found between the experimental and simulated

proton beams at the higher laser intensity, displayed in Figs. 6.8(b) and (d) re-
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spectively. In this case, the annular fast electron beam observed in the simulations

results in a ring-like structure in the proton beam, correlating closely with what

was measured experimentally: a clear annular-profile in the proton beam distri-

bution. Furthermore, these proton beam measurements contrast sharply with

the distinctly different proton beam profiles, without annular features, which are

predicted using the fast electron density distributions simulated with the other

resistivity-temperature profiles.

6.2.3 The mechanism inducing annular transport

To understand why low-temperature resistivity plays such an important role in

defining fast electron transport patterns, the way in which evolving temperature,

and therefore resistivity, gradients subsequently lead to magnetic field patterns

which strongly influence electron propagation is explored. The growth rate of the

self-generated, resistive magnetic field is described by:

∂B

∂t
= η∇× jf +∇η × jf (6.1)

where jf is the fast electron current density and η is the target resistivity. The

first term on the right hand side of Eq. (6.1) produces an azimuthal magnetic

field which forces electrons towards regions of high current density. The resulting

pinching action can, in principle, both collimate the beam [107] and lead to

filamentation if seeded by non-uniformities in the current density across the beam.

The second term arises from resistivity gradients in the target and generates a

field that pushes electrons towards higher resistivity regions [109]. As described

by Davies [109], the latter effect can lead to a hollowing of the fast electron beam.

In this scenario, as the beam density is initially centrally peaked (following a

typical Gaussian laser-spot profile), the highest collisional return current is drawn,

and therefore the largest degree of target heating occurs, on-axis. As the beam

propagates into a region of the target in which resistivity decreases with increasing

temperature (the Spitzer regime is considered by Davies [109]), the target becomes

less resistive on-axis than at larger radii, which could lead to beam hollowing if
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the field due to the second term in Eq. (6.1)) exceeds the collimating effect of the

field due to the first. For this investigation of fast electron transport in silicon, it

is found to be the dip in the QMD-Kubo-Greenwood resistivity profile (Fig. 6.1)

at low temperatures, centred at ∼3.5 eV, combined with the action of the second

term in Eq. (6.1) which is a key factor in inducing the observed annular structure.

To illustrate this, the hybrid-PIC simulations are examined in greater detail,

specifically focussing on the temperature, magnetic field and resistivity profiles.

In Fig. 6.9, example ZEPHYROS hybrid-PIC simulation results are displayed

of silicon target heating and resulting magnetic field generation (all at an ex-

ample time step of 1.4 ps after the start of the laser pulse) using the QMD

Kubo-Greenwood resistivity profile. Figs. 6.9(a) and (c) respectively represent

2-D temperature and corresponding magnetic field maps at a laser drive intensity

of 5 × 1019 Wcm−2, while Figs. 6.9(b) and (d) show the corresponding temper-

ature and magnetic field profiles for a laser drive intensity of 5 × 1020 Wcm−2

respectively.
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(a) (b)

(c) (d)

Figure 6.9: Hybrid-PIC simulation results using the QMD-Kubo-Greenwood
resistivity-temperature model (outputs all at an example simulation time equal
to 1.4 ps after the start of the laser pulse): (a - b) log10 2-D target tempera-
ture map (in eV) with selected isothermal contours for the 5× 1019 Wcm−2 and
5 × 1020 Wcm−2 cases respectively; (c - d) 2-D map of magnetic flux density
(BZ component in Tesla), for the 5 × 1019 Wcm−2 and 5 × 1020 Wcm−2 cases
respectively, showing a reversal in magnetic field direction inside the edge of the
beam.

144



Chapter 6: Fast Electron Transport in Silicon

−100 0 100
0

5

10

15

20

25

Y [µ m]

T
e

m
p

e
ra

tu
re

 [
e

V
]

 

 

5x10
19

Wcm
−2

5x10
20

Wcm
−2

(a)

−100 0 100
1

1.5

2

2.5

3

3.5

4

x 10
−7

Y [µ m]

R
e

s
is

ti
v
it
y
 [

Ω
 m

]

 

 

5x10
19

Wcm
−2

5x10
20

Wcm
−2(b)

3.5eV

Figure 6.10: Hybrid-PIC simulation results using the QMD-Kubo-Greenwood
model (outputs all at an example simulation time equal to 1.4 ps after the start
of the laser pulse). Transverse (a) temperature, and (b) resistivity, profiles at
50 µm depth for 5 × 1019 Wcm−2 and 5 × 1020 Wcm−2. Dashed vertical lines
for both laser intensity cases illustrate that a dip in the resistivity profile, which
seeds beam hollowing, arises at a temperature of about 3.5 eV.

Examining the low intensity case (i.e. 5 × 1019 Wcm−2 - Fig. 6.9(a)) first,

it is found that there is substantial heating (up to several hundred eV) in the

region immediately in-front of the laser focus (i.e. over the first ∼20 µm of the

target). At greater depths, beyond ∼30 µm, the temperature falls rapidly and,

at around 40 µm depth, has reduced to a value of ∼8 eV. The spatial tempera-

ture profile also reveals the onset of a lobe-like structure, located at the edge of

the 10 eV isotherm, suggesting the onset of beam hollowing. The heating profile

extends deeper into the target as evidenced by the extension of the 3 eV isotherm
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to ∼60 µm. The corresponding magnetic field profile, shown in Fig. 6.9(c), is

generated by the resistivity gradients produced by the temperature gradients in

Fig. 6.9(a). Interestingly, the 2-D magnetic field profile reveals the strong col-

limating magnetic field component enveloping the fast electron beam together

with the hollowing field component, arising at a depth of ∼30 µm. Importantly,

however, the magnitude of this hollowing component is significantly less than the

collimating, ‘pinching’ component. The balance between these two sources of re-

sistive magnetic field growth are key to producing annular fast electron transport,

as is discussed below.

Next, the 2-D temperature map of the high intensity case of 5× 1020 Wcm−2,

displayed in Fig. 6.9(b), is explored. In this case, the induced heating extends

much deeper into the target than the 5×1019 Wcm−2 intensity case. For example,

the 3 eV isotherm extends to a depth of ∼90 µm while the 10 eV isotherm

propagates to ∼55 µm. A ‘spiked’ spatial profile, emerging towards the edge

of the electron beam, is also observed, indicative of strong beam hollowing. The

magnetic field profile which arises from these temperature, and thereby resistivity,

gradients is shown in Fig. 6.9(d). As in the low intensity case (Fig. 6.9(c)), there is

a strong collimating magnetic field component which encases the electron beam.

However, in contrast to the low intensity case, the hollowing field component,

seeded at depth of ∼40 µm and generated just inside the edge of the collimating

field, exhibits a field magnitude that is comparable to that of the collimating

component, and actually exceeds it at slightly greater depths (i.e. ∼50 µm).

It is this hollowing field, as it begins to dominate over the collimating com-

ponent, that seeds annular fast electron transport; the subsequent onset of the

strong annular transport pattern in the high intensity case is understood as fol-

lows. Initially the highest temperature is on-axis for the Gaussian profile beam.

At the edge of the beam, where the temperature drops to ∼3.5 eV, the resistivity

gradient changes sign, as shown in Fig. 6.10(d), due to the dip in the resistivity-

temperature profile (dashed lines are shown in Fig. 6.10 to illustrate this corre-

lation for both laser intensity cases). Due to the second term in Eq. (6.1), this

change in resistivity gradient drives a magnetic field reversal (see Figure 6.9(d)),
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resulting in a perturbation in the beam current density, producing a localised

increase near the edge of the beam. Subsequently, the resulting increased return

current, and therefore rate of Ohmic heating in this region, drives a localised

increase in resistivity for temperatures above ∼3.5 eV (up to tens of eV - see

Fig. 6.1) and the region near the edge of the beam remains more resistive than

at the centre (see the resistivity spikes in Fig. 6.10(b), which grow as the sim-

ulation evolves). This, together with the pinching effect of the magnetic field

arising from the first term in Eq. (6.1), due to the higher current density, leads

to strong positive feedback which sustains the annular transport pattern as the

beam propagates through the remainder of the target. This explains why, for

the high intensity case, the annular structure fully develops, while for the lower

intensity case the resulting current density perturbation is not large enough to

drive the annular transport pattern to the target rear-surface.

Finally, it is also interesting to note that the simulation result for the case of

the Lee-More resistivity profile results in strong filamentation of the fast electron

beam (Fig. 6.2(c - d)). The significantly higher resistivity in the 1-50 eV temper-

ature range in this case, compared to the Kubo-Greenwood profile, results in a

higher resistive instability growth rate [113], as described in Chapter 5.

6.2.4 The influence of target thickness and electron re-

fluxing on annular transport

Building upon the investigation of electron transport in thick (300 µm) silicon,

the role of target thickness on influencing fast electron transport is addressed by

exploring electron transport in thinner silicon targets. Specifically, transport in

40 µm thick silicon targets is investigated to determine the influence that electron

refluxing [58] has on fast electron beam transport dynamics. In addition, potential

limitations of using proton emission as a diagnostic of electron transport in thin

targets driven by an ultraintense picosecond laser pulse are indicated.

The experimental measurements displayed in Fig. 6.5 were obtained over a

range of laser intensities, from 6× 1019 Wcm−2 to 6.8× 1020 Wcm−2 for 300 µm-
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thick silicon targets, in which the subsequent transport patterns are explained

by the generation of an additional magnetic field component which opposes the

azimuthally collimating field component, acting to seed an annular transport

pattern. The origin of this hollowing field component is due to a reversal in the

resistivity gradient at a depth of ∼40 µm - see Fig. 6.9 - and thus one might

expect the annular profile to be observable for targets with thickness of the order

of ∼ 40 µm. However, there is an important practical reason for choosing thick

targets: the diagnostic approach works best for thick targets for which there is

little or no fast electron beam refluxing occurring within the target.

The fast electrons injected at the front side of the target leave the region

of the focal spot and propagate through the target until they reach the rear

surface. There, they establish the quasi-electrostatic sheath field which ionises

the target rear-surface and subsequently drives ion acceleration. However, the

strength of this field is large enough such that the majority of the fast electrons

are reflected at the target rear-surface and directed back into the target. Once

these reflected electrons reach the front surface of the target, a similar sheath

potential forms which acts to reflect the fast electrons to propagate back into

the target, returning to the rear surface. The resulting effect is that the fast

electrons recirculate (i.e. reflux), as described by Sentoku et al. [174]. For thin

targets, with thickness of the order of 30-40 µm, the fast electrons can circulate

multiple times within the target over the duration of the laser pulse. This acts

to disrupt the spatial distribution of the sheath field formed at the rear target

surface, due to the arrival of energetic electrons that have recirculated multiple

times. Thus for thinner targets (i.e. 30-40 µm), the use of proton emission

as a diagnostic of the ‘first pass’ electron transport pattern can be misleading,

since the resulting proton beam is a time-integrated measurement of the changing

sheath distribution produced by the refluxing electrons. By using 300 µm thick

targets, the effect of refluxing is minimised for fast electron transport and proton

emission using a ∼ 1 ps laser pulse. Over the duration of the laser pulse, which

governs the time over which the electric sheath field grows and accelerates ions

[58], the resulting proton beam is predominantly produced by the ‘first-pass’ (i.e.
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first propagation) of the fast electrons across the target.

To illustrate this, simulations are performed of fast electron transport in thin

silicon targets of 40 µm thickness.The effects of fast electron refluxing are in-

vestigated by performing the simulations with and without reflective boundaries,

which corresponds to refluxing turned on or off respectively. These simulations

are performed using the ZEPHYROS hybrid-PIC code, with the same param-

eters as described previously. The simulations were performed at intensities of

5× 1019 Wcm−2 and at 5× 1020 Wcm−2, and the results are shown in Fig. 6.11.

Fig. 6.11(a) shows the case for a peak laser intensity of 5×1019 Wcm−2 with no

refluxing (i.e transmissive simulation boundaries). In this case an annular beam

profile is produced, but with a very small diameter. The corresponding case at the

higher laser intensity of 5×1020 Wcm−2 with no refluxing is shown in Fig. 6.11(b),

again revealing an annular profile of small radius, albeit with a slightly larger

radius that the lower intensity case. However, as shown in Fig. 6.11(c) and

(d), when refluxing occurs the annular-structure is ‘washed out’ by the refluxing

electrons.

To further demonstrate this effect, an experimental measurement of the pro-

ton beam spatial-intensity profile, generated using the Vulcan laser, of a 40 µm-

thick silicon target at peak laser-drive intensity of 6× 1019 Wcm−2, is displayed

in Fig. 6.12 . The measurement is in agreement with the simulation result of

Fig. 6.11(c) − there is no annular structure, due to the influence of fast elec-

tron refluxing on the measured spatial distribution of sheath accelerated protons.

Moreover, the edges of the ion beam spatial distribution are not well defined

which is a direct result of the ‘halo’ of fast electrons which expand to large radii,

as shown in Fig. 6.11(c). This effect is a direct consequence of the refluxing

electrons.

6.2.5 Summary - Part 1

To summarise this section, it was demonstrated that a more accurate treatment

of low temperature resistivity, using ab initio QMD calculations, is important for

describing fast electron transport physics as well as for interpreting experimental

149



Chapter 6: Fast Electron Transport in Silicon

(a) IL = 5× 1019 Wcm−2 - no refluxing (b) IL = 5× 1020 Wcm−2 - no refluxing

(c) IL = 5× 1019 Wcm−2 - refluxing (d) IL = 5× 1020 Wcm−2 - refluxing

Figure 6.11: Hybrid-PIC simulation results, using the QMD-Kubo-Greenwood
resistivity-temperature profile, for 40 µm thick silicon targets (outputs all at an
example simulation time equal to 1.4 ps after the start of the laser pulse). In
all cases the log10 electron density (m−3) is plotted for the [X, Y] mid-plane (left
panel) and [Y Z] rear-pane (right panel): Intensity of 5 × 1019 Wcm−2 for the
case of no refluxing (a) and refluxing (c), and intensity of 5×1020 Wcm−2 for the
case of no refluxing (b) and refluxing (d).
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Figure 6.12: Example experimental proton beam spatial intensity measurement
(at an example energy of 7.3 MeV) of 40 µm thick silicon irradiated at a peak
laser intensity of IL = 6× 1019 Wcm−2.

results. Moreover, it was demonstrated that the shape of the low-temperature

region of the resistivity curve can profoundly alter the fast electron transport

pattern through the key role that resistivity has in producing resistively generated

magnetic fields − these fields subsequently act to influence the fast electron beam.

It was also shown, using both numerical simulations and experimental results,

that refluxing can have an impact upon the interpretation of proton emission

measurements within the context of diagnosing fast electron transport.

The results presented indicate a potential route to enabling tunable beam

patterns; by variation of laser-drive parameters to create a desired resistivity

profile evolution in space and time. In the following section, we explore this

idea by investigating the influence that laser-drive parameters have on annular

transport.

6.3 Part 2 - The influence of laser-drive param-

eters on annular fast transport in silicon

Part 1 demonstrated that resistively generated magnetic fields, induced by the

low-temperature (few eV) region of the resistivity-temperature profile, account
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Figure 6.13: (a) Electrical resistivity of silicon as a function of target temperature,
based on ab initio QMD calculations coupled with the Kubo-Greenwood equation
and (b) example hybrid-PIC simulation result showing the 2D magnetic flux
density (BZ component in Tesla) generated in the interaction of a laser pulse of
intensity 5×1020 Wcm−2 with a silicon target. The resistively generated magnetic
field exhibits a collimating component which acts to limit the divergence of the
beam and a hollowing component arising from a reversal in the magnetic field
direction inside the edge of the beam.

for the transformation of the fast electron beam transport pattern from a uni-

form Gaussian-like spatial profile to an annular electron beam profile. Key to

these results was the use of a resistivity model which was calculated using DFT

simulations of the ionic structure, coupled with the Kubo-Greenwood equation

to calculate the resistivity; this particular model was found to agree most closely

with the experimental measurement of annular beam transport.

In this section, the sensitivity of annular fast electron beam transport to the

parameters of the drive laser pulse is investigated numerically using 3D hybrid-

PIC simulations. It is demonstrated that changes to the size of the ring and the

density of the electrons forming it are produced upon variation of the laser-drive

parameters, and these trends are quantified as a function of laser pulse energy,

duration and focal spot radius. In addition, the observed variation of the beam

transport patterns is explained by considering the effect that the pulse parameters

have on the temporal and spatial dynamics of the resistively generated magnetic

fields.
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The numerical modelling presented in this section is performed using the same

particle-based 3D-hybrid code used previously: the ZEPHYROS [23, 167] hybrid-

PIC code. The majority of simulation parameters are kept fixed at the same

values as those used in the previous section. However, this investigation involves

the numerical exploration of the sensitivity of annular transport to laser intensity

by controlling the drive laser pulse parameters. Thus, the variation of laser pulse

energy EL, focal spot radius rL and laser pulse duration τL and the corresponding

variation of the range of peak laser pulse intensities, IL, and the subsequent

influence on the annular electron beam transport, is investigated. The range of

parameter values explored will be described below.

The silicon resistivity-temperature profile used, presented in Fig. 6.13(a), is

based on a QMD-Kubo-Greenwood calculation [85, 91, 92] as discussed in detail

in Part 1, where it was demonstrated that the dip in resistivity at a few eV leads

to a reversal in the resistivity gradient near the edges of the fast electron beam,

which in turn generates a hollowing magnetic field component which seeds a ring

electron beam structure (see Fig. 6.13(b)). Since this model was shown to agree

most closely with the experimental observation of an annular electron beam, this

particular model will be used throughout this investigation.

6.4 Modelling Results

Before presenting the simulation results, two key parameters which are used to

characterise and quantify the degree of annular transport present in the simu-

lations, and which will be referred to when explaining the observed trends, are

defined. The first of these parameters determines the inner radius of the annulus

at the simulation rear-surface (corresponding to a target rear-surface) i.e. at X

= 200 µm. Quantitatively, this is defined by the ratio at which the fast electron

density increases by a factor of 5 with respect to the axial electron density. The

second parameter calculates the ratio of the fast electron density in the annu-

lus to the axial position (i.e. at [X, Y, Z] = [200,0,0]), again at the simulation

rear-surface. Together, these parameters effectively quantify the magnitude of
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2× 1020 Wcm−22.5× 1020 Wcm−23.3× 1020 Wcm−25× 1020 Wcm−2 1× 1021 Wcm−2

τL = 1 ps
rL = 3.5 µm

EL = 192 J
τL = 1 ps

EL = 192 J
rL = 3.5 µm

A

B

C

(a) EL = 78 J (b) EL = 96 J (c) EL = 128 J (d) EL = 192 J (e) EL = 384 J

(f) rL = 5.5 µm (g) rL = 5 µm (h) rL = 4.3 µm (i) rL = 3.5 µm (j) rL = 2.5 µm

(k) τL = 2.5 ps (l) τL = 2 ps (m) τL = 1.5 ps (n) τL = 1 ps (o) τL = 0.5 ps

Figure 6.14: 2D maps of the fast electron beam density (log10), in units of m−3,
in the [X-Y] mid-plane of the simulation, for three laser pulse parameter scans:
(a-e) variation of EL (top row); (f-j) variation of rL (middle row); (k-o) variation
of τL (bottom row). The value of the varied parameter is given below each panel.

the radius of the ring and the annulus-to-axial contrast ratio.

To enable a detailed exploration of the sensitivity of annular transport to

laser pulse parameters, a detailed series of three simulation scans are performed,

described as follows: (A) variation of laser pulse energy, EL in the range 78 - 384

J, for fixed focal spot radius rL = 3.5 µm and fixed laser pulse duration τL = 1

ps; (B) variation of rL in the range 2.5 - 5.5 µm, for fixed EL = 192 J and τL = 1

ps; and, (C) variation of τL in the range 0.5 - 2.5 ps, for fixed EL = 192 J and rL

= 3.5 µm. This particular range of parameter values were chosen such that the

peak laser pulse intensity, IL, was varied in the range 2× 1020 - 1× 1021 Wcm−2

for all three scans.

To demonstrate the overall trends observed in the simulations, Fig. 6.14

presents the fast electron density in the [X, Y] mid-plane at an example time
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2× 1020 Wcm−2 2.5× 1020 Wcm−2 3.3× 1020 Wcm−2 5× 1020 Wcm−2 1× 1021 Wcm−2

τL = 1 ps
rL = 3.5 µm

EL = 192 J
τL = 1 ps

EL = 192 J
rL = 3.5 µm

A

B

C

(a) EL = 78 J (b) EL = 96 J (c) EL = 128 J (d) EL = 192 J (e) EL = 384 J

(f) rL = 5.5 µm (g) rL = 5 µm (h) rL = 4.3 µm (i) rL = 3.5 µm (j) rL = 2.5 µm

(k) τL = 2.5 ps (l) τL = 2 ps (m) τL = 1.5 ps (n) τL = 1 ps (o) τL = 0.5 ps

Figure 6.15: Same as Fig. 6.14, but for the rear surface [Y-Z] plane

of τL + 0.4 ps. Note that this time is selected because the full population of

electrons has been initiated in the simulation and has propagated at least 100

µm across the target, with the majority having reached the rear surface. Scan A

is presented in the top row (Fig. 6.14(a - e)), B in the middle row (Fig. 6.14(f - j)),

and C in the bottom row (Fig. 6.14(k - o)). In addition, we also present the cor-

responding simulation outputs for the [Y, Z] rear-plane snapshots (corresponding

to target rear-surface) − these results are displayed in Fig. 6.15.

Firstly, the results of scan A (i.e. the laser energy scan) are described.

From Figs. 6.14 (a - e), it is found that increasing the pulse energy from 78 J

to 384 J, which increases the injected electron current, produces an increase in

the overall divergence of the fast electron beam, and therefore an increase in the

radius of the annular feature. Conversely, scan B reveals that by decreasing the

focal spot radius from rL = 5.54 µm to 2.48 µm, which acts to increase the inten-

sity over the same range as scan A, the overall increase in both beam divergence
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and the radius of the ring is smaller than that of scan A. In this case, the fixed

pulse energy together with the increasing intensity (through decreasing spot ra-

dius) corresponds to fewer injected electrons at the focal-spot ‘absorption’ region,

centred at [X, Y, Z] = [0, 0, 0], as the focal spot radius decreases. This results in

the decreasing fast electron beam density (for increasing laser intensity) observed

in Figs. 6.14(f - j). As will be explained, the decrease in fast electron density,

and therefore current density, has a direct effect on the target temperature and

resistivity temporal evolution, and thus on the electron transport properties. In

scan C, Figs. 6.14(n - k), for fixed laser energy and spot radius, significant change

to the electron beam transport is observed for variation of the pulse duration. As

τL increases over the range of 1 ps to 2.5 ps, which corresponds to an intensity

decrease of 5 × 1020 to 2 × 1020 Wcm−2, see Figs. 6.14(n - k), the overall beam

divergence and radius of the annular structure decrease. This leads to a more

uniform beam transport pattern for longer pulse durations (see Fig. 6.14(k) for

2.5 ps). Moreover, it is interesting to note that loss of annular structure is also

observed for reducing τL to 0.5 ps. As will be explained, this is a result of the re-

duction of the collimating component of the resistive magnetic field which varies

with pulse duration. As an aside, note that the annular transport is relatively

stable along the length of propagation, until significant refluxing has occurred at

the target rear surface; recent work demonstrated that fast electron refluxing can

create perturbations of the resistive magnetic field which, in turn, act to modify

the fast electron propagation [136], also demonstrated in part 1.

To describe these trends in more detail, the rear-surface simulation outputs

(from Fig. 6.15) are analysed using the previously defined parameters that quan-

tify the variation of the size of the annulus, and the relative fast electron density

within the ring, as a function of laser intensity IL for each of the three laser

parameter scans. The annular radius is defined as the distance from the centre

of the rear-surface in the simulation, at [Y, Z] = [0, 0], to the inner annulus of

the ring structure. The results of this analysis are presented in Fig. 6.16(a). In

addition, the ratio of the fast electron density in the annulus to the density at

the centre of the beam, at [Y, Z] = [0, 0], is shown in Fig. 6.16(b).
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(a) (b)

Figure 6.16: (a) Inner radius of the annulus at the target rear surface as a function
of IL, for the three parameter scans shown in Fig. 6.14 and Fig. 6.15. (b) Ratio
of the fast electron density in the annulus to the density on-axis (i.e. at [200,0,0])
as a function of IL, for the same three parameter scans.

6.4.1 Overall effect of laser intensity

To begin the discussion, the variation of the size (i.e. radius) of the ring structure

across the range of peak laser-drive intensities is explored. Fig. 6.16(a) reveals

that increasing peak laser intensity induces an increase in the ring radius for each

laser parameter (i.e. laser energy, focal spot radius and pulse duration). These

trends are understood within the framework of the resistive generation of large

magnetic fields. As described previously, the magnetic field reversal that drives

the beam hollowing effect occurs towards the edge of the fast electron beam,

where Ohmic heating of the background material is of the order of a few eV.

The radius of the ring is, to first order, defined by the overall beam divergence

which is in turn defined by the angular distribution of the electron source. Note

that in these simulations, this is fixed at a constant value. Moreover, the beam

divergence is also determined by the magnitude of the collimating magnetic field

component, which is predominantly determined by the electron current density

and is strongest in regions of high current density. Regions of highest current

density occur within the first few tens of microns from the target front surface,
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and in this region the beam can be approximated as a cylinder. To understand

the influence of these strong magnetic fields on fast electron transport a simple

analytic model is used, which describes the resistive azimuthal magnetic field that

envelopes a uniform cylindrical electron beam.

An intense laser pulse interacting with a solid target produces a bunch of

fast electrons, the number of which, Nf , depends upon the percentage conversion

of laser energy into fast electron energy, ηL→e, the laser energy, EL, and the

temperature of the fast electron beam, kBTf , which scales ponderomotively [65]

in these simulations:

kBTf = 0.511[(1 + 0.73I18λ
2
µm)1/2 − 1]MeV (6.2)

where I18 is the laser intensity in units of 1018 Wcm−2 and λµm is the laser

wavelength in µm. The number of fast electrons is given by:

Nf =
ηL→eEL
kBTf

(6.3)

Eq. (6.3) describes the number of electrons Nf contained within a cylinder

of base equal to the radius of the focal spot, rL, and length given by the pulse

length τLc. The volume of the fast electrons is thus given by V = πr2LcτL. The

corresponding fast electron density, nf , is calculated as:

nf =
Nf

πr2LcτL
(6.4)

where c is the speed of light. The current density of the beam, jf , is given by:

jf = −enfvf (6.5)

where vf =
√
kBTe/me and me is the electron mass.

Thus, the resistively generated magnetic field, B, is given by:
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∂B

∂t
=
ηjf
rf

(6.6)

∂B

∂t
=
−eη
rf

vf
πr2LcτL

ηL→eEL
kBTf

(6.7)

where η is the resistivity and t is the time. The magnitude of the magnetic field

can be estimated from Eq. (6.6) as:

∂B ≈ ηjfτL
rf

(6.8)

From the simulation results, note that electron beam hollowing is not seeded

until a depth of∼40 µm. As described by Eq. (6.7), there is an inverse dependence

of the magnitude of the collimating magnetic field on the fast electron energy

Tf , which arises due to the reduction in the current density as Tf is increased

(Eq. (6.5)). Since Tf scales ponderomotively with the square root of the laser

intensity (Eq. (6.2)), as the peak laser intensity is increased the magnetic field

strength, and hence it’s focussing effect, decreases, which acts to increase the

overall beam divergence. Thus the radius of the ring induced by the hollowing

component of the field formed near the edge of the beam increases with IL.

Analysis of the ratio of the electron density in the annulus to the axial density,

shown in Fig. 6.16(b), for all three laser pulse parameter scans, reveals that the

ratio of the electron density in the annulus to the axial density is highest for IL =

5× 1020 Wcm−2. By decreasing the laser intensity, the overall beam temperature

Tf is reduced. As discussed previously, decreasing mean electron temperature acts

to increase the resistively generated magnetic field strength (Eq. (6.7)), pinching

the electron beam and resulting in a higher electron beam density along the beam

axis. As shown in Fig. 6.15, hollowing does still occur at lower laser intensity.

However, the ratio of the beam density in the annulus to axial position decreases

as the collimating effects of the magnetic field dominates over the hollowing term

for smaller beam radii. As the peak laser intensity increases beyond 5 × 1020

Wcm−2, the growth rate of the resistive magnetic field decreases which results
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in less fast electrons being directed into the ring structure − although the beam

radius increases, which should enhance the contrast ratio, the lower magnitude

of the hollowing magnetic field together with higher beam temperature gives

rise to less electrons being present in the annular structure. Furthermore, since

the local current density jf in the annulus thereby decreases with increasing

laser intensity (Eq. (6.5)), the rate of localised resistive heating is lower (resistive

heating scales with j2f ) and so the reinforcing feedback condition discussed above

is not established. Therefore, in this case the annular transport structure does

not develop and evolve into a substantial ring feature.

6.4.2 Laser focal spot dependence

Despite the radius of the annular structure increasing with increasing IL for all

three parameter scans, Fig. 6.16(a) clearly reveals that the intensity scaling is

different for variation of the laser focal spot radius when compared with variation

of the laser energy EL or pulse duration τL. To explain this feature, the effect

that the size of the electron beam at the source (i.e. focal spot region) has on

the subsequent beam transport is explored. A decrease in the beam radius rL

has two principle effects: (1) fast electron current density jf increases and thus B

increases (Eq. (6.7)), acting to reduce the divergence of the electron beam; and,

(2) the radius at which hollowing is seeded decreases. Both effects influence the

radius of the beam annulus downstream, and each are considered in turn.

From Eq. (6.7), the magnitude of the magnetic field is inversely proportional

to the beam radius rf and is thus strongest in regions where jf is highest. This

occurs particularly at the electron source, and the size of this region is determined

by the size of the laser focal spot. By first examining the simulation results at

5 × 1020 Wcm−2 (which is common to all three parameter scans) as a reference

point for a focal spot radius of rL = 3.5 µm, it is found that decreasing the

focal spot radius to 2.5 µm (corresponding to an increased intensity of 1 × 1021

Wcm−2) increases jf at the source by approximately a factor of two, resulting in

a peak magnetic field strength increase also of a factor of two. Examining the

transport properties of the fast electron beam, the simulation reveals a reduction
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of the radius of the annulus which corresponds to an overall beam divergence

angle reduction of ∼ 36%, compared to the simulations at the same intensity in

scans A and C for which rL = 3.5 µm. Similarly, an increase in rL from 3.5 µm

to 4.3 µm (IL = 3.3×1020 Wcm−2) results in a 50% decrease in jf (and hence

magnetic field B) at the source, which contributes to the ∼ 35% increase in the

ring divergence in the simulation results (again compared to the simulations at

the same intensity in scans A and C).

The influence that variation of the focal spot radius has on the depth at which

the annular transport pattern is seeded is explored in more detail in Fig. 6.17. In

this figure, the transverse intensity profiles of the drive laser pulse are shown in

Fig. 6.17(a) and (d) for the energy and focal spot scans (A and B), respectively.

Note lineout profiles of scan C are very similar to those of scan A, and are thus

not considered here. For each scan, three example peak laser intensities are con-

sidered: 2× 1020 Wcm−2, 5× 1020 Wcm−2 and 1× 1021 Wcm−2 (displayed as the

black, red and blue plots, respectively) and the FWHM for each case is marked

with a correspondingly coloured horizontal line. The corresponding target tem-

perature and resistivity profiles (along the Y-axis) at X = 50 µm (depth at which

the annular transport evolves) are shown in Fig. 6.17(b) - (c) and Fig. 6.17(e) -

(f) for scan A and B respectively. The red dotted line highlights the temperature

at 3.5 eV and the corresponding reversal in the resistivity gradient at the edges

of the beam which seeds annular transport. From these plots, it is demonstrated

that the radius at which seeding of the annular transport occurs increases with

intensity for scan A (and C), but decreases slightly with intensity for scan B, due

to the change in rL. For example, at a peak intensity of IL = 2 × 1020 Wcm−2,

the radius at which annular transport is seeded is ∼ 35% larger in scan B than

in scan A, due to the larger rL, which contributes to the larger annular profile at

the rear of the simulation box.
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(a) Intensity (varying EL) (b) Temperature (varying EL) (c) Resistivity (varying EL)

(d) Intensity (varying rL) (e) Temperature (varying rL) (f) Resistivity (varying rL)

Figure 6.17: Variation of (a) the laser pulse intensity, (b) the target temperature
at X = 50 µm and (c) electrical resistivity at X = 50 µm along the Y-axis, all for
three example peak intensities (2× 1020 Wcm−2-black, 5× 1020 Wcm−2-red and
1× 1021 Wcm−2-blue) obtained by variation of EL (values given). (d-f) Same as
(a-c), for the same three peak intensities, but for variation of rL (values given).
Dotted lines in (a) and (d) highlight the FWHM of the intensity distributions.
Dotted lines in (b) and (e) mark the important 3.5 eV target temperature, and in
(c) and (f) mark the corresponding turning points in the target resistivity which
seeds annular fast electron beam transport.

It is interesting to note that the simulation profiles displayed in Fig. 6.17 ex-

hibit sharp, spike-like structures in the target temperature and resistivity profiles.

These features grow at the edge of the electron beam and are a consequence of the

local increase in the electron beam density, which in turn drives an increase in the

collisional return current due to more fast electrons being deflected to that region

by the magnetic field. As discussed in Part 1, this mechanism drives a localised

increase in resistivity for temperatures greater than ∼3.5 eV. Thus, regions of

the target located near the edge of the electron beam remain more resistive than

regions located in the centre of the electron beam, which acts to reinforce the an-

nular transport profile (via the positive-feedback mechanism outlined previously)

as the fast electrons propagate through the rest of the target.

It is also interesting to highlight that reducing rL for a fixed EL and τL has

162



Chapter 6: Fast Electron Transport in Silicon

the result of significantly reducing the overall heating of the target (Fig. 6.17(e)).

This occurs because IL, and therefore Tf (see Eq. (6.2)), increases, which for a

fixed total fast electron energy (which is assumed in these simulations to be 30

%) reduces the total number of fast electrons injected into the target. Thus, the

target heating is reduced since Ohmic heating scales as j2f .

Moreover, the results presented in Fig. 6.17 reveal a general trend of the

onset of filamentation of the fast electron beam as the laser energy is increased as

evidenced by the oscillatory, ‘spiked’ structures becoming visible across the beam

in Fig. 6.17(b - c). This effect is a direct consequence of the background electrons

being heated to temperatures between ∼3.5 eV and ∼70 eV, corresponding to

an increase in resistivity (Fig. 6.13) which in turn leads to a higher resistive

instability growth rate, as demonstrated in Chapter 5.

6.4.3 Influence of laser pulse duration

The influence of laser pulse duration on the formation and evolution of the annular

transport pattern is now examined. Firstly, to aid understanding of why the

annular structure is ‘washed out’ for the τL = 0.5 ps case in scan C, the spatial

profile of the resistively generated magnetic field as a function of τL is examined

by extracting lineouts along the Y-direction (i.e. transverse, or radial, profile) of

the simulation grid, at the X-axis position at which the magnetic field extends.

This position varies as a function of τL and is defined as the position at which the

magnitude of the collimating magnetic field is reduced by 50%. For the temporal

cases examined this represents depths of 45 µm, 50 µm, 55 µm, 60 µm and 65

µm for τL = 0.5 ps, 1 ps, 1.5 ps, 2 ps and 2.5 ps respectively. The resulting field

profiles are shown in Fig. 6.18(a) for transverse beam radius up to 80 µm (i.e. Y

= 0 corresponds to the centre of the beam) for each of the five simulation cases.

163



Chapter 6: Fast Electron Transport in Silicon

(a)

(b) (c)

Figure 6.18: (a) Variation of the self-generated resistive magnetic field as a func-
tion of beam radius (Y-axis) at the penetration depth over which the magnetic
field extends: 45 µm, 50 µm, 55 µm, 60 µm and 65 µm for τL = 0.5 ps, 1 ps, 1.5
ps, 2 ps and 2.5 ps respectively. (b) Magnitude of the collimating and hollowing
magnetic field components as a function of time for given τL. (c) Magnitude of
the collimating and hollowing magnetic field components as a function of τL.

The results highlight the complex interplay between laser pulse duration and

the generation of both the collimating magnetic field, which envelopes the beam

and drives electrons toward the beam axis (represented by positive BZ values

in Fig. 6.18(a), and hollowing magnetic field which forms inside the edge of the

beam and acts to push electrons away from the beam axis (represented by neg-
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ative BZ in Fig. 6.18(a)). The key to initiating and propagating an annular fast

electron structure is to obtain a balance between these opposing components of

the magnetic field.

With reference to Eq. (6.7), the magnitude and growth rate of the resistive

magnetic field depend on both the fast electron current density jf and the dura-

tion of the electron bunch t, which is governed by the duration of the drive laser

pulse [99]. The transverse lineouts of the magnetic field, shown in Fig. 6.18(a),

reveal both the collimating (‘pinching’) component and oppositely-directed hol-

lowing component, at each selected τL. It is found that the amplitude of both

field components increases as the pulse duration increases, which is a direct conse-

quence of the longer duration over which the field grows (see Eq. (6.7)). Moreover,

a general trend of a decrease in the difference between the field amplitudes as the

pulse duration is increased is observed. This point is reinforced by Fig. 6.18(b)

which shows the temporal evolution of both magnetic field components for three

example τL, and Fig. 6.18(c), which shows the magnitude of both components as

a function of pulse duration.

The greatest difference in magnetic field strength between the two components

is observed for τL = 1 ps, which explains the resulting strong annular transport

patterns observed at that intensity. As the pulse duration increases, this difference

decreases as the collimating magnetic field begins to dominate over the hollowing

field. Eventually, for τL above 2 ps, there is a switch over in the dominant field

component. The consequence of the collimating field becoming stronger than the

hollowing field is that the annular transport pattern is no longer sustained, as

evidenced by the uniform fast electron spatial profile observed in Fig. 6.15(k).

Moreover, for the shortest pulse duration explored (i.e. τL = 0.5 ps), the am-

plitude of the peak collimating and hollowing magnetic fields is approximately

equal, in addition to the overall magnitude of each component not being sufficient

to significantly influence the fast electron transport, as evidenced by the loss of

annular transport and increase in beam divergence (see Fig. 6.15(o)). In general,

the optimum conditions for initialising a strong, well-defined annular transport

pattern occur when the magnitude of the hollowing resistive magnetic field com-
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ponent is greater than the collimating component. Moreover, increasing the laser

pulse duration reduces the transverse extent of the location of the peak magnitude

of each field component (i.e. the Y-axis position of each component decreases),

reinforcing the reduction of the radius of the annular structure. This effect is a

direct consequence of the increasing collimating field which acts to decrease the

overall beam divergence.

6.4.4 Summary - Part 2

To summarise the work presented in this section, the annular transport patterns

of fast electron beams in silicon, arising from oppositely-directed azimuthal com-

ponents of the self-generated resistive magnetic field, have been investigated as a

function of the parameters of the drive laser pulse, using a 3D hybrid-PIC code.

The results demonstrate that there is an optimum laser peak intensity range for

transporting fast electrons within an annular structure produced in this way. The

size of the annulus is found to increase with peak intensity, due to a decrease in

the magnitude of the collimating magnetic field which defines the overall beam

divergence. An optimum laser intensity is found for enhancing the annulus-to-

axial electron density contrast ratio, determined by the relative strength of the

resistive magnetic field components — the hollowing component should be high

to deflect electrons into the annulus, but the collimating component should not

be so high as to produce a strongly collimated beam. The resulting balance be-

tween these magnetic field components explains the observed optimum laser drive

intensity. Furthermore, it is found that the size of the annular profile is sensitive

to the laser focal spot size, which enables some degree of tuning of the annular

transport pattern for a fixed beam temperature or drive laser intensity.
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6.5 Conclusions

At the beginning of this chapter, it was highlighted that low-temperature resis-

tivity is a feature which, while acknowledged, has been widely overlooked in fast

electron transport. This chapter has challenged this oversight by demonstrating

the importance of low-temperature resistivity on influencing the global fast elec-

tron transport properties in solid density targets. This has been demonstrated

both experimentally and numerically, revealing that annular electron transport

patterns observed in silicon are explained by using a more accurate calculation

of the low-temperature region of the resistivity-temperature profile: QMD sim-

ulations coupled with the Kubo-Greenwood equation. Furthermore, it was also

demonstrated that the annular transport pattern can be controlled and opti-

mised optically; by varying the laser-drive parameters the key dependencies of

the transport pattern to laser energy, focal spot radius and pulse duration was

demonstrated.

In the next chapter, these results are built upon by exploring the effect that

target resistivity gradients, induced by preheating the target with laser-driven

protons, have on influencing fast electron beam transport.
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Fast Electron Transport in

Preheated Silicon

7.1 Introduction

The results presented in Chapters 5 and 6 demonstrate the effect that low-

temperature (1 - 50 eV) electrical resistivity has on fast electron transport in

solids. The results can be summarised as follows: firstly, in Chapter 5, the

importance of lattice structure in determining low-temperature resistivity was

demonstrated, and the subsequent role that lattice structure has in defining fast

electron beam filamentation; and secondly, in Chapter 6, new fast electron trans-

port patterns, specifically annular beam transport, can be generated depending

on the shape of the resistivity-temperature profile at temperatures as low as a few

eV. In addition, the potential to optically ‘tune’ fast electron transport through

variation of the laser drive parameters was also explored (see Chapter 6, Part 2).

These results point to a tantalising potential capability; predictive control of fast

electron beam transport via target material choice (i.e. through the material’s

lattice structure) and by variation of the laser-drive parameters (i.e. altering the

temporal and spatial evolution of temperature and resistivity gradients). These

two factors may play an important role in providing much needed control of fast

electron transport for applications.

In this chapter, this work is built upon by investigating a radically different
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approach to understanding and controlling fast electron transport: exploring fast

electron transport in a preheated solid. Although the previous investigations in-

volved electron propagation through a solid undergoing Ohmic heating driven by

the return current electrons (induced by the forward-streaming ‘fast’ electrons),

which occurs on a femtosecond timescale, the bulk solid is initially in a cold state

(i.e at room temperature, ∼ 0.025 eV) when the fast electrons are produced.

In this chapter, the extent to which the initial target temperature, and spatial

gradients in temperature and lattice disorder, influence fast electron transport

is explored. By using a laser-driven proton beam to preheat solid-density sili-

con samples to temperatures above the melting temperature (i.e. > 0.145 eV),

thus melting the lattice on tens-of-picoseconds timescales, the transport prop-

erties of fast electrons which propagate through a solid containing significant

initial temperature, and therefore resistivity, gradients is explored. Experimental

measurements of sheath-accelerated protons are used to diagnose the fast elec-

tron transport, together with 1-D hydrodynamic simulations to determine the

proton-induced spatial-temperature gradients created in the silicon targets. The

experimental results are compared to simulations performed using a newly devel-

oped 3-D hybrid PIC code, which has been modified to explore the influence of

temperature and resistivity lattice melt on fast electron transport.

7.2 Experimental arrangement

The Vulcan laser (Target Area West, TAW) is used to experimentally investi-

gate the influence that initial temperature gradients have on fast electron trans-

port. Utilising the dual-beam capability of TAW, two short-duration laser pulses

are employed; the first beam (B8) delivered pulses of 1.055 µm wavelength in a

τB8 =10 ps duration (full width at half maximum, FWHM) pulse, with a max-

imum pulse energy (on target) of 250 J; the second laser pulse (B7), delivered

1.055 µm wavelength light in a duration of τB7 = 1 ps (FWHM), with a maxi-

mum on-target energy of 60 J. For both B7 and B8, the p-polarized pulses were

focused using separate f/4 off-axis parabolic mirrors, at incident angles of 13◦ and
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300 J, 10 ps

100 J, 1 ps

protons
protons

20 μm Au

200 μm Si

temperature gradient (eV)

10 1 0.025 RCF stack

fast electrons

Figure 7.1: Experiment arrangement. The interaction of a 250 J, 10 ps pulse
(B8) with 20 µm-thick gold targets produces a TNSA-proton beam which is
incident onto 200 µm-thick silicon samples, heating the target to temperatures
ranging from ∼ 10 eV at the front surface to ∼ 1 eV at greater depths. The fast
electron beam is generated by the interaction of a second pulse (B7), of energy
and duration equal to 60 J and 1 ps respectively, with the preheated silicon. The
subsequent fast electron transport is diagnosed by measuring the spatial-dose
distribution of the sheath-accelerated protons from the preheated target using a
stack of RCF film.

20◦ respectively, with respect to target normal; B8 produced a focal spot radius

of 12 µm (FWHM) while B7 was focussed to a spot radius of 8 µm (FWHM),

corresponding to calculated peak intensities of IB8 = 1.5 × 1019 Wcm−2 and IB7

= 7× 1019 Wcm−2 respectively.

Fig. 7.1, which represents a top-view schematic of the experimental setup,

displays the spatial orientation of both beams (together with their respective

target samples). This particular arrangement is chosen as it provides sufficient

space to enable the second laser pulse (B7), which generates the fast electrons, to

be incident onto the preheated silicon target without obstruction. The experiment

is conducted as follows; firstly, the proton beam (which preheats the silicon target)

is generated by the interaction of the B8 pulse (250 J, 10 ps) with 20 µm-thick

gold targets. The resulting TNSA-proton beam propagates over a distance of

1100 µm (the longitudinal ‘stand-off’ distance between the laser focal position on

the gold foil and the primary heated target) to the surface of the primary target,
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producing a range of incident angles determined by the divergence of the protons

beam; this produces an irradiated front surface area of ∼ 1000 µm diameter. In

this investigation, 200 µm-thick silicon, of 3 × 3 mm lateral dimensions, is used

as the primary target which is heated by the proton beam, and through which

the fast electrons propagate.

Once the proton beam arrives at the target front surface and deposited energy

into the primary silicon sample, giving rise to significant heating of the target,

the fast electron source is generated by the interaction of the second pulse (B7

- of respective energy and pulse duration equal to 60 J and 1 ps) with the pre-

heated silicon target. Thus, the fast electrons propagate through a solid that

exhibits large spatial temperature gradients, induced by the proton beam energy

deposition. Moreover, heating the target to temperatures above ∼ 0.15 eV gives

rise to melting of the lattice, typically on timescales of tens-of-picoseconds; this

represents the time for heated electrons to transfer energy, via electron-phonon

coupling [40], to the target lattice.

To enable investigation of the effect of proton-induced lattice melt on fast

electron propagation, the temporal separation between the arrival of the protons

and the fast electron drive laser beam is varied; this is achieved by varying the

time delay between the B8 and B7 pulses. The relative beam timing between

B7 (fast electron source) and B8 (proton source) is characterised using a high

dynamic range optical streak camera (Hammamatsu C7700), which measured

the temporal separation between the B7 and B8 pulses, ∆τ , to within an error of

∆τ ± 7 ps. By varying the temporal separation between the two beams, within

the range of tens-of-picoseconds up to ∼ 100 ps, the degree of induced lattice

melt at different time steps can be varied.

The fast electron transport patterns inside the preheated silicon samples are

diagnosed by measuring the spatial-dose distribution of the proton beam accel-

erated by the sheath field established at the target rear surface by the the fast

electrons[37, 39? ]; this technique was used extensively in the experimental in-

vestigations presented in Chapter 5 and 6. The 3-D electron transport inside

the target produces a 2-D fast electron density profile on the target rear-surface,
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which is then mapped into the sheath field. Since this sheath field ionises and

accelerates protons, it’s spatial profile is directly mapped into the spatial-dose

distribution of the resulting proton beam profile. The proton beam profile is

measured at discrete energy values, determined by the Bragg peak deposition in

each layer, using a stack of dosimetry film (radiochromic film, RCF). The RCF

stack is positioned 6 cm from the rear surface of the target and centred on the

target normal.

7.3 Characterising the proton-induced heating

profile

Before presenting the experimentally measured proton beam spatial-intensity pro-

files, and thus fast electron transport patterns inside the silicon targets, the

proton-induced temperature gradients in the silicon sample is first characterised.

Under strong heating, a solid-density sample undergoes hydrodynamic expan-

sion, a process characterised by a decrease in density with simultaneous increase

in temperature. A useful way to understand this process is by considering the

confinement time, τC , of the sample, defined as the time over which the target

density stays close to solid density; this gives an indication of the time scale over

which significant hydrodynamic expansion occurs, and is approximately given by

the ratio of the spatial dimension of the heated sample, L, to the ion sound speed,

cs (see Eq 2.38 - Chapter 2):

τC ≈
L

cs
(7.1)

By way of example, a confinement time of τC ≈ 100 ps is achieved for a 20

µm thick target with a uniform temperature distribution of 5 eV. A method to

produce such high temperatures, while maintaining the target at close to solid

density, is to isochorically heat the sample; the energy which drives the sample

heating is deposited on a timescale shorter than the time of confinement, and

thus before significant hydrodynamic expansion occurs.

172



Chapter 7: Fast Electron Transport in Preheated Silicon

There are a number of ways to isochorically heat matter, including direct laser

heating [175], electron heating [63] and x-ray heating (using x-rays generated by

laser-solid interactions [176], Z-pinch machines[177] and free electron lasers [178].

However, the use of protons (i.e. ions) to isochorically heat solid-density matter

offers important advantages due to key differences between the stopping power

(and thus energy deposition profile) of protons, and photons, electrons and x-rays

in solids. For photons (e.g. lasers - optical absorption), the deposited energy is

proportional to the number of photons, and the energy is predominantly absorbed

at the front (irradiated side) of the material (i.e. at the skin depth). For x-rays,

the majority of the energy is absorbed at the target surface with some energy

absorbed within the bulk of the target, exhibiting a gradual reduction in absorp-

tion at greater target depths (due to x-rays being absorbed or scattered by the

medium). When fast electrons (or indeed, ions) propagate through matter, they

lose energy along their propagation path [103] via both collisional and radiative

effects (depending on their energy - see Chapter 3); the relative dose deposition

decreases with thickness [104].

In distinct contrast, protons (or, more generally, ions) are not significantly

influenced by scattering from the target’s nuclei until the end of their propagation

range; at this position the proton velocity is of a similar magnitude as the velocity

of the target electrons (approximately 0.1 MeV for protons in solid aluminium).

Thus, protons propagate through the target in straight lines with little scattering-

induced transverse spread until the end of their propagation depth. Proton energy

deposition increases with increasing penetration depth, with most of their energy

deposited at the end of their range in a narrow peak known as the Bragg peak.

Moreover, protons generated by ultrashort laser pulses interacting with solids

typically exhibit a short, picosecond beam duration, enabling deposition of the

beam energy on a time scale shorter than the hydrodynamic expansion time.

To determine the effect of proton heating on silicon targets, energy and

spatially-resolved measurements of the ‘heating’ proton beam are made using

stacks of passive dosimetry film (RCF), together with hydrodynamic simulations

using the 1-D HELIOS-CR code, to characterise the spatial-temperature gradi-
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(a) Proton spectrum
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(b) Heating profile calculated with HELIOS

Figure 7.2: Proton heating benchmarking calculations: (a) the experimentally
measured proton spectrum is used as an input parameter into two different hy-
drodynamic codes; (b) spatial temperature profile of proton-heated aluminium
obtained by Mancic et al. [179] using the 1-D hydynamic code ESTHER; (c) cor-
responding simulation result of the temperature profile obtained using the 1-D
hydrodynamic code HELIOS.

ents induced by proton energy deposition.

To test the validity of this approach, the methodology is benchmarked against

previous investigations of isochoric proton heating of solids. Firstly, the work re-

ported by Mancic et al.[179] is used, in which both experimental and numerical

characterisation of proton-heated aluminium is performed. In the work by Man-

cic et al., energy and spatial measurements of laser-accelerated protons are made

(using a Thomson Parabola spectrometer in conjunction with RCF stacks), and

used as an input parameter in a 1-D hydrodynamic code to calculate the temper-

ature profile induced in 5 µm aluminium targets by the laser-generated proton

beam. Their results are displayed in Fig. 7.2 (a - b), showing the proton beam

spectrum and corresponding temperature and density profiles respectively.

Mancic et al. use the 1-D hydrodynamic code ESTHER [181], together

with the Bushman-Lomonosov-Fortov (BLF) multi-phase equation of state (EOS)

[182], while our method inputs the proton spectrum from Fig. 7.2(a) into the 1-

D hydrodynamic code HELIOS-CR[51], together with the PROPACEOS EOS

model [51]. Comparing Fig. 7.2 (b) and (c), good agreements is observed be-
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Figure 7.3: Proton heating benchmarking calculations: (a) fit to an experimen-
tally measured proton spectrum; (b) spatial-temperature profile of proton-heated
carbon obtained by Pelka et al [180] using MULTI (red line), shown alongside
the profile calculated using HELIOS (black line).

tween the two calculations. In the Mancic et al. work, a peak target temperature

of around 18 eV is obtained, with a gradual decrease in temperature with increas-

ing target depth (see Fig. 7.2 (b)). Using our method, a peak temperature of ∼

17 eV is obtained, with a spatial-temperature profile similar to that calculated

by Mancic et al (see Fig. 7.2 (c)). Overall, there is excellent agreement between

the two methods (i.e. ESTHER with BLF EOS and HELIOS with PROPACEOS

EOS).

Next, a similar benchmarking calculation is performed by comparing our

methodology with results reported by Pelka et al.[180] in which TNSA-protons,

produced by the interaction of a 1 ps, 60 J laser pulse (corresponding to peak

laser intensity ∼ 7×1019 Wcm−2) with a 20 µm gold foil, heat several hundred-

micron-thick carbon samples. The induced temperature profile is characterised

by performing measurements of the heating proton beam using a stack of RCF

film (the resulting proton spectrum is displayed in Fig. 7.3 (a)), together with

the radiation-hydrodynamic code MULTI [183] and SESAME equation of state

[159] tables for carbon.

The resulting temperature profile is shown in Fig. 7.3 (b) for each case: using
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the experimentally measured proton spectrum input with MULTI (i.e. Pelka et

al. - red line) and HELIOS (our approach - black line). Good agreement is found;

both exhibit a similar exponential spatial-temperature profile, with temperatures

of ∼ 2 eV and ∼ 0.2 eV achieved at depths of ∼ 10 µm and 100 µm respectively.

Despite the different hydrodynamic simulations codes used (i.e. MULTI and

HELIOS respectively), in addition to the different equations of state used in each

simulation (i.e. SESAME and PROPACEOS respectively), which may account

for the discrepancy between the spatial profiles at depths in the range 50 - 200

µm, the overall agreement between the results is excellent.

7.3.1 Proton heating of silicon

Having demonstrated the relative accuracy of the methodology, hydrodynamic

simulations of proton-heated silicon targets are now presented. The proton source

properties, generated by the interaction of a τL = 10 ps and EL = 250 J laser

pulse with 20 µm gold targets, are determined using measurements of the spatial-

dose profile of the resulting TNSA-proton beam; an example proton beam spatial

profile is shown in Fig. 7.4 at selected proton energies (i.e. at different layers in

the stack).
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Figure 7.4: Example experimentally measured proton beam used to heat the
silicon samples. The spatial-dose profile is displayed as a function of beam energy
i.e. at different layers within the RCF stack.

The resulting proton spectrum is displayed in Fig. 7.5 (a), alongside the beam

divergence half-angle in Fig. 7.5(b); error bars correspond to statistical variations

over a series of shots (in this case four), with an on-target energy of 250 ± 15 J.

In these simulations, the silicon target grid is divided into 100 cells, with a

total simulation run-time of 1.5 ns, in 0.5 ps output steps. The simulations include

the effect of amplified spontaneous emission (ASE); measurements made on the

Vulcan laser indicate that the level of amplified spontaneous emission (ASE) is

of the order of 1010 Wcm−2 at 0.1 - 1 ns and 1011 Wcm−2 at 50 - 100 ps prior the

arrival of the main B7 pulse[119], and thus we incorporate this laser profile into

the simulation setup. The protons are initiated in the simulation after 1.2 ns of

ASE laser heating (i.e. at a time step of 1.2 ns).
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Figure 7.5: Experimentally measured properties of the heating proton beam: (a)
proton spectrum; and (b) beam divergence half-angle; error bars correspond to
statistical variations over four shots.

At each simulation time step the proton energy and corresponding proton flux

(calculated from the experimentally measured proton spectrum and divergence

half angle displayed in Fig. 7.5) is included as an input parameter into HELIOS.

In these simulations, the lowest and highest proton energies used are 1 MeV and

13 MeV respectively (see Fig. 7.5 (a)). As assumed in previous studies [179, 180],

the relative contribution of X-rays and fast electrons (produced by the interaction

of B8 with the secondary target (i.e. 20 µm-thick gold)) to the front surface and

bulk heating of the primary target is not significant. Rather, it is assumed that

proton-induced heating, due to the energy deposition profile (i.e. Bragg peak)

and relatively high directionality (over the ‘standoff’ distance 1100 µm) of the

proton beam, is the dominant heating mechanism. The proton beam exhibits a

high flux of low energy (1 - 5 MeV - Fig. 7.4 (a - c)) protons, which is a direct

consequence of the beam pulse parameters (i.e. energy and pulse duration of 250

J and 10 ps respectively). These were selected to specifically tailor the lower

energy region of the proton spectrum since lower energy protons (i.e. 1 - 5 MeV)

contribute most to heating of a 200 µm-thick silicon target, due to their stopping

depth being less than or of the order of the target thickness (see Fig. 7.6 (b)).
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Figure 7.6: Calculations of: (a) proton time-of-flight over a propagation dis-
tance of 1100 µm; and (b) proton stopping depth calculations in silicon using the
PSTAR program.

The proton stopping power is calculated from collisional stopping powers,

evaluated using Bethe’s stopping-power formula [103], implemented within the

hydrodynamic code [51]; this calculation is similar to that used in the PSTAR

program [102] - the PSTAR program was used to calculate the example proton

stopping depth in silicon, displayed in Fig. 7.6 (b).

To accurately model the experimental configuration, the simulations account

for the 1100 µm longitudinal separation between the proton source and target

sample (shown in Fig. 7.1) by calculating the time of flight for each proton energy

(shown in Fig. 7.6 (a)). The time of flight gives the temporal off-set for each

proton energy. For example, protons of energy 1 MeV and 13 MeV arrive at the

secondary target after approximately 100 ps and 20 ps respectively (corresponding

to simulation time steps of 1.3 ns and 1.22 ns respectively), giving the proton beam

temporal spread of ∼ 80 ps. Thus, for HELIOS simulations starting at t = 0 ps,

initial heating of the material will begin after ∼ 20 ps (i.e. the time at which

the fastest electrons arrive at the target), with the total proton beam energy

deposited, and thus peak temperature achieved, 100 ps after the initialisation of

the protons in the simulation.
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Figure 7.7: 1-D HELIOS hydrodynamic simulation results. Electron density
profiles at the front surface of the silicon target at given simulation times, driven
by the B7 laser ASE in conjunction with the proton heating driven by B8. The
critical density surface for each time step is highlighted by the short vertical lines
− the grey vertical and black horizontal lines correspond to the location of the
original target surface and critical density respectively.

To demonstrate that the electron source (i.e. the front surface of the silicon

target) remains largely unperturbed during proton heating, simulation results of

the electron density profiles, which correspond to front surface plasma expansion,

at various simulation time steps are presented. The expansion profiles, at given

simulation times of 1.2 ns (ASE-only), 1.22 ns, 1.25 ns, 1.27 ns and 1.3 ns,

corresponding to proton heating times, theat, of 0 ps, 10 ps, 30 ps, 50 ps an 80

ps respectively, are displayed in Fig. 7.7. For simulations including ASE-only

(Fig. 7.7 - solid red curve), the main action of the ASE is to generate a low-

density pre-plasma region at the target front surface, in addition to driving a

shock wave into the overdense target (giving rise to compression of the first few

micron depth of the target by ∼ 10 %); this density profile is common to all shots

(i.e. with and without proton heating).

Once protons are initiated in the simulation and arrive at the target (with the
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highest energy protons reaching the target after 20 ps), the protons act to induce

a relatively small enhancement of the front-side pre-plasma expansion profile, an

effect which increases with time, from theat = 10 ps to theat = 80 ps. This results in

a slightly longer plasma scale length, compared to the case of ASE-only heating.

However, it is important to emphasise that the resulting density perturbation is

only of the order of a few microns. To demonstrate this, the spatial position

of the critical density surface (i.e. the location of the fast electron source) is

displayed in Fig. 7.7 for each time step (i.e. theat) by the short vertical lines

(with colour and line-style representative of each time step − the grey vertical

and black horizontal lines correspond to the location of the original target surface

and critical density respectively). It is found that over the maximum duration of

proton heating explored (i.e. theat = 80 ps), the critical surface (and thus electron

source) extends by ∼ 2.5 µm, while for theat = 30 ps the critical surface extends

by only ∼ 1 µm, an expansion which is not expected to significantly influence the

subsequent fast electron transport properties. Furthermore, Fig. 7.7 also reveals

that, excluding the density perturbation in the first few µm of the target, the

bulk target remains at solid density, thus highlighting the isochoric properties of

proton heating.

The temporal heating profile of silicon is displayed in Fig. 7.8 at selected pro-

ton heating time-steps, theat, of 10 ps, 30 ps, 50 ps and 80 ps after the arrival

of the most energetic (13 MeV) protons. It is clearly evident that the sample

is significantly heated under the action of the protons, transitioning from room

temperature (∼ 0.025 eV) to temperatures of 1 - 10 eV (i.e. ‘warm dense’ tem-

peratures [? ]). For example, a time separation of ∆t7→8 = 30 ps between B7 and

B8 corresponds to a proton heating time of theat = 10 ps by the highest energy

protons (10 - 13 MeV) − these protons are not stopped entirely within the tar-

get as their Bragg peak, and thus stopping depth, is much greater (∼ 1200 µm)

than the thickness of the sample (i.e. 200 µm − see Fig. 7.6). However, due to

collisions with the target electrons, these protons do deposit some energy, giving

rise to the relatively weak temperature increase for theat = 10 ps (i.e. the dotted

black line in Fig. 7.8). For theat = 30 ps (solid black line in Fig. 7.8), the lower
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Figure 7.8: 1-D HELIOS hydrodynamic simulation results. Target temperature
spatial profiles in the bulk of the target at given proton heating times of 10 ps,
30 ps, 50 ps and 80 ps. Also shown is the melting temperature of silicon (thin
solid red line).

energy protons (3 - 7 MeV) will have arrived at the target and deposited their

energy, resulting in the sharp rise in temperature to ∼ 2 eV at depths between 0 -

50 µm, reducing to ∼ 0.5 eV at 100 µm depth. Heating for longer times (i.e. theat

= 50 ps - solid red line in Fig. 7.8, and theat = 80 ps - dashed blue line in Fig. 7.8)

results in strong target heating to temperatures ∼ 7 eV in the first 20 µm of the

target and an exponentially decreasing temperature profile, to around 0.5 eV at

100 µm depth. For the case of theat = 80 ps, all of the protons will have arrived at

the target and deposited their energy. In particular, the low energy protons, due

to their higher flux and shorter stopping depth, give rise to the observed increase

in temperature. Note that the y-axis of Fig. 7.8 is truncated to a temperature of

∼ 7 eV. Since the lower cut-off energy of the proton detector (i.e. RCF stacks) is

1 MeV, the contribution of < 1 MeV protons (which will act to heat the target

to higher temperatures in the first few microns) is not included in the heating

calculations.

Crucially, the proton heating investigated in these simulations occurs on
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timescales of 30 - 80 ps; significant lattice heating, and thus lattice-melt, is pre-

dicted to occur for heating durations of the order of tens of picoseconds [40]. Thus,

for these time steps, a wide range of spatial-temperature (and thus lattice-melt)

profiles, at different ∆t7→8, will be produced by proton heating. As demonstrated

in Chapter 6, resistively generated magnetic fields depend strongly on spatial re-

sistivity gradients which effect the propagation of fast electrons. Thus, proton-

induced temperature (and thereby resistivity) gradients would be expected to

significantly influence fast electron transport properties. Proton emission results

of electron transport in proton-preheated silicon are now presented.

7.4 Experimental results

The experimentally measured proton beam spatial-intensity distributions shown

in Fig. 7.9 represent protons accelerated from the primary (i.e. proton heated)

silicon target at different theat, thus enabling investigation of the effect of lattice-

melt (i.e. resistivity gradients) on electron transport.
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Figure 7.9: Example measured proton spatial-dose distributions at 3.3 MeV for
peak laser intensity equal to 7 × 1019 Wcm−2, for proton heating times of (a) 0
ps - unheated (b) 10 ps (c) 30 ps and (d) 80 ps.

The proton emission measurements shown in Fig. 7.9 correspond to an energy

of 3.3 MeV; this proton energy was selected such that the proton dose for each

time step was similar, enabling a more representative comparison to be made
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between the results. The measurements in Fig. 7.9 (a - d) represent ∆t7→8 of 0

ps, 30 ps, 50 ps and 100 ps, corresponding to theat of 0 ps (i.e. unheated), 10 ps,

30 ps and 80 ps respectively. Initially, for unheated silicon (Fig. 7.9 (a)) the

proton beam exhibits a smooth, homogenous spatial distribution, in agreement

with the results presented in both Chapter 5 and Chapter 6, where such proton

beam spatial-dose profiles were attributed to uniform electron transport at a laser-

drive intensity of ∼ 7× 1019 Wcm−2. However, as the target is pre-heated by the

TNSA-proton beam, distinct changes in the proton spatial-intensity distribution

occur (which are directly correlated to changes in the fast electron transport

inside the target). After theat = 10 ps (Fig. 7.9 (b), representing heating by

the most energetic protons (i.e. 13 MeV)) there is evidence of the onset of an

annular structure in an otherwise smooth beam profile. Preheating for theat = 30

ps (Fig. 7.9 (c)), at which point the majority of the 3 - 8 MeV protons will have

heated the target, results in the observation of a distinct ring profile in the proton

spatial-intensity distribution. Preheating the target for theat = 80 ps (Fig. 7.9

(d)) gives rise to caustic structures in the proton beam spatial-intensity profile,

indicative of the onset of fast electron beam filamentation (see Chapter 5).

The key finding of these measurements is that annular proton beam spatial-

intensity profiles are obtained for theat = 30 ps, while filamentation occurs at theat

= 80 ps. As discussed in detail in Chapter 6, annular proton beams measured from

thick (i.e. 200 µm) silicon targets are primarily driven by annular fast electron

transport within the target which, in turn, is generated by strong, resistively

generated magnetic fields. Thus, the proton emission measurements displayed

in Fig. 7.9 (a - d) present strong evidence that proton-heating induces spatial

and temporal changes in the target resistivity, which subsequently drive magnetic

field generation within the silicon targets. As previously demonstrated in Chapter

6, these resistive magnetic fields are generated by spatial variation of resistivity

gradients as a consequence of target heating. Therefore, to explain the effect of

proton-induced temperature (and thereby resistivity) gradients, we now perform

hybrid-PIC simulations of fast electron transport in a preheated solid.
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7.5 Modelling - 3D-hybrid PIC simulations

Simulating fast electron transport in an isochorically preheated solid is a particu-

larly challenging problem. To enable this capability, the particle-based 3D-hybrid

code ZEPHYROS [23, 167], as used in Chapter 5 and 6, is developed to inves-

tigate fast electron transport under temperature-gradient conditions. The code

modification, made by Dr A. P. L. Robinson, enables simulation of the influence

of lattice melt on fast electron transport. This is performed by incorporating a

transition between two different resistivity-temperature profiles across the target

grid, executed by prescribing multiple resistivity curves, each corresponding to

a different degree of lattice structure (produced by proton-induced lattice melt),

throughout the target simulation box. Therefore, resistivity-temperature profiles

corresponding to disordered and ordered silicon are used, including an interpola-

tion between them. As demonstrated in Chapter 5, the resistivity-temperature

profile of a disordered solid is distinctly different from the ordered lattice case

of the same element, due to the influence of the lattice structure on the electron

mean free path, and thus resistivity.

Firstly, the silicon resistivity-temperature profile that was presented in Chap-

ter 6 is utilised. Hybrid-PIC simulations performed with this profile, calculated

using QMD simulations combined with the Kubo-Greenwood equation [85, 91,

92], correlated well with the experimental observation of annular electron trans-

port, subsequently explained by the generation of a hollowing magnetic field

component by a dip in the resistivity at a few eV. This curve was modelled by

simulating the silicon ionic configurations at 300 K, and thus represents a well

ordered lattice structure (i.e. diamond face-centred-cubic structure). Next, the

resistivity profile for ‘disordered’ silicon is calculated using the same QMD Kubo-

Greenwood approach as was performed to obtain the ‘ordered’ silicon resistivity

profile. Crucially, however, the configurations are now simulated at 4 eV (i.e.

∼46,000 K) which corresponds to disordered silicon; the high temperature of the

silicon ions, which is considerably greater than the melting temperature of silicon

(0.145 eV), gives rise to amorphous, ‘glassy’-like silicon. Both the ordered (red
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Figure 7.10: Calculations of the resistivity-temperature profile of silicon for dif-
ferent lattice structures. Ordered silicon (solid red line) is plotted alongside disor-
dered silicon (solid blue line), together with numerical fits to the low temperature
region of each resistivity profile (dotted red line and dotted blue line for the or-
dered and disordered models respectively). The curves converge to the Spitzer
resistivity profile (solid black line) at temperatures greater than 60 eV

curve) and disordered (blue curve) resistivity-temperature profiles are shown in

Fig. 7.10. Alongside these profiles, numerical fits to the low temperature (i.e. 1

- 60 eV) region of each curve (dotted red curve - ordered; dotted blue curve -

disordered) are plotted.

A model equation is formulated which scales the resistivity between the or-

dered and disordered curves for an appropriate choice of ‘lattice order’ parameter

α, and has the following form:

η(T ) = β
Γ(T )

Ω(T )
(7.2)

where η is the resistivity, β = 0.11 and T is the temperature in eV. The functions
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Γ(T) and Ω(T) are given by:

Γ(T ) = (C1α
3T 3)− (C2α

5T 3)− (C3α
4T 4)− (C4α

6T 2) + (C5α
6T ) + (C6α

9) + C7

(7.3)

Ω(T ) = (C8α
3T 2) + (C9α

6T ) + (C10α
8) (7.4)

where C1 = 1.2 ×10−7, C2 = 1.1 ×10−9, C3 = 1.2 ×10−10, C4 = 1 ×10−9, C5 =

1.33 ×10−6, C6 = 9 ×10−9, C7 = 4×10−7, C8 = 0.75, C9 = 8 ×10−2 and C10 =

1×10−2.

These model equations are cast in this form such that the prescription of

the lattice order parameter, α, varies the resistivity curve between the ordered

and disordered profiles. To show the effect of changing this α-value, Fig. 7.11

displays the resistivity curves that arise upon varying α between 1 (ordered) and

10 (disordered).

Throughout the simulation grid, a desired resistivity curve is allocated to

each cell (i.e. grid point) and calculated in the following way: initially, the low

temperature region of the resistivity-temperature profile (in the range 1 - 60 eV)

is calculated using the desired α-value and incorporated within a 3-D matrix that

corresponds to an α-value at each each simulation grid point - this matrix is then

included as an input parameter into ZEPHYROS; for temperatures greater than

60 eV, the resistivity profile follows the Spitzer model.

The majority of the simulation parameters are the same as those used in the

simulations performed in Chapter 6, briefly restated for clarity. A 200 µm ×

400 µm × 400 µm simulation grid, with a cell resolution of ∆X = ∆Y = ∆Z

= 1 µm is used, and the electron population is injected at [X, Y, Z] = [0, 0, 0].

The laser-to-fast electron energy conversion factor is set to 0.3, with a laser pulse

duration of 1 ps, wavelength equal to 1 µm and focal spot radius rL = 8 µm. In

addition, the peak laser intensity is equal to IL = 7×1019 Wcm−2. The electrons

propagate in the X-direction with an exponential energy distribution, with mean

temperature Tf given by ponderomotive scaling [65]. The electrons are injected
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Figure 7.11: Resistivity-temperature profiles calculated using various α-
parameter values; α = 1 corresponds to ordered silicon (solid black line) while
α = 10 corresponds to disordered silicon (dotted red line); the Spitzer resistivity
profile is also displayed (broken black line).

with a uniform angular distribution over a cone subtended by a half-angle of 50◦

[137] and in all cases the initial target temperature is set equal to 1 eV.

Initial benchmarking tests demonstrated that prescribing each cell in the sim-

ulation box with an α-parameter value of one (corresponding to ordered silicon)

and ten (corresponding to disordered silicon) exactly reproduced simulation re-

sults performed by incorporating the resistivity curves separately, as done in the

previous version of the code used in Chapter 5 and 6. Importantly, for simulations

corresponding to pre-heated silicon, an α-parameter value is assigned using the

spatial temperature profile calculated from the HELIOS simulations of proton-

heated silicon (Fig. 7.8). The 1-D spatial profile obtained from the hydrodynamic

simulations is incorporated into the 3-D α-parameter matrix and included as an

initial input parameter. Fig. 7.12 (a) and (b) displays the [X,Y] mid-plane profile

and axial line-out of the α-parameter values used in the simulation, respectively.

Physically, this represents proton-induced lattice disordering (i.e. α = 10) over
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Figure 7.12: α-parameter value (calculated using the HELIOS temperature profile
from Fig. 7.8) used for the proton-preheated Zephyros simulations: (a) [X,Y] mid-
plane plot; and (b) axial lineout of the α-parameter.

the first 20 µm of the target, with an exponentially decreasing gradient (corre-

sponding to an increase in lattice order) until a depth of 100 µm, at which point

the target lattice is well-ordered (i.e. α = 1).

Simulation results corresponding to two example cases are shown in Fig. 7.13(a

- d). For the case of a non-graded, uniform target resistivity profile (corresponding

to no proton pre-heating), Fig. 7.13(c - d) displays the fast electron density in

the [X-Y] mid-plane and rear surface [Y-Z] plane respectively, while the case

of a proton-induced temperature-gradient profile, using the spatial α-parameter

distribution from Fig. 7.12, is displayed in Fig. 7.13(a - b) for the [X-Y] mid-plane

and rear surface [Y-Z] plane fast electron density profiles respectively. In both

cases, the simulation time is equal to 1.4 ps. Importantly, the only difference

between these simulations is the inclusion of a temperature, and thus resistivity,

gradient in the simulations shown in Fig. 7.13(a - b); all other parameters are the

same for both simulations.

The results demonstrate key differences in the fast electron propagation prop-

erties between uniform silicon (i.e. ‘cold-start’ − no proton heating) and proton

pre-heated silicon (i.e. including longitudinal temperature, and thus resistivity,

gradients − Fig. 7.12). For the case of ordered silicon (Fig. 7.13(c - d)), the fast
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Figure 7.13: 3D Hybrid-PIC simulation results showing log10 fast electron density
maps (m−3) in the [X-Y] mid-plane and rear surface [Y-Z] plane, 1.4 ps after laser
irradiation: (a - b) ‘heated’ target (i.e. containing temperature gradients); (c - d)
‘cold’ target (i.e. ordered silicon); all for peak intensity equal to 7×1019 Wcm−2.
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electron transport pattern is relatively homogenous at the target rear-surface, in

agreement with previous results (see Chapter 6).

In distinct contrast, the fast electron transport pattern obtained for a silicon

target containing initial proton-induced temperature (and therefore resistivity)

gradients (Fig. 7.13(a - b)) is significantly different to the transport properties

arising from transport in ordered (i.e. initially ‘cold’) silicon (Fig. 7.13(c - d)).

For the ‘heated’ case, the fast electron beam divergence is approximately 30%

larger than that of the ‘cold’ case (i.e. containing no longitudinal temperature

gradients), and a ring-like structure emerges in the fast electron beam, which

propagates to the target rear-surface (see Fig. 7.13(b)). As described in Chapter

6, an annular fast electron spatial-density profile at the target rear-surface results

in an annular proton beam spatial-intensity profile. Thus, the annulus observed

in the simulation of fast electron transport in silicon containing an initial longi-

tudinal temperature gradient (Fig. 7.13(b)) is in qualitative agreement with the

experimental result displayed in Fig. 7.9(c).

Interestingly, the mechanism inducing annular transport in the ‘heated’ case

is distinctly different to the mechanism governing annular transport in ordered,

uniform silicon at higher laser intensities (i.e. IL = 5×1020 Wcm−2 - see Chapter

6), in which beam hollowing originated from a dip in the resistivity-temperature

profile (at temperatures of a few eV). This subsequently led to a reversal in the

resistivity gradient near the edges of the fast electron beam, which in turn gener-

ates a hollowing magnetic field component which seeds an annular electron beam

structure. For that case, the depth at which hollowing was seeded was of the

order of 50 µm. However, for the ‘heated’ case explored here (i.e. longitudi-

nal proton-induced resistivity gradients) the onset of beam hollowing occurs at

shallower depths of around ∼ 20 µm (see Fig. 7.13(a)).

To explore the origin of this beam hollowing in more detail, Fig. 7.14 shows

simulation results of the 2-D magnetic field and resistivity profiles (in the [X-

Y] mid-plane) which correspond to the fast electron density results shown in

Fig. 7.13(a) and (c) respectively. The results are understood within the framework
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Heated target Cold target

Bz-field

Resistivity

(a) (b)

(c) (d)

Figure 7.14: 3D Hybrid-PIC simulation results (outputs all at an example sim-
ulation time equal to 1.4 ps after the start of the laser pulse): (a - b) [X-Y]
mid-plane 2-D map of magnetic flux density (BZ component in Tesla) for the
cases of proton heated and cold silicon respectively; (c - d) [X-Y] mid-plane 2-D
map of resistivity, η, (in units of 10−7 Ωm) for the proton heated and cold cases
respectively.
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of the resistively generated magnetic field, B, given by:

∂B

∂t
= η∇× jf +∇η × jf (7.5)

The magnetic field is principally generated by two components; the first (η∇×jf )

pinches the electrons into regions of highest current density, while the second

(∇η×jf ) seeds magnetic field growth from regions containing resistivity gradients,

subsequently driving electrons into regions of highest resistivity.

Examining the uniform (i.e. ‘cold’) silicon case first (Figs. 7.14(b) and (d)), it

is observed that the global fast electron transport properties are dominated by a

collimating azimuthal magnetic field which acts to ‘pinch’ the fast electron beam

up to depths of X = 50 µm (Fig. 7.14(b)). While the onset of beam hollowing

occurs at depths of ∼ 50 µm into the target (Fig. 7.13(c)) the resulting density

perturbation is not significantly strong to sustain annular transport, and thus the

electron beam transport is uniform at the target rear-surface (Fig. 7.13(d)).

By contrast, the 2-D resistivity and magnetic field maps (Figs. 7.14(a) and

(c) respectively) arising from fast electron transport in the proton heated (i.e.

resistivity gradient) target profile are markedly different, and are understood as

follows. The injected fast electron beam has the highest current density along

the beam axis (i.e. Y = 0), and thus strongest target heating occurs along the

axial, longitudinal direction (due to Ohmic heating varying with jr
2). This, in

turn, results in a reduction in the magnitude of the resistivity along the beam

axis (see Fig. 7.14(c)). Consequently, the longitudinal resistivity gradient (in-

duced by proton heating) gives rise to regions of higher resistivity, in addition

to strong resistivity gradients, located at the edge of the fast electron beam (see

the localised channels of high resistivity in Fig. 7.14(c)). Combined, these effects

result in the generation of a de-collimating magnetic field (arising from ∇η × jf )

which acts to expel electrons from the centre of the beam towards the beam edge

(where the resistivity is higher). Thus, the higher resistivity regions at the beam

edge essentially act as a resistivity ‘channel’, guiding the fast electrons from the

injection region (i.e. X = 0 µm, corresponding to the focal spot position) into

a hollowed, annular pattern which propagates into the target. Furthermore, the
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corresponding increase in current density at the beam edge results in the gener-

ation of a ‘pinching’ magnetic field (via η∇× jf ) around the ring-structure, and

thus the annular electron beam is maintained through to the target rear-surface

(Fig. 7.13(b)). Moreover, since the de-collimating magnetic field is seeded close

to the target front-surface (i.e. from X = 0 - 20 µm), the resulting electron beam

divergence will increase due to resistive ‘channeling’ occurring over a relatively

large distance (i.e. from X = 0 - 75 µm − see Fig. 7.14(c)) − this explains the

larger beam divergence observed for fast electron transport in ‘heated’ targets

than in ‘cold’ targets (i.e. Figs. 7.13(b) and (d) respectively).

It is particularly interesting to note that annular fast electron transport in-

duced by resistively generated magnetic fields was predicted by Robinson and

Sherlock [184]. The main results reported in that work involved the use of a ‘core

fibre’ of high resistivity, surrounded by a ‘cladding’ region of lower resistivity

material, such that a collimating magnetic field was induced at the resistivity

boundary, leading to collimation of fast electron transport. However the authors

also briefly consider the inverse case (i.e. a low resistivity core and high resistiv-

ity cladding) and find that a portion of the fast electron beam is hollowed. The

results presented in this chapter, while realised in a different way (i.e. utilising

proton-heating induced lattice-melt, and thus resistivity gradients, rather than

embedding layers of different resistivity within the target), clearly demonstrate

this numerical prediction.

The interplay of proton-induced longitudinal temperature gradients, lattice

melt and resistivity gradients, with target heating and magnetic field generation

driven by the fast electrons, is an extremely complex and dynamic process. While

this investigation has focussed on the most simple case of fast electron transport in

a longitudinal temperature profile, the capability of inducing resistivity gradients

in a target by proton-deposition, prior to the arrival and propagation of the

fast electron population, may provide an alternative approach to other methods

of resistive guiding of fast electrons, such as the use of ‘structured collimator’

[167, 171, 184] targets, ‘magnetic switchyard’ schemes [23], or more recent work

exploring the concept of elliptical magnetic mirrors [185]. In addition, the work
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presented in this chapter reinforces the conclusions of Chapters 5 and 6 − electron

transport in solids is significantly influenced by material lattice structure, and

the accurate inclusion of the low-temperature resistivity is of key importance to

understanding the electron transport properties.

7.6 Conclusions

In this chapter the effect of the initial target temperature, and thus effect of

gradients in lattice melt, on the physics of fast electron transport has been in-

vestigated. By using TNSA-proton beams to isochorically heat silicon for several

tens-of-picoseconds, prior to the propagation fast electrons through the pre-heated

target, the influence of resistivity gradients, generated by proton-induced lattice

melt, on fast electron transport properties is explored. The experimental obser-

vation of an annular proton beam after theat = 30 ps of proton pre-heating, which

corresponds to annular electron transport within the target, is in excellent quali-

tative agreement with 3-D hybrid-PIC simulations of fast electron transport in a

target containing an initial temperature (and thus, resistivity) gradient.
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Chapter 8

Conclusions and Future Work

8.1 Summary of results

The underlying objective of this PhD project, and therefore this thesis, was to

“...obtain a clearer understanding of the fundamental relationship between mate-

rial properties and fast electron transport”. The subsequent investigations have

principally evaluated the influence that low-temperature (i.e. 1 - 60 eV) electri-

cal resistivity has on the transport properties of fast electrons in solids. Utilising

a programme of experimental investigations and numerical simulations, new in-

sights into the interplay between material properties, resistivity and fast electron

transport have been achieved. This final chapter presents the key results of each

investigation and discusses the results within the context of fast electron trans-

port research as a whole. Finally, potential directions for future research are

given.

8.2 Fast electron transport in carbon

Building upon previous work [39], the investigation presented in Chapter 5 ex-

plored fast electron transport in carbon utilising experimental measurements of

sheath-accelerated proton beams (at a laser-drive peak intensity of IL = 7× 1019

Wcm−2). It was demonstrated that diamond exhibits an unusual proton beam

spatial-intensity; centrally located filamentation within a surrounding radially
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smooth bream profile. To explain this, an analytical model was developed and

applied to understand the origin of this feature, which in turn enables the ini-

tial fast electron density distribution at the target rear surface to be inferred. It

was found that the measured proton beam spatial-intensity profile for diamond

is produced using an annular fast electron density distribution containing regions

of density filaments − this suggests the onset of filamentation, in competition

with a self-generated magnetic field structure which drives annular electron beam

transport within diamond. Moreover, experimental measurements of fast electron

transport in vitreous carbon revealed a filamented proton beam spatial-intensity

profile, in agreement with previous work [39].

Additionally, the investigation compared experimentally measured sheath-

accelerated proton beam spatial-intensity profiles with those generated via an-

alytical modelling, demonstrating a potential method by which to tailor the fast

electron transport to produce a desired proton beam spatial-intensity distribu-

tion. Potential applications of laser-driven ion sources, such as laser-driven proton

oncology [146] and ion-driven FI [35], are likely to benefit from an ability to tune

the proton beam spatial-intensity profile, particularly when a homogenous proton

beam is required.

Finally, by numerically investigating fast electron transport in two carbon al-

lotropes − diamond and vitreous (amorphous) carbon − at two different peak

laser intensities (i.e. IL = 5× 1019 Wcm−2 and IL = 5× 1020 Wcm−2) using 3-D

hybrid-PIC simulations, material lattice structure is demonstrated to be signifi-

cantly influential in defining the fast electron transport properties.

8.3 Fast electron transport in silicon

The work presented in Chapter 6 addresses two main factors which influence the

global fast electron transport properties in solid density targets: 1) the impor-

tance of the shape of the resistivity-temperature profile; and 2) ‘optical’ control

of the fast electron transport via changing the laser-drive parameters.

In section 1, it was demonstrated that a more accurate treatment of low-
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temperature resistivity − using ab initio QMD calculations − is key to describing

the subsequent fast electron transport properties. Moreover, it was demonstrated

that even subtle features in the low-temperature region (i.e. 1 - 10 eV) of the

resistivity-temperature profile can profoundly alter the fast electron transport

pattern through the key role that resistivity has in producing resistively generated

magnetic fields.

In section 2, the annular transport patterns of fast electron beams in silicon

were investigated as a function of the laser-drive pulse parameters, using a 3D

hybrid-PIC code. The results presented demonstrate that an optimum laser peak

intensity range exists for transporting fast electrons within an annular structure

(generated in this way). The overall size of the annulus was found to increase

with peak intensity (as a consequence of a decrease in the magnitude of the

collimating magnetic field which defines the overall beam divergence). Moreover,

an optimum laser intensity is found by which enhancement of the annulus-to-axial

electron density contrast ratio is achieved, determined by the relative strength of

the resistive magnetic field components. Finally, the size of the annular profile is

sensitive to the laser focal spot size, which enables some degree of tuning of the

annular transport pattern for a fixed beam temperature or drive laser intensity.

The results presented in this chapter provide a new understanding of the origin

of annular transport patterns − such patterns have been observed in several pre-

vious experimental studies with different target materials [110, 124, 186]. More

practically, generation of such annular electron beam profiles may be important

for applications. It has been demonstrated [98] that an annular beam structure

can enable the propagation of an electron beam of higher current when compared

to a uniform beam, as a consequence of the current-limiting Alfvén limit increas-

ing by a factor r/R in the case of an annular beam, where r is the radius of the

beam and R is the width of the annulus, thus enabling propagation of a higher

electron beam current in a ring structure. For direct application to fast ignition,

J. R. Davies [187] showed that the resistive decay of the return current, which can

inhibit the propagation of the fast electron beam required for fast ignition, can

be compensated for by propagating the electron beam in an annular structure.
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Additionally, the results highlight the possibility of producing annular beams

of sheath-accelerated protons, driven by annular fast electron beam transport. An

important application of annular proton beams was demonstrated by Temporal

et al [188], in which, for a proton-driven fast ignition scheme [35], an annular

proton driver-beam, when used in conjunction with a secondary uniform proton

beam, can reduce the total energy required for ignition by almost a factor of two

when compared to using a single uniform proton beam.

Finally, the results also highlight the potential to produce and control annular

beams of fast electrons for advanced approaches to fast ignition-ICF (in addition

to other applications), for example using a silicon-tipped cone to generate a ring-

transport profile to seed annular transport patters, and thus potentially reduce

the overall energy requirements for fusion gain.

8.4 Fast electron transport in pre-heated silicon

Building upon the insights developed in the previous investigations, the results

reported in Chapter 7 explore the role that temperature gradients and lattice

melting have on fast electron transport. By using a laser-driven TNSA proton

beam to preheat solid-density silicon samples to temperatures above the melt-

temperature (i.e. > 0.145 eV), thereby melting the silicon lattice on timescales of

tens-of-picoseconds. By varying the temporal separation between proton-heating

and the arrival of the fast electron beam (utilising a second laser pulse), the degree

of lattice melt, and thus resistivity gradients, at the time at which fast electrons

propagate through the target was varied. Experimental measurements of sheath-

accelerated protons, used to diagnose the fast electron transport within the target,

demonstrated an annular proton beam after theat = 30 ps of proton pre-heating,

with filamentation occuring after theat = 80 ps. Utilising 1-D hydrodynamic

simulations, the proton-induced spatial-temperature gradient generated in the

silicon targets was characterised and incorporated into a 3-D hybrid PIC code,

modified to explore the influence of temperature gradients, and therefore lattice

melt, on fast electron transport. The simulation results revealed an annular
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electron beam, generated by resistive magnetic fields, in excellent qualitative

agreement with the experimental results. Previous schemes of using resistivity

gradients to influence fast electron transport via magnetic fields typically involve

the use of structured targets containing regions of different resistivity [171, 184?

]. The technique presented in Chapter 7 explores an alternative approach to

inducing resistivity gradients, by using proton-induced heating to melt the target

lattice, thereby changing there resistivity and thus the magnetic field growth.

Perhaps more importantly, the results again emphasise the key role of lattice

structure, material effects and low-temperature resistivity in defining fast electron

transport properties.

8.5 Future work

The progression of high intensity laser-plasma interactions is closely linked with

the development of new laser technology. As lasers become increasingly more

powerful, the range of physics that can be explored becomes considerably greater.

With large scale facilities such as the Extreme Light Infrastructure (ELI) [189]

and proposed Vulcan 20 PW, in addition to new facilities such as APOLLON in

France, due to come on-line in the coming years, the future of intense laser-solid

interactions is extremely promising. In addition, the ever increasing development

of more powerful computational resources will inevitably result in the realisation

of more complex simulations, thus increasing the predictive capability of simula-

tions to both interpret results and indicate potential new avenues for exploration.

In the more interim future, the work presented in this thesis can be developed in

a number of ways.

The investigation of the influence of lattice structure on fast electron transport

(i.e. Chapter 5) revealed that the onset of electron beam filmentation is deter-

mined by the material resistivity in the low-temperature region of the resistivity-

temperature profile, in addition to dependence on the laser-drive intensity. There-

fore, a detailed study of the material and laser parameters that define when beam

filamentation occurs would provide key information on the criteria which give rise
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to the growth or mitigation of filamentation − such results will be important for

applications. For example, by using targets consisting of layers of materials with

different lattice structure, the depth at which filamentation is seeded may be

determined.

In Chapter 3, the main mechanisms which give rise to resistivity were dis-

cussed, namely: 1) lattice vibrations (i.e. electron-phonon scattering); 2) lattice

dislocations (i.e. lattice vacancies); and 3) impurities. Thus, exploration of fast

electron transport in silicon is particularly interesting since, given that silicon is a

semiconductor, doping of silicon (or other semiconductors) may enable the gener-

ation of tailored resistivity-temperature profiles for desired fast electron transport

properties. Therefore, a detailed study of fast electron transport in semiconduc-

tors, both pure and doped, combined with variation of the laser-drive parameters,

may demonstrate controlled temporal and spatial evolution of the resistivity for

a specific fast electron beam application.

Moreover, a numerical development of this work would involve performing full-

scale fast ignition simulations. Utilising a hybrid-PIC code such as ZEPHYROS

[23, 167] will enable some of these proposed ideas to be tested numerically; for ex-

ample embedding diamond and silicon within the gold cone-tips in a cone-guided

fast ignition simulation, thus exploring the propagation of smooth or annular fast

electron beams in compressed DT fuel.

Finally, the results presented in Chapter 7 represent the first investigation of

fast electron transport in a solid pre-heated by sheath-accelerated proton beams.

Despite the key result of annular electron transport (evidenced by an annular

proton beam spatial-intensity profile), which was supported and explained using

3-D hybrid-PIC simulations, the investigation nevertheless represents a ‘proof-

of-principle’ study. The physics of proton-heated solids is a field in it’s own

right, but when investigated in combination with fast electron propagation our

understanding of both fast electron transport and states of warm dense matter

will inevitably advance. Looking forward, a relatively simple development would

be to explore the influence of asymmetrical temperature (and thus resistivity)

gradients on fast electron transport, both experimentally and numerically − this
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may reveal ways in which to manipulate the fast electron transport such that

the sheath-accelerated proton beam can be tailored for a given application. A

more fundamental development would be to explore the proton-induced lattice

melt in more detail by utilising X-ray measurements [190] − this will provide a

measurement of the target temperature for benchmarking with simulations, in

addition to information on the proton heating-induced structural modification of

the target lattice.

In the coming years, the combination of higher power lasers and increased

numerical simulation capability should result in remarkable breakthroughs in our

understanding of energy transport in dense plasma and solids, and in the real-

isation of applications, particularly work related to ICF. Furthermore, it is my

opinion that the results presented in this thesis are only the beginning of a clearer

and more fundamental knowledge of the role that material properties have on fast

electron transport − I sincerely look forward to what is ahead.
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[69] F. Jüttner et al. Das maxwellsche gesetz der geschwindigkeitsverteilung in

der relativtheorie. Annalen der Physik, 339: 856, (1911).

[70] D. Forslund et al. Theory of hot-electron spectra at high laser intensity.

Phys. Rev. Lett., 39: 284, (1977).

[71] P. Gibbon and A. R. Bell. Collisionless absorption in sharp-edged plasmas.

Phys. Rev. Lett., 68: 1535, (1992).

[72] S. C. Wilks et al. Absorption of ultra intense laser pulses. Phys. Rev. Lett.,

69: 9, (1992).

[73] M. Haines et al. Hot-electron temperature and laser-light absorption in fast

ignition. Phys. Rev. Lett., 102: 045008, (2009).

[74] C. D. Chen et al. Bremsstrahlung and Kα fluorescence measurements for in-

ferring conversion efficiencies into fast ignition relevant hot electrons. Phys.

Plasmas, 16: 082705, (2009).

[75] P. Drude. Zur elektronentheorie der metalle. Annalen der Physik, 306: 566,

(1900).

[76] R. O. Simmons and R. W. Balluffi. Measurements of the high-temperature

electrical resistance of aluminum: Resistivity of lattice vacancies. Phys.

Rev., 117: 62, (1960).

[77] C. Kittel. Introduction to Solid State Physics. Wiley, New York, (1996).

[78] N. W. Ashcroft and N. D. Mermin. Solid State Physics. Saunders College,

(1976).

[79] Y. T. Lee and R. M. More. An electron conductivity model for dense

plasmas. Phys. Fluids, 27: 1273, (1984).

210
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