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Abstract 

Continuous manufacturing finds application in a variety of disciplines. It demonstrates 

a number of advantages, such as more controllable processes and allows particle 

attributes to be attained that would otherwise be unattainable. Antisolvent crystallisation 

is a widely used method of crystallisation in both academia and industry. It is employed 

to crystallise compounds that are not amenable to other techniques such as cooling 

crystallisation and can be utilised to produce crystal products with unique properties. 

Oscillatory baffled crystallisers (OBCs) are platforms that generate intense mixing by 

the oscillatory motion of fluid through periodic constrictions, referred to as baffles. The 

oscillatory motion generates eddy currents through these baffles and induce highly 

turbulent and efficient mixing. By the superimposition of a net flow, the process can 

operate at near plug-flow conditions and is the principle of the continuous oscillatory 

baffled crystalliser (COBC). OBCs have been extensively studied for cooling 

crystallisations, but their application in antisolvent crystallisation has been limited. 

The continuous antisolvent crystallisation of anthranilic acid in a COBC has been 

investigated for the first time as a function of antisolvent volume fraction and flow 

conditions, demonstrating the effects of a number of process variables on product 

outcomes. Metastable form II polymorph of anthranilic acid was consistently produced 

in a continuous unseeded antisolvent crystallisation from an ethanol and water solvent 

system. The incorporation of process analytical technology (PAT) allowed for 

monitoring of various process conditions in real time, giving insight into the evolution 

of the antisolvent crystallisation process in continuous flow. Local mixing effects were 

deemed to be significant in the COBC at the point of contact of solution and 

antisolvent, such that variable flow rates at fixed antisolvent compositions resulted in 

different product sizes whilst resulting in the same final solution concentration. 

Polymorph control in a moving baffle oscillatory baffled crystalliser (MBOBC) was 

demonstrated for the anthranilic acid system. By variation of seeding conditions and 

startup strategy, the continuous production of either stable form I or metastable form II 

polymorph could be controlled. This demonstrated a novel continuous nucleation 

platform for an antisolvent crystallisation process that could potentially be coupled with 
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a COBC or other platform for reliable continuous production of a specified polymorph 

with targeted crystal attributes. 

Growth and secondary nucleation kinetic parameters were determined by means of 

isothermal seeded batch experiments in a batch moving fluid oscillatory baffled 

crystalliser (MFOBC). Models were developed from these determined parameters, and 

further refined by the incorporation of a solvent factor that improved the fit of the 

model predictions to the experimentally measured attributes. The determined 

parameters were applied to the optimisation of a 30 m DN15 COBC with multiple 

antisolvent addition points and demonstrates the first such strategy utilising 

experimentally determined kinetic parameters. 

This work has demonstrated novel approaches for the development of antisolvent 

crystallisation processes in continuous flow in oscillatory baffled crystallisers, detailing a 

number of control strategies and advancing the knowledge and understanding of such 

processes for future implementation. 
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1.1 Crystallisation from a Continuous Manufacturing Perspective 

Crystallisation is an intriguing phenomenon that is important for a multitude of 

disciplines and areas. Fundamentally, it describes the formation of a solid with regular 

structure consisting of repeating units, be those atoms, ions or molecules. It is used as a 

process in food, chemical and pharmaceutical industries as a method of purification and 

isolation of chemical products, potentially separating hazardous starting materials and 

intermediates from impure mixtures [1]. Crystalline products can vary significantly in 

their physical properties depending on the method of production employed, with their 

critical quality attributes (CQAs) driven by the intended use of the material. Therefore, 

an in-depth understanding of crystallisation processes is required to target these 

attributes in a reliable and reproducible manner. 

Continuous manufacturing (CM) has been employed for a number of years in 

various industries, such as food and petrochemicals [2]; however, batch manufacturing 

techniques still dominate the pharmaceutical industry [3]. The mechanisms of such 

processes are well documented, and have been honed by operators to produce products 

as close to specification as possible with the technology at hand [4]. Even so, challenges 

can present themselves, such as variation between batches and issues with scale-up [5]. 

CM attempts to address these issues and offer further advantages that batch 

manufacturing is not able to achieve. 

There has been support by the pharmaceutical regulatory bodies for the industry to 

move away from a quality-by-testing (QbT) approach and adopt quality-by-design 

(QbD) manufacturing methods to ensure CQAs are consistently achieved [6], and CM 

is deemed a suitable method to provide this. Process analytical technology (PAT) lends 

itself well to this goal when incorporated into a continuous process, allowing for 

detailed real-time process information to be obtained that can be used to refine the 

production process [7]. This can result in reduced production costs and more 

environmentally friendly processes by minimising waste, which promote the adoption 

of CM [8]. 

In response to this demand, significant research on continuous crystallisation has 

been undertaken in recent years, with a variety of compounds, technologies and 

crystallisation methods having been demonstrated [9]–[11]. Although there are benefits 
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associated with continuous crystallisation over traditional batch methods, the 

pharmaceutical industry has been relatively slow to adopt them, attributable in part to 

the required investment in material, equipment and time to develop them [12]. To 

alleviate these challenges and mitigate risk, a systematic workflow has been developed 

to guide the development of continuous cooling crystallisation [13], with a similar 

undertaking for antisolvent crystallisation in development. 

For any crystallisation process, it is imperative to understand the mechanisms by 

which crystals form and the factors that influence them. The following sections cover 

the fundamentals of crystallisation and the various platforms that can be utilised for 

crystallisation processes, with a focus on continuous crystallisation platforms and 

antisolvent crystallisation methods. 

1.2 Solubility and Solvent Selection 

The most common method of crystallisation in industrial application is from solution, 

where the solute is first dissolved in a solvent [14]. The amount of material that can 

dissolve in a solvent is determined by its solubility. Dissolution and crystallisation are 

governed by the laws of thermodynamics, and such processes only occur if the process 

is energetically favourable. The maximum amount of solute that can dissolve in a given 

solvent at a given temperature and pressure is a fixed value, at which point the solution 

is saturated and the solute is in equilibrium between the solid phase and the solution 

phase. 

Solubility is predominantly dependent on the compound itself, the solvent or solvent 

mixture used to dissolve the compound, and the temperature of the system. Generally, 

an increase of temperature increases the solubility of a compound in a solvent, but this 

is not always the case [15]. For example, sodium chloride shows little temperature 

dependence on its solubility in water, and therefore a cooling crystallisation technique 

would be a poor choice for this compound. Some pharmaceutical compounds and their 

solubilities in ethanol, a commonly used solvent, are shown in Figure 1.1 to highlight 

this effect. 
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Figure 1.1. The solubility of various pharmaceutical compounds in ethanol. 
Data sourced from [16]. 

There are a multitude of solvents that can be used for crystallisation, but there are several 

practical aspects that can aid the selection process. Any prior knowledge of the solute 

and solvent system can significantly reduce the number of potential solvents. Some 

solvents can be readily discounted on account of their cost, environmental impact, 

reactivity, and potential toxicity for trace amounts in pharmaceuticals, amongst other 

factors [17]. Solvent screening may be performed to identify the most suitable solvent 

system based on the desired product outcomes such as polymorphism [18][18]. All of 

these aspects combined can determine which crystallisation techniques should be 

implemented. 
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1.3 Supersaturation 

 

Figure 1.2: The saturation limits of a cooling crystallisation. 

Supersaturation is produced when the concentration of a solute exceeds its solubility. 

To demonstrate this, a cooling crystallisation from solution is considered in Figure 1.2. 

There are three distinct zones highlighted. The first is the undersaturated region, 

whereby at a given temperature, the addition of solute would result in further 

dissolution. As an undersaturated solution is cooled, it crosses the solubility curve and 

becomes supersaturated. Upon reaching supersaturation, the compound first enters a 

metastable zone. In this region, nucleation will not occur, but crystals can grow if the 

solution is seeded. Beyond the metastable zone limit, there lies a region wherein crystals 

can form spontaneously following nucleation without external influence [19]. 

Unlike the solubility, which is a thermodynamic property, the metastable zone width 

(MSZW) is a kinetic property and can be modified, such as by the application of 

ultrasound [20]. This can have an effect on the probability of undesired nucleation, with 

a narrow MSZW being more difficult to control for when designing processes. The 

MSZW is often used to define a region suitable for seeded crystallisation [21], where 

seeding is used to prevent this undesired nucleation and affords greater control over 

crystal attributes. 
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The thermodynamic driving force for crystallising a substance can be represented by 

the difference in chemical potential between the solute in the supersaturated solution, 

 𝜇𝑆
′, and the saturated solution,  𝜇𝑆

′′ [22]: 

 ∆𝜇 = 𝜇𝑆′ − 𝜇𝑆′′ (1.1) 

This is more commonly represented by the supersaturation ratio: 

 𝑆 =
𝑐

𝑐*
 (1.2) 

where 𝑐 is the concentration, and 𝑐*is the solubility. For a ratio less than one, the 

solution is undersaturated and crystallisation cannot occur. The limits of supersaturation 

vary depending on the compound and solvent system. Supersaturation can be generated 

by various methods, such as reducing the solute solubility in the system by cooling, 

addition of antisolvent, by increasing the solute concentration by the evaporation of 

solvent, or a combinatory approach. These are discussed in more detail in Section 1.7. 

1.3.1 Mixing and Supersaturation 

The magnitude of localised supersaturation can be influenced by the intensity of mixing 

within the system. For a cooling crystallisation process, temperature is typically 

controlled by heating/cooling jackets around a central vessel. Ideally, any temperature 

change would be instantaneously applied to every molecule in the vessel. In reality, 

there is a temperature gradient between the molecules in contact with the walls of the 

vessel and those in the bulk. Mixing minimises the presence of such a gradient, with a 

higher intensity tending towards the ideal. 

Antisolvent crystallisation is highly dependent on mixing, and can influence the 

crystal size distribution (CSD) for antisolvent crystallisation [23]. There is high, localised 

supersaturation at the point where the solvent solution and antisolvent come into 

contact with one another, and this point varies depending on the mixing method 

employed. Consider a simple experiment where solvent and antisolvent are mixed by 

pouring a beaker of one into the other; there is little control over the mixing process, 

with wide variations in supersaturation across the total volume. To obtain nucleation 
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and crystal growth in a homogenous solution, and therefore maintain control over the 

product attributes, the mixing time of solvent and antisolvent should be shorter than 

the induction time [24].  

The induction time is defined as the time between the generation of supersaturation 

and the formation of the first detectable crystal nucleus [25]. Induction time 

measurements are dependent on the techniques used, as this influences the ability to 

detect this first nucleus; probe-based methods would give more reliability than 

observation with the naked eye. There can also be variation in induction times  due to 

the nature of nucleation, though with multiple experiments it is possible to determine 

the probability of nucleation over time under specific conditions [26].  

The considerations for mixing will greatly influence the choice of crystallisation 

platform, as mixing intensity can alter the nucleation rate for both primary and 

secondary nucleation [27]. For the antisolvent crystallisation of benzoic acid in a stirred 

tank, the location of the addition of antisolvent has been shown to affect the MSZW 

[28]. Figure 1.3 shows that increased addition rate of antisolvent widens the MSZW 

where the antisolvent is added near the impellor. Increased impellor velocity also 

widens the MSZW in such a system, independent of addition rate. The error on the 

values is also relatively low, suggesting consistency in the system and giving good 

control over crystal properties. 

 

Figure 1.3: The variation in MSZW as a function of addition rate of antisolvent 
and impellor velocity with antisolvent addition near the impellor [28]. 
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Figure 1.4 shows a narrower MSZW for all addition rates and impellor velocities 

when antisolvent is added near the wall of the vessel. The difference in MSZW is 

not as pronounced at low addition rates, but shows a greater dependence on 

impellor velocity at increased addition rates. There is significant error on the 

values, and such a system would not be suitable for a crystallisation process 

where narrow CSDs are desired. 

 

Figure 1.4: The variation in MSZW as a function of addition rate of antisolvent 
and impellor velocity with antisolvent addition near the vessel wall [28]. 

Various technologies and strategies have been developed that attempt to generate high 

supersaturations rapidly whilst also achieving thorough mixing to produce a crystal 

product with small size and a narrow CSD. Examples of these are confined impinging 

jets [29], T-mixers [30] and static mixers [9]. These mixers are reliant on their flow 

rates for mixing, with higher flow rates resulting in more thorough mixing. Further 

detail on crystallisation platforms and their mixing properties is given in Section 1.8. 

1.4 Nucleation 

The formation of a crystal in a supersaturated system requires a nucleation event, 

providing a surface upon which the crystal can grow via deposition of solute, and to 

progress the system towards equilibrium. A given mass of solute can crystallise into 

many small crystals, or fewer large crystals depending on the nucleation rate. Control 

of nucleation is a key step in the control of the overall crystal properties, number of 
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crystals, and CSD, and therefore the quality of the crystal product [31]. Nucleation can 

be categorised into primary or secondary, and is detailed in Figure 1.5. 

 

Figure 1.5: The different processes of nucleation. Adapted from [32]. 

1.4.1 Primary Nucleation 

1.4.1.1 Homogeneous Primary Nucleation 

This mode of nucleation occurs in a clear solution, with no external surface being 

provided, and relies on the formation of solute clusters within the solution. This process 

is described by Classical Nucleation Theory (CNT), which was first proposed by JW 

Gibbs in the latter part of the 19th century [33]. whereby it is assumed that clusters 

initially form by the addition of single units of solute, driven by supersaturation, in a 

process depicted by the schematic below: 
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The majority of these clusters dissipate before they can grow to the required size, as the 

volume free energy Δ𝐺𝑉 must exceed the surface free energy Δ𝐺𝑆. The solid state has 

greater stability than the liquid state, and so Δ𝐺𝑉 becomes negative, decreasing the free 

energy of the system. However, the free energy increases due to the presence of a 

solid/liquid interface at these clusters, the extent of which is proportional to their 

surface area. As shown in Figure 1.6, Δ𝐺𝑆 has a greater effect at small cluster radii, and 

so small clusters redissolve. Upon reaching a critical cluster size, 𝑟𝑐, the total free energy 
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reaches a maximum and the energy barrier for the formation of stable nuclei is 

overcome, making crystallization energetically favourable. 

 

 

Figure 1.6: Energy diagram for formation of a critical nucleus. rc must be 
exceeded for the free energy of the system to decrease [34]. 

The rate of nucleation, 𝐽, which represents the number of nuclei formed per unit time 

per unit volume, is expressed in the Arrhenius equation below: 

 𝐽 = 𝐴exp (−
∆𝐺crit

𝑘𝑇
) (1.3) 

This can be rewritten by substituting a number of terms to obtain the following 

expression: 

 𝐽 = 𝐴exp(−
16𝜋𝛾3𝜈2

3𝑘3𝑇3(𝑙𝑛𝑆)2
) (1.4) 

By this equation, three variables affect the nucleation rate: the temperature, 𝑇; the 

supersaturation ratio, 𝑆; and the interfacial tension, 𝛾. This suggests that an increase in 

temperature will increase the nucleation rate; however, increasing the temperature can 

also affect the supersaturation ratio for compounds that show temperature dependence 
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on solubility. Interfacial tension can be affected by the solvent composition and the 

presence of impurities [35], and the use of surfactants has been demonstrated to 

significantly affect crystallisation kinetics [36]. 

CNT has some limitations in that it assumes the critical clusters  are uniform spheres; 

that the curvature of the cluster does not affect interfacial tension; and that the clusters 

grow by the addition of one unit at a time, ignoring the effect of the collision of clusters 

[37]. Nucleation rates measured experimentally differ from the predicted values by 

several orders of magnitude, which has been attributed to overestimation of the pre-

exponential factor [31]. Thus, whilst CNT has been shown to have empirical 

application, nucleation theory continues to receive attention to better understand this 

complex phenomenon. 

1.4.1.2 Heterogeneous Primary Nucleation 

This mode of nucleation is defined as the generation of a solid phase that is induced by 

the presence of a surface other than a parent crystal. This surface can range from the 

walls of a crystallisation vessel to dust particles. The presence of interfaces initiates 

nucleation at lower supersaturations than are required for homogeneous nucleation. 

The free energy barrier for the formation of a critical nucleus by a heterogeneous 

pathway is therefore less than for homogeneous [34].  

1.4.1.3 Two-Step Nucleation 

CNT was initially developed to describe the condensation of droplets from a vapour, 

and although it has been assumed to be translatable to crystal nucleation, it is not an 

accurate descriptor. In recent years, a two-step nucleation theory has been developed. 

This theory describes the formation of liquid-like clusters of solute molecules, followed 

by reorganisation of these clusters into ordered crystal structures. This process was first 

observed for the formation of protein crystals, but has been suggested as a suitable 

descriptor for nucleation of small organic molecules [37]. The differences between these 

mechanisms are shown in Figure 1.7. CNT can result in the overestimation of the 

nucleation rate by orders of magnitude [31], but rate equations for two-step nucleation 

are not as well defined as those for CNT, and thus CNT is still the dominant mechanism 

for the quantification of nucleation processes. 
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Figure 1.7. An overview of Classical Nucleation Theory and Two-step 
Nucleation. Adapted from [38]. 

1.4.2 Secondary Nucleation 

Secondary nucleation is the process of nucleation occurring in the presence of existing 

crystals in solution. The two major mechanisms for the production of secondary nuclei 

are fluid shear and collision-based. These collision-based mechanisms can be further 

categorised: crystal-crystal collisions, whereby crystals in suspension collide directly and 

fragment; crystal-agitator collisions, where the crystals come into contact with a high-

velocity agitator, which is typically an impeller in stirred tanks; and by crystal-wall 

collisions. All of these processes can result in small fractures and chips of material being 

produced that can result in the generation of fines and poor control over CSD. 

Collision-based mechanisms are the main consideration for industrial crystallisation 

processes [39]. 

Expressions for nucleation rates for both primary and secondary nucleation are 

highlighted in Table 1.1. These take into account a variety of mechanisms, the potential 

occurrence of which will be dependent on the system, and so consideration must be 

made as to which expression would most accurately represent the system it is used for. 
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Table 1.1. Summary of common nucleation expressions. Adapted from [40]. 

Nucleation Expression Comments Reference 

Primary 𝐵 = 𝑘𝐵𝑆𝐴
𝑏  [41] 

Homogeneous 𝐵 = 𝑘𝐵 exp (
−16𝜋𝛾3𝜈2

3𝑘3𝑇3(ln(𝜎𝑠 + 1))2
)  [34] 

Heterogeneous 𝐵 = 𝑘𝐵 exp (
−16𝜋𝛾3𝜈2𝑓(𝜑)

3𝑘3𝑇3(ln(𝜎𝑠 + 1))2
) 

𝑓(𝜑) 
corrects for 
nucleation 
on non-
crystal 
surfaces 

[42] 

Secondary 

𝐵 = 𝑘𝐵𝑆𝐴
𝑏𝜇2  [43] 

𝐵 = 𝑘𝐵𝑆𝐴
𝑏𝜇3  [44] 

𝐵 = 𝑘𝐵 exp (−
Δ𝐸

𝑇
)𝜎𝑠

𝑏𝜇3
𝑘 

𝑘𝐵 is 
temperature 
dependent 

[45] 

𝐵 = 𝑘𝐵𝜎𝑠
𝑏𝜇3(𝐿min)

𝑗 

𝐿min is the 
minimum 
size for a 
crystal to 
participate 
in collisions 

that 
produce 

secondary 
nucleation 

[46], [47] 

𝐵 = 𝑘𝐵𝑆𝐴
𝑏𝑁𝑙𝜇2

𝑗
 Includes 

crystal 
agitation 

and crystal-
crystal 
effects 

[48] 

𝐵 = 𝑘𝐵𝑆𝐴
𝑏𝑁𝑙𝜇3

𝑗
  

Here, 𝑆𝐴  represents the absolute supersaturation defined by 𝑆𝐴 = 𝑐 − 𝑐
∗ . Relative 

supersaturation is represented by 𝜎𝑠 and defined by 𝜎𝑠 =
𝑐−𝑐∗

𝑐∗
.  

1.5 Crystal Growth 

After solute molecules have formed stable nuclei, these particles then undergo growth 

such that they reach a detectable size. Provided that these crystals are in the presence of 

a supersaturated solution, growth will occur. Figure 1.8 shows a simplified version of 

crystal growth at the molecular level, with molecular-level resolution shown in Figure 

1.9. There are several proposed mechanisms for crystal growth [49], the most universally 

accepted of which is typically represented by two steps: diffusion of a solute molecule 
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from the bulk solution to the crystal surface, and integration of the solute molecule into 

the crystal structure. The attaching solute molecule is more likely to integrate at the 

kink site due to the potential to form more bonds to neighbouring molecules than 

elsewhere on the crystal surface, and conversely is more likely to leave this site upon 

dissolution [50]. 

 

 

Figure 1.8: The molecular process of crystal growth. Steps and kinks are more 
energetically favourable locations for crystal growth. Adapted from [51] 

  

  

Figure 1.9: AFM image of an insulin crystal showing steps and kinks [52]. 

Crystal growth can be described in simple terms by the change in the size of the crystal 

over time and is represented by the size-independent growth rate expression in Table 

1.2. There can be several factors that influence crystal growth, and expressions that 

incorporate those have also been developed and are shown in Table 1.2. Such 

expressions can be utilised in predicting the CSD of a process [53]. 
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Table 1.2. Commonly used growth expressions. 

Mechanism Expression Comments Reference 

Size-
independent 

𝐺 = 𝑘𝐺𝑆𝐴
𝑔  [54] 

Size-

dependent 

𝐺 = 𝑘𝐺𝑆𝐴
𝑔(1 + 𝛾𝐿) 
 

𝐺 = 𝑘𝐺𝑆𝐴
𝑔(1 + 𝛾𝐿)𝑝 

 [53], [55] 

Power law 𝐺 = 𝑘𝐺𝑆𝐴
𝑔𝐿𝑝  

[53], [56], 
[57] 

Burton, 
Cabrera and 

Frank (BCF) 
𝐺 =

𝑘𝐺
𝑘𝐵𝐶𝐹

𝑆𝐴
2 tanh (

𝑘𝐵𝐶𝐹
𝜎𝑠

) 

Includes 

effects of 
surface 
defects 

[58], [59] 

Arrhenius type 𝐺 = 𝑘𝐺 exp (−
Δ𝐸𝐺
𝑅𝑇

)𝜎𝑠
𝑔 

Semi-

empirical 
relationship; 

𝑘𝐺 is 

temperature 
dependent 

[58] 

 

The growth rate of a crystal determines the residence time required within a crystalliser 

to achieve a target size; a slow growth rate will require a longer residence time. This 

can be accommodated for by increasing the volume or decreasing the flow rate of 

continuous crystallisation processes. Consideration must then be made for the footprint 

of such crystallisers, and the effect on the housing of and initial outlay on equipment. 

High supersaturation provides a greater driving force for growth, which can increase 

the rate of production. However, this can result in a lower quality product, such as 

crystals with inclusions of solvent [60]. This is not to be confused with the formation 

of solvates or hydrates, where solvent can be incorporated into the crystal structure. In 

the case of water as the solvent, these are referred to as hydrates; otherwise, the more 

generic term of solvates is used. Solvates are often undesirable, introducing issues with 

stability and potential toxicity for pharmaceutical products. Secondary processing can 

also be negatively affected by the presence of solvates [61]. 

Crystallisation close to a supersaturation ratio of 1 results in slower crystal growth, 

which in turn can improve the purity of the crystal product by minimising the 

aforementioned issues. Practically, there is a limit to the residence time one can provide 
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to a process. Maintaining crystallisation in the middle of the metastable zone is a 

suggested compromise between duration of operation and product quality [62]. 

1.6 Polymorphism and Solid Form 

Polymorphism, with regards to crystal structure, is the ability for a compound to 

crystallise in more than one manner, the term being derived from the Greek polus 

meaning “many”, and morph meaning “shape” [34]. There is no change in chemical 

composition, but the molecular packing can have a pronounced effect on the physical 

properties of the compound. A striking example that rather elegantly demonstrates just 

how different polymorphs can be is that of 5-methyl-2-[(2-notrophenyl)amino]-3-

thiophenecarbonitrile, better known as ROY due to the red, orange and yellow crystals 

it can form, shown in Figure 1.10. 

 

Figure 1.10: Polymorphs of ROY [63]. 

Polymorphism has been well documented, with one of the first recorded instances 

towards the end of the 18th Century by Klaproth, who discovered calcite and aragonite 

were both forms of calcium carbonate [64]. Compounds often display polymorphism, 

with evidence showing at least half of compounds that are screened for polymorphism 

display it [65]. . This is of particular importance in the manufacture of pharmaceuticals, 

as different polymorphs can exhibit varying bioavailability due to differing solubilities, 

and thus differing dissolution rates [66]. One of the most well-known instances of 

unwanted polymorphism within the pharmaceutical industry is associated with the 

antiviral drug ritonavir. The appearance of a new and more stable form (form II) of the 
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compound plagued production, requiring extensive review and modification of the 

manufacturing process [67]. The more stable form II had a lower bioavailability, and 

therefore was less effective than form I. Such occurrences demonstrate the need for 

extensive polymorph screening. 

Ostwald’s rule of stages states that the initial crystal form generated is the least stable 

form thermodynamically, with free energy closest to the original state [68]. This will 

then undergo transformation until the lowest free energy state is achieved and a stable 

polymorph is produced (Figure 1.11). 

 

Figure 1.11. Energy states for a polymorphic system. Adapted from [69]. 

Depending on the stability of the compound and the desire for a metastable form, this 

may be preferable, as such crystals have greater solubility than their more stable 

counterparts; however, this may be at the expense of physical stability and affect product 

shelf life. 

Polymorphism can significantly affect the formulation of active pharmaceutical 

ingredients (APIs). As exemplified in Figure 1.12, the stable monoclinic form I of 

paracetamol is not readily compressible into tablets due to the interdigitated nature of 

the molecular packing [70], whereas the metastable orthorhombic form II crystallises in 

flat hydrogen-bonded sheets [71], and is more amenable to direct compression. 
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Figure 1.12: Crystal structures of the stable form I and metastable form II of 
paracetamol. Image adapted from [72] 

Crystal structure prediction tools can be used to identify polymorphs that may not yet 

have been produced experimentally but are energetically feasible [73]. Some 

polymorphs can be very difficult to produce and require elaborate or novel methods to 

isolate them, such as the formation of carbamazepine form IV by spray drying [74]. 

1.7 Crystallisation Techniques 

The method employed to crystallise a compound varies depending on the compound 

itself and the requirements for the product. For instance, one particular method may 

give the narrowest CSD, but may also give the lowest yield. If a solvent is required, the 

solvent properties also influence this decision. All crystallisation techniques rely on 

different approaches to generate supersaturation. The following section highlights the 

most commonly encountered crystallisation techniques. 

1.7.1 Cooling Crystallisation 

Manipulation of temperature is a common method of generating supersaturation to 

control crystallisation, often employed when the solubility of the compound is highly 

dependent on temperature, and when solubility is poor at low temperature. An 

undersaturated solution is cooled to the point that it becomes supersaturated, followed 

by either addition of seed crystals to grow them out, or by a further decrease in 

temperature to induce primary nucleation (Figure 1.13). Alternatives must be used for 

compounds that do not show such adequate temperature dependence, or that are very 

soluble at low temperatures. 



19 
 

 

Figure 1.13: A representative phase diagram for cooling crystallisation [51]. 

 

 

Figure 1.14: Various cooling profiles for seeded batch crystallisation from 
supersaturated K2SO4 solutions. Reproduced from [62]. 

Cooling profiles need to be considered when designing cooling crystallisation processes 

to achieve the most consistent crystal product. Three different cooling profiles used in 

a seeded cooling crystallisation are shown in Figure 1.14, which each produce different 

crystal growth rates and therefore affect the product quality. Crystals that grow quickly 

tend to be of a lower quality than those that grow slowly due to the potential inclusion 

of solvent and other impurities in the structure, and for undesired morphologies such 

as dendritic growth [62]. The rapid cooling displayed by the natural cooling profile 

generates a much higher supersaturation than linear or parabolic cooling and will result 
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in poor quality crystals. A linear cooling profile offers an improvement over natural 

cooling, but there will still be variable supersaturation during the crystallisation. 

Parabolic cooling profiles generate a constant supersaturation, and thus steady crystal 

growth and improved quality. 

1.7.2 Evaporative Crystallisation 

Evaporative crystallisation is a process which increases the concentration of the solution 

by evaporation of the solvent, either slowly by diffusion of solvent vapour from the 

liquid surface or more rapidly by boiling or pulling a vacuum. This increase in 

concentration then generates supersaturation as shown in Figure 1.15. 

 

Figure 1.15: A representative phase diagram for evaporative crystallisation [51]. 

Evaporative crystallisation is not necessarily suitable for compounds that are liable to 

decomposition at elevated temperatures, depending on the threshold of this 

decomposition. The boiling point of the solvent can be controlled by altering the 

pressure of the system, which is of importance if the compound of interest has solubility 

limited to non-volatile solvents.  

A compound whose solubility does not vary greatly with respect to temperature, for 

example sodium chloride, may be more suited to evaporative crystallisation. A suggested 

limit for the selection of evaporative crystallisation is if the solubility shows a 

temperature dependence of less than 0.005 g/g °C [75]. 
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1.7.3 Melt Crystallisation 

Melt crystallisation typically refers to crystallisation from a pure molten solid, in contrast 

to that of crystallisation from a solution. It is more commonly used as a purification 

technique, and very high purity crystals can be obtained [76]. 

As melt crystallisation does not require any solvent, this can be advantageous for 

reducing waste and eliminating the potential environmental hazards and cost associated 

with some solvents and their recovery. However, as the compound may well be 

produced by a chemical reaction using solvents to begin with, crystallisation from 

solution is often more practical. 

 

Figure 1.16. Paracetamol polymorphs produced from the melt [77]. 

Some elusive polymorphs of APIs have been reliably isolated by melt crystallization, 

such as paracetamol form III [78], where attempts to isolate this form from solution 

produce form I instead. This method has been used to identify new polymorphs [77]. 

1.7.4 Reactive Crystallisation 

Reactive crystallisation, also referred to as precipitation, involves the mixture of two or 

more reagents to produce a chemical reaction such that the resulting product is poorly 

soluble. The product outcome of reactive crystallisation can be highly dependent on 
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the intensity of mixing. If reaction occurs before adequate mixing has been achieved, 

there can be localised regions of varying concentration, ultimately altering the product 

quality due to localized differences in nucleation and growth kinetics. Supersaturation 

can be controlled by varying the concentration of the reagents, with very high 

supersaturations possible. 

1.7.5 Antisolvent Crystallisation 

Compounds that are prone to thermal decomposition and show a poor temperature 

dependence on solubility are left with few other options for crystal growth. Antisolvent 

crystallisation is a method of producing crystals by mixing a solution of the compound 

to be crystallised and another fluid, so that the compound has a much lower solubility 

in the overall mixture. The balance of dilution and decrease in solubility determines the 

supersaturation. Antisolvent and cooling crystallisation are often combined in industry 

to increase the yield [79]. 

  

Figure 1.17: A representative phase diagram for antisolvent crystallisation [51]. 

The addition of antisolvent dilutes the overall solution. It is therefore necessary that the 

potential of the antisolvent to decrease the solubility overrides that of the dilution factor. 

This can be seen in Figure 1.17, where for regions of the curve c* above the dilution 

line, the system is undersaturated. This shows a critical ratio of solvent-antisolvent that 

must be reached before supersaturation is generated, which will differ between systems. 

To generate supersaturation using an antisolvent, there are a number of ways it can 

be introduced. Typically, this is done by the addition of antisolvent to a solution, which 

normally has a greater volume than the antisolvent added. Alternatively, the solution 
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can be added to a large volume of antisolvent. This “reverse addition” generates very 

high supersaturation, and depending on the mixing conditions can produce a large 

number of small nuclei. In some cases with organic compounds, the generated 

supersaturation ratio can be so high that a metastable liquid-liquid phase separation 

forms, also known as oiling out, which is undesirable for ensuring product quality and 

purity [80]. Controlling supersaturation by the mixing of solvent and antisolvent and 

being aware of the limitations of the mixing in the platform affords better control over 

product outcome. 

It is routine for pharmaceutical crystals produced by batch crystallisation methods to 

require milling. This serves to improve downstream processability by producing a more 

consistent CSD and can increase solubility of poorly soluble APIs by increasing their 

surface area. However, this process can result in reduced yields due to loss of material 

and can lead to surface defects on the crystals and even loss of crystallinity due to the 

high energies associated with the milling [81]. The potential to remove the milling 

process entirely from the supply chain of a pharmaceutical has benefits for manufacturers 

and consumers alike [82]. Antisolvent crystallisation offers a method for the generation 

of small crystals directly, without the need for extensive processing [83]. 

1.7.5.1 Solvent Recovery 

Antisolvent crystallisation processes can require the processing of large volumes of 

solvent and antisolvent. The environmental impact of the use of some of these solvents 

can be of concern [84]. The solvent and/or antisolvent may also require non-renewable 

resources in their manufacture and may be expensive to produce and transport. In such 

cases, a recycling mechanism is desirable to minimise the effects of these factors. 

Recovery of the solvent and antisolvent assists in the self-containment of a crystalliser, 

which lends itself well to a continuous crystallisation platform. 

There are a number of separation techniques that can be employed, and the selection 

of such a technique will depend on the properties of the solvent and antisolvent, once 

again highlighting the importance of solvent screening and selection. Chromatography 

is one of the mainstays of separation techniques in chemistry. A suitably designed 

chromatography column would be able to separate a mixture of various solvents and 

can be performed continuously, provided the integrity of the column is not 
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compromised over time. For a high throughput, this process may require a high pressure 

to operate. 

Temperature-induced phase separation is one reported method of separating solvents. 

Diisopropylamine (DiPA) has been shown to be a suitable antisolvent for the 

crystallisation of sodium chloride (NaCl) from water [85], with DiPA reducing the 

solubility of NaCl, and showing a liquid-liquid phase separation near room temperature. 

Increased antisolvent fraction gave higher yields of NaCl, but the miscibility of the 

solvents increased as NaCl concentrations decreased, and the whole process had higher 

calculated operating costs than the standard evaporative technique. Several other 

potential methods could be investigated such as the use of membranes, distillation and 

liquid-solid separation. 

1.8 Platforms for Continuous Crystallisation 

1.8.1 Mixed Suspension Mixed Product Removal Crystalliser 

The MSMPR crystallisers are a popular system for continuous crystallisation as they are 

easily adapted from existing STR technologies. They operate by the continuous feed 

of solvent-solute into the crystallisation vessel, whereupon it is mixed with the crystal 

suspension that is already within the vessel [51]. Supersaturation is then generated by 

the desired process, such as addition of antisolvent, and new crystal material is formed. 

Concurrently, a suspension of the MSMPR crystalliser contents can be fed into a second 

MSMPR crystalliser. Several MSMPRs can be connected together in a cascade, as 

shown in Figure 1.18. As the number of these vessels increases, the system likens to a 

plug flow reactor. There is a practical limit as to how many of these units can be 

connected in series, but a greater number potentially allows for greater control until 

diminishing returns and improved likelihood of failure of one of the units becomes a 

concern. 
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Figure 1.18: An example of an MSMPR cascade with temperature difference as 
the driving force of crystal growth [11]. 

One major advantage that MSMPR technology has over other technologies is that 

existing batch equipment can be readily converted, reducing the cost to industry. The 

platforms are readily accepting of PAT such as FBRM and process video microscopy 

(PVM) with little modification, compared to some PFRs that need large collars and 

additional sections to incorporate it. PAT can potentially be beneficial in an MSMPR 

system, as probes can act as baffles to improve mixing, whereas it is likely to impede 

mixing in a PFR. 

1.8.2 Continuous Oscillatory Baffled Crystalliser 

The Continuous Oscillatory Baffled Crystalliser (COBC) is a plug flow tubular reactor 

vessel with oscillatory motion superimposed on this net flow. The tube is typically 

smooth, with regularly spaced baffles that induce eddy currents, as shown in Figure 

1.19. This vastly improves the mixing of the fluid within the sections compared to a 

regular pipe. These eddies in a standard temperature-controlled system ensure rapid and 

thorough heat transfer throughout the fluid. To achieve plug flow in a tubular reactor 

without the baffles in place, the reactor would have to operate at very high flow rates. 

The residence time of such a system is very low and impractical. COBCs allow longer 

residence times at a lower length-to-diameter ratio, which allows time for crystal 

growth [86]. 
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Figure 1.19: Eddies are generated as a result of oscillatory motion between the 

baffles of a COBC [87] 

The fluid dynamics of a COBC are defined by the Strouhal number (St), net flow 

Reynolds number (Ren) and oscillatory Reynolds number (Reo), shown as Equations 

1.5, 1.6 and 1.7 below: 

 

𝑆𝑡 =
𝐷

4𝜋𝑥𝑜
 

 

(1.5) 

 

 
𝑅𝑒𝑛 =

𝑈𝐷

𝑣
 

 

(1.6) 

 

 
𝑅𝑒𝑜 =

𝑥𝑜𝜔𝐷

𝑣
 

 

(1.7) 

 

where 𝐷is the diameter of the reactor (m), 𝑈 is the mean net flow velocity (m/s), 𝑣 is 

the kinematic viscosity (m2/s), 𝑥𝑜is the centre-to-peak oscillation amplitude (m) and 

𝜔is the oscillation frequency (Hz). 

Upstroke Downstroke 
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Figure 1.20. Oscillatory flow patterns in a COBC. (a) low Reo, unbaffled tube. 
(b) low Reo, baffles present. (c) high Reo, baffles present. [86] 

The Reynolds number describes how turbulent the fluid flow is within the reactor. As 

can be seen in Figure 1.20, an increase in Reo results in greater turbulence, and therefore 

more thorough mixing. The Ren and Reo vary depending on the desired residence time 

within the system and the optimum mixing intensity, which may be limited by the 

attrition of crystals at high Reynolds numbers. Typically, COBCs are suited to long 

residence times, and as such the Ren is usually low and Reo relatively high to 

accommodate for this; as an example, Ren = 80 and Reo = 1000 were used for the 

crystallisation of α-lipoic acid:nicotinamide co-crystals [88]. The Strouhal number is a 

measure of the propagation of vortices generated by the presence of the baffles, and 

takes the unsteady flow that these generate into account [89].  

For cooling crystallisations, this interaction is described well by the dimensionless 

Nusselt number (Nu), which gives the ratio of convective to conductive heat transfer 

across a boundary (in this case, the inner wall of the COBC): 

 𝑁𝑢𝑡 =
ℎ𝑡𝐷

𝑘
 (1.8) 

 

where 𝐷 is the diameter of the reactor (m), 𝑘 is the thermal conductivity of the fluid, 

and ℎ𝑡 is the heat transfer coefficient. The effect of the presence of baffles and oscillation 

(a) 

No baffles 

(b) 

Low intensity 

(c) 

High intensity 

Reo = 100 Reo = 100 Reo = 500 
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on mixing in a tube has been investigated previously [90]. As shown in Figure 1.21, an 

increase in net flow Reynolds number leads to an increase in Nusselt number, with a 

more pronounced change with the presence of baffles. Figure 1.22 shows an increased 

Nusselt number when oscillation is applied to the net flow, with a more pronounced 

effect with a higher Reo. This shows there is a significant improvement in heat transfer 

in a tube with the presence of baffles and with oscillatory flow superimposed on the net 

flow, and a lesser improvement in heat transfer with increasing flow rate. 

 

Figure 1.21: The heat transfer for a smooth tube and a baffled tube with non-
oscillatory flow [90] 

 

Figure 1.22: The heat transfer for a smooth tube and a baffled tube with 
oscillation superimposed on net flow (Ren = 160, Sr = 0.16) [90] 
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A representation of a typical COBC is shown in Figure 1.23. In this diagram, there are 

bends present in the setup. These sections are subjected to different fluid mechanics 

than the straight sections, and so there is the potential for product variation to occur 

due to these sections. Whether these sections are jacketed or not can also affect the 

temperature profile. The significance of this is dependent on the type of crystallisation 

being performed. However, these bends are necessary to reduce the footprint of the 

reactor, and so an adequate trade-off between space and product control must be 

achieved. Practically, all lab scale COBC platforms are assembled with some number of 

these bends. 

High supersaturations and poor temperature control can lead to fouling in such 

systems. In laboratory scale equipment, where the reactor is typically made of glass, this 

can be detected visually. In larger scale vessels operating at pressures unsuitable for 

glassware, and where robustness is required, this can be detected by pressure changes 

within the reactor [91]. 

 

Figure 1.23: Schematic of a COBC [89]. 

An advantage of a COBC over a typical batch process is that due to the mechanics of 

the system, the reactor can be scaled up linearly to increase product output without 

affecting product quality by maintaining the Reynolds and Strouhal numbers. This is 

not possible in a batch process, where other factors become more prevalent and 

problems arise as the reactor size increases. 
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For cooling crystallisations in a COBC, maintaining a smooth cooling profile can prove 

challenging dependent on equipment design. Typically, step-wise temperature profiles 

are produced, based on the number of jackets and heater/chiller units present. In 

products with a narrow MSZW, the temperature difference between the jacketed 

sections could induce unwanted nucleation and fouling of the reactor. Due to this, 

primary nucleation followed by a suitable growth phase in a COBC can be difficult to 

achieve without fouling the walls of the reactor. An alternative is to use the COBC 

only for crystal growth by preparing a seed suspension externally, and then introducing 

this to the crystalliser. With suitable temperature control, this eliminates primary 

nucleation events. Smooth temperature profiles have been demonstrated in a COBC 

by use of a double jacket with countercurrent configurations [92], but increase the 

complexity of the platform over their single-jacket counterparts. 

In order to test the suitability of a compound and solvent system for a COBC, it is 

possible to operate a smaller scale batch oscillatory baffled crystalliser (OBC) to mimic 

closely the conditions in a continuous platform. This allows for calculation of kinetic 

parameters without the inherent wastage of material associated with the larger volumes 

of a continuously operated COBC. Video imaging has been used in such a batch OBC 

in order to monitor the crystallisation process in real-time [93], and potentially allows 

for a feedback mechanism to maintain product specification. 

There is only one known example of an experimental antisolvent crystallisation 

process in a COBC in the literature [94]. The schematic of the platform is shown in 

Figure 1.24, which was intended for the generation of seed crystals. Rapid 

desupersaturation was observed at a short distance from the mixing point. 
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Figure 1.24: Antisolvent COBC setup for the generation of seed crystals [94]. 

For this setup, samples were taken every ten residence times until the reactor blocked 

or until depletion of the feed solution. The authors noted that steady state of solute 

concentration was reached at the two sampling locations C1 and C2 within ten residence 

times, and that this was consistent with other literature quoting 4 – 10 residence times 

[9]. A steady state of the mean crystal size was also reported to be achieved within ten 

residence times, but this mean size reduced towards the end of the reactor operation. 

Increasing the oscillation amplitude maintained steady state of concentration and mean 

crystal size for a greater number of residence times, but control was still lost. This 

improvement was attributed to more thorough mixing provided by the greater 

amplitude of oscillation. At optimal conditions, crystal size was maintained within ± 

3.01 μm. Mean crystal sizes were lower upon an extended operation from 71.02 ± 3.28 

µm to 44.63 ± 3.01 µm extended) which was attributed to the replacement of PVDF 

baffle inserts for integrated glass. This reduced surface roughness and therefore potential 

unwanted nucleation sites, and also removed the small gap present between the edge of 

the tube and the baffle inserts. 

1.8.3 Static Mixer Crystalliser 

Static mixers are designed for thorough mixing of fluids by the action of the fluid passing 

over a mixing element. Due to the nature of the static elements, the extent of mixing 

is determined by the flow velocity, with more thorough mixing at greater velocities. 
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This therefore reduces the residence time of these systems, and so they are therefore 

more suited to fast-growing crystals. 

Operating static mixers at low flow rates can lead to sedimentation when mixing 

solid suspensions. A suggested workaround is to mount the reactor vertically, with a Re 

in the range 100-1000 [95]. The application of oscillation to the net flow with the use 

of static mixers, similar to the COBC, could be of interest. Control of heat transfer 

within static mixer systems is predominated by the flow velocity, and so may not be as 

suitable for cooling crystallisation as other technologies. However, for antisolvent 

crystallisation, rapid mixing is required before the onset of crystallisation for consistency 

in the product. These systems may be advantageous if temperature is to be kept 

constant. The effect of temperature versus flow rate on the crystal product in static 

mixer systems could be of interest. In such a system, there is the potential for secondary 

nucleation due to attrition of the crystal product by impacting on the leading edge of 

the mixing insert. This is clearly undesirable, as control over the CSD is lost. However, 

the extent of this attrition will correlate with flow rate and residence time employed. 

Alvarez and Myerson investigated antisolvent crystallisation in a plug flow reactor, 

utilizing Kenics helical static mixers and varying the number of addition points of 

antisolvent [9], as detailed in Figure 1.25.  

 

Figure 1.25: Antisolvent crystallisation in a plug flow crystalliser utilizing static 
mixer inserts [9]. 

The use of multiple addition points of antisolvent afforded control over crystal size. The 

effect of these injection points differed between the two compounds investigated. 

Flufenamic acid showed an increase in the mean crystal size as the number of antisolvent 

addition points increased, which can be seen in Figure 1.26. L-glutamic acid at first 

showed a decrease in mean crystal size, followed by an increase, implying the 
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mechanism of nucleation had a greater effect on this system than crystal growth. A 

potential method of expanding upon this work would be to increase the number of 

addition points of antisolvent and the mode by which it is introduced into the 

crystalliser. 

 

Figure 1.26: The influence of static mixers on the crystal size distribution of 
flufenamic acid. 

The total volume of antisolvent introduced remained the same, but was split across one, 

two, three or four injection points. One injection point of antisolvent resulted in the 

generation of a large number of small crystals, due to the high supersaturation. Two 

injection points, and therefore 50% of the total volume of antisolvent introduced to the 

system, did not produce as high a supersaturation as in the case of one injection point. 

This was also the case for three and four injection points.  

The influence of the static mixers themselves was compared to an empty pipe with 

no mixing elements, using flufenamic acid as the model compound. The results of this 

are shown in Figure 1.26, which show that the mean crystal size was much lower with 

static mixers. The removal of the mixing insert results in longer mixing times within 

the crystalliser. The results suggest that nucleation and crystal growth were already 

underway before the mixing of antisolvent and solvent had completed. The authors 
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reported a wider CSD in this case, which was in accordance with results from other 

sources [96], [97]. 

A reduced flow rate resulted in smaller crystals, contrary to their original 

expectations. A lower flow rate increases the residence time, and so would allow more 

time for crystal growth. Note was made to the importance of mixing intensity, with a 

higher intensity of mixing allowing for greater mass transfer and therefore larger crystals. 

The crystal size distribution was measured using focus beam reflectance measurement 

(FBRM) for flufenamic acid and L-glutamic acid. FBRM devices for such work are 

probes that are mounted so that they make contact the crystal suspension itself. The 

probe uses a laser and scans the solution to measure the chord length of a crystal. The 

number of these measurements made by the probe gives the CSD. Mathematical 

modelling was applied to this crystallisation system, but both a plug flow model and 

axial dispersion model were unable to accurately describe the process. 
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1.9 Summary 

Crystallisation of APIs are typically produced in batches by either cooling, antisolvent 

or reactive crystallisation. Batch crystallisation can result in high variability in the crystal 

product between batches. Continuous crystallisation can be utilised to target CQAs that 

are not achievable in batch processing. 

Continuous crystallisation platforms generally consist of MSMPRs and PFRs, the 

selection of which is typically dependent on the process kinetics and the existing 

infrastructure. PFRs tend to be more suited to processes with shorter residence times. 

Of the available PFR technologies, COBCs have shown an ability to produce consistent 

crystal products compared to their stirred tank counterparts. There is limited work on 

antisolvent crystallisation using the COBC and scope to investigate its application 

further. Of particular interest is what are the limitations of such a process; which 

attributes is the technology suited to, and for which would an alternative be preferable. 

The purpose of this research is to develop continuous antisolvent crystallisation in 

oscillatory baffled crystallisers to target various CQAs. The first chapter investigates 

different antisolvent addition strategies and various flow conditions in a COBC, 

covering a range of supersaturations. The second chapter considers an alternative OBC 

technology and its application in continuous antisolvent crystallisation, focusing on the 

product polymorphism. The last chapter utilises sequential parameter estimation to 

determine kinetic parameters from experiments in an MFOBC and applies them to the 

optimisation of multi-addition antisolvent crystallisations in a COBC. 
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2 Aims and Objectives 

  



37 
 

2.1 Aims 

The intended aim of the research presented in this thesis is to develop the understanding 

and practical application of continuous antisolvent crystallisation in oscillatory baffled 

crystallisers. The goal is to utilise such crystallisers to demonstrate control over key 

crystal qualities, specifically crystal size and polymorphism. Three research areas 

addressed this, each demonstrating a different approach to continuous antisolvent 

crystallisation and control thereof in oscillatory platforms.  
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2.2 Objectives 

Determine operational strategies for antisolvent crystallisations in a COBC. 

• Construct a COBC with solution and antisolvent delivery ports. 

• Vary the ratio of antisolvent to solution in the continuous crystallisation of 

anthranilic acid to achieve a range of supersaturations. 

• Modify the flow velocities in the COBC to adjust residence time and local 

mixing conditions at point of contact of solution and antisolvent. 

• Incorporate PAT to obtain real-time process information. 

Demonstrate polymorph control in a continuous antisolvent crystallisation process 

utilising OBC technology. 

• Design and construct a robust continuous crystallisation process utilising an 

MBOBC platform. 

• Determine the effect of seeded and unseeded operation on polymorph 

dynamics. 

• Determine the critical process parameters to allow for direct control over 

polymorph production. 

• Investigate the steady state polymorphism and determine kinetic limits of the 

platform. 

Develop an optimisation framework for continuous antisolvent crystallisation in a 

COBC. 

• Determine growth and secondary nucleation kinetic parameters for the 

antisolvent crystallisation of anthranilic acid in a batch moving fluid oscillatory 

baffled crystalliser. 

• Apply kinetic parameters to suggest optima for continuous antisolvent 

crystallisation in a COBC for targeted crystal product outcomes. 
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3 Materials and Methods 
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3.1 Materials 

Anthranilic acid (o-aminobenzoic acid, CAS 118-92-3) of >98% purity was purchased 

from Acros Organics and Sigma-Aldrich. Ethanol (absolute, >99.8%, CAS 64-17-5) 

was obtained from VWR. Deionised water was produced in the laboratory via a 

Millipore Milli-Q Integral Water Purification System. 

3.2 Methods 

3.2.1 Solubility Measurements 

3.2.1.1 Crystal16 

The Crystal16 equipment was used to determine solubility based on turbidity 

measurements. An image of the Crystal16 is shown in Figure 3.1. The equipment 

consists of 16 wells that each hold a standard flat-bottomed HPLC vial of 1.5 ml volume 

and 11.5 mm diameter. Temperature control is provided by heating elements and 

Peltier modules. Stirring is provided by individually-controlled magnetic stirrers. The 

software interface allows for programmable heating and cooling cycles. 

 

Figure 3.1. Crystal16 solubility measurement apparatus [98]. 

The experimental procedure involved placing a range of known masses of compound 

into the vials. Into these was then placed 1 ml of the desired ethanol and water solvent 

mixture, and a magnetic stirrer bar. Vials were capped with a screw top cap. Stirrer 

speed was set to 700 rpm. The following temperature profile was then set on the 

software interface:  
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Table 3.1. Temperature profile for Crystal16 

Ramp to 63 °C @ 20 °C/min 

Hold for 5 min @ 63 °C 

Tune 

Ramp to 5 °C @ - 0.5 °C/min 

Hold for 30 min @ 5 °C 

Ramp to 63 °C @ 0.5 °C/min 

Hold for 30 min @ 63 °C 

Ramp to 5 °C @ - 0.5 °C/min 

 

3.2.1.2 Gravimetric Analysis 

Gravimetric analysis was used to determine solubility by use of a custom water bath 

apparatus, shown in Figure 3.2. This consisted of a temperature-controlled water bath, 

beneath which was a 15-position magnetic stirrer plate. A heater/chiller unit maintained 

bath temperature in combination with two peristaltic pumps, one delivering water and 

the other for level control and recirculation to the heater/chiller unit. A calibrated 

thermometer submerged in the bath monitored the bath temperature directly. The 

setup had a lid to minimise evaporation of the bath water and thus reduce heat loss. 

To measure the solubility, the solvents of interest were added to flasks and stirred for 

several hours to ensure they were at the desired temperature. To each of these was then 

added an excess of solid, which was stirred for three days to ensure equilibrium. Four 

samples of solutions from each water fraction were subsequently filtered over a 0.22 µm 

filter, weighed, and evaporated to dryness. The solubility was determined from the mass 

of the evaporated solvent and that of the remaining dry crystalline material. 
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Figure 3.2. Gravimetric solubility apparatus. 

3.2.2 X-ray powder diffraction 

Solid samples were analysed offline by X-ray powder diffraction (XRPD). Data was 

collected on a Bruker D8 Advance II diffractometer with Debye-Scherrer transmission 

geometry, monochromated Cu Kα1 radiation at λ = 1.540596 Å, operating voltage of 

40 kV and current of 50 mA, 1 mm anti-divergence slit, 2.5 ° Soller slits and Vantec 

1D detector. Samples were lightly triturated to minimise any preferred orientation 

effects and mounted on a 28-well plate with X-ray transparent Kapton polyimide film 

of 7.5 μm thickness at ambient temperature. The plate was mounted on an automated 

x-y stage. Data was collected over a 2θ-range of 4 ° to 35 °, with a 0.017 ° step size 

and 1 second per step. 

Data that was used for the preparation of a standard curve of polymorphic mass 

fractions was collected by XRPD on a Bruker D8 Advance II diffractometer with 

Debye-Scherrer transmission geometry, monochromated Cu Kα1 radiation at λ = 
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1.540596 Å, operating voltage of 40 kV and current of 50 mA, 1 mm anti-divergence 

slit, 2.5 ° Soller slits, an 8 mm anti-scatter screen and LynxEye 1D detector. Samples 

were lightly triturated and placed within a 0.7 mm borosilicate glass capillary that was 

rotated for the duration of collection at ambient temperature. Data was collected over 

a 2θ-range of 5 ° to 35 °, with a 0.017 ° step size and 1 second per step. 

3.2.3 Ultraviolet-visible Spectroscopy 

Ultraviolet-visible (UV-vis) spectroscopy can be used as a method to measure the 

concentration of UV-absorbing compounds in solution. Measurements were performed 

using a Carl Zeiss MCS600 spectrometer with an attenuated total reflectance (ATR) 

probe of 6 mm diameter, allowing for in-line real-time concentration measurements in 

the batch OBC process. There are several advantages offered by ATR UV-vis 

spectroscopy over other means of measuring concentration. As no samples have to be 

taken, there is minimal interference with the system. The probe is suitable for use in 

slurries, as only the concentration of the solution is measured, making it ideal for 

crystallisation processes [99]. 

Anthranilic acid was determined to be suitably UV active upon initial testing with 

the apparatus and as reported elsewhere [100]. UV absorption is dependent on 

concentration and temperature, and so a calibration curve was produced from prepared 

standards that covered a range of ethanol/water mixtures and anthranilic acid 

concentrations. Temperature was maintained at 25 °C by use of a recirculating water 

bath connected to the jacket of the OBC in which the standards were placed, with 

temperature monitored directly in the solution by use of a thermocouple connected to 

a computer. 

3.2.4 Microscopy 

Crystal images were obtained with a Leica DM6000 FS optical microscope with 2.5x, 

5x, 20x and 50x magnification objective lenses. 

3.2.5 Particle Sizing 

3.2.5.1 Laser Diffraction 

Laser diffraction sizing measurements were taken using a Malvern Mastersizer 3000 with 

Hydro MV dispersant module and Hydro Sight imaging module, shown in Figure 3.3. 
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Samples were wetted with saturated solution and Tween 20 surfactant to aid dispersion, 

before being dispersed in saturated solution in the Hydro MV dispersion unit at 2000 

rpm. Sample was added until the laser obscuration reached 10%. Six measurements were 

taken and averaged for each sample, providing a range of sizing statistical information. 

 

Figure 3.3. Malvern Mastersizer 3000 instrument and modules [101]. 

3.2.5.2 Focused Beam Reflectance Measurement 

Focused Beam Reflectance Measurement (FBRM) is a technique used to track particle 

size and number in real-time. The probe is inserted directly into the crystallisation 

process, where crystals flow past the probe window. The internal optics and mechanism, 

along with the measurement technique, are shown in Figure 3.4. 

 

Figure 3.4. Cutaway view of the FBRM probe with illustration of measurement. 
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A laser is focused onto a sapphire window at the end of the probe. Rotating optics 

moving at 2 m/s rapidly scans particles as they flow past the face of the sapphire window. 

As the laser scans, these particles backscatter the laser light to a detector. The duration 

and number of backscattering events are measured, and the duration multiplied by the 

scan speed gives the length the laser traces across the particles, referred to as the chord 

length. Many of these chords are traced each second, which allows for a chord length 

distribution (CLD) to be reported in real time. In this work, FBRM was used to 

monitor process startup, from either seeded processes or to detect nucleation, and to 

determine steady-state operation. For processes operating with similar conditions, this 

allowed for direct comparison between CLDs to give an indication of process 

performance. 

 

Figure 3.5. FBRM laser reflecting off particles in an OBC. The laser operates at 
785 nm, which is invisible to the naked eye. 
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3.2.6 Sieving 

Sieving is a technique used to break loose aggregates and produce seed material within 

a desired size distribution depending on the mesh sizes used. Seed material was prepared 

by the sieving of raw material from the chemical supplier. A sieve nest was assembled 

from test sieves consisting of 63, 125, 250 and 500 µm mesh sizes to give a range of size 

fractions. The sieves were arranged from smallest mesh size at the bottom to the largest 

mesh at the top, with a receiving cup at the base for any material less than 63 µm to be 

collected. The raw material was placed in the uppermost sieve, and a suitable vibration 

amplitude and duration were selected to prepare the sieve fractions. 

 

Figure 3.6. Fritsch Analysette 3 Pro sieve shaker 

3.2.7 Data Presentation and Analysis 

All graphs presented in this thesis were produced from the raw data obtained from their 

respective instruments and processed using Microsoft Excel and Origin. XRPD patterns 

were analysed using DIFFRAC.EVA and Topas software. First-order derivatives of 

UV-vis spectra were calculated using Aspect Plus software.  
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4 Developing Antisolvent Crystallisations in a 

COBC 
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4.1 Introduction 

The COBC has been studied extensively for application in cooling crystallisation 

[86],[89],[88]. Their good heat transfer capabilities, plug-flow characteristics and 

potential for long residence times are all desirable properties for controlling crystal 

growth. However, attempts at controlled primary nucleation within a COBC have 

been fraught with difficulties. To achieve primary nucleation, relatively high 

supersaturations are typically required, which in the case of a cooling crystallisation 

requires a large step change in temperature. As the heat exchange surface is the wall of 

the COBC, this can lead to encrustation. The build-up of crystalline material on the 

walls can impair heat transfer and occlude the vessel completely, necessitating the 

shutdown of the system entirely. 

To alleviate such problems, seed crystals can be introduced to the system, providing 

surface area to consume supersaturation by growth on these seeds. The preparation of 

seed material in itself can be very involved and require many steps such as milling, 

sieving and washing [102]. There can also be issues with transferring seed material to 

the crystalliser such as blockage of the seed line. However, a process with controlled 

continuous nucleation would remove the necessity for separate seed production and 

resulting in a more elegant process overall. 

Antisolvent crystallisations generate supersaturation by modifying solvent 

composition rather than temperature [103]. Typically, a saturated or near-saturated 

solution of a compound with a high solubility in a particular solvent is mixed with 

another solvent in which the compound is poorly soluble or insoluble. The solute has 

a lower solubility in this mixed solvent system. Upon mixing of solution and 

antisolvent, supersaturation is generated that depending on the level can result in rapid 

nucleation [80]. 

The degree of supersaturation, usually referred to as supersaturation ratio, can be 

controlled by various methods for antisolvent crystallisation. Commonly, this is 

achieved by adjusting the amount of antisolvent relative to the solution; however, the 

initial concentration of solute in solution can also be used to manipulate the 

supersaturation ratio. Certain systems will also possess a temperature dependence on 

solubility, allowing for combined antisolvent and cooling crystallisation for good 



49 
 

control over supersaturation and yield. These factors necessitate a significant amount of 

preliminary work to be performed in investigating suitable solvent systems and solubility 

screening before crystallisation can even be attempted. A thorough solvent screen can 

be complex and may be based on several factors, the details of which go beyond the 

scope of this thesis; however, well-miscible solvents with a large difference in solubility 

of the solute, low toxicity and low cost are usually the main considerations [104]. 

The residence time in a COBC is dependent on the length of the device and the 

total flow rate. Due to the modular nature of the platform, the length can be modified 

by the addition or removal of baffled sections. For cooling crystallisations, the residence 

time is constant across the entire length, determined by the total flow rate. During an 

antisolvent crystallisation, addition of antisolvent or solution leads to an increase in the 

total flow rate, and thus the residence time decreases. The platform could consist of 

multiple addition points, which would result in a cumulative increase in total flow rate 

after each antisolvent addition. Multiple additions would allow for greater control over 

supersaturation along the length of the COBC, similar to the principles of multiple 

small step changes in temperature for a cooling crystallisation versus fewer large steps. 

The ideal positions of these addition points and amount of solvent delivered would be 

dependent on the nucleation and growth kinetics of the system. Careful adjustment of 

supersaturation would be required to prevent multiple nucleation events, which would 

result in multi-modal particle size distributions, and to minimise detrimental effects on 

crystal habit, polymorphism or agglomeration for example. 

The potential effect of a multi-addition process can be determined by using a single 

addition point and varying the conditions over multiple experiments. This chapter 

investigates the practical suitability of the COBC platform for unseeded antisolvent 

crystallisation of anthranilic acid. A DN15 COBC was constructed with an inlet for 

antisolvent and an inlet for feed solution. The solubility of the model compound 

anthranilic acid in an ethanol and water solvent system was determined. Antisolvent 

volume fraction, and thus the supersaturation ratio, was modified by adjusting the 

relative volume of antisolvent to feed solution. The residence time was controlled by 

adjusting the total flow rate. The temperature and oscillation frequency and amplitude 

were fixed for consistency to investigate effects produced by the other process variables. 
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4.1.1 Anthranilic Acid 

Anthranilic acid (2-aminobenzoic acid, o-aminobenzoic acid), the chemical structure 

of which is shown in Figure 4.1, is used as a precursor in the synthesis of a variety of 

compounds, such as azo dyes, perfumes, and loop diuretics such as furosemide. 

 

Figure 4.1. Structure of anthranilic acid showing the neutral (left) and 
zwitterionic (right) species. 

Anthranilic acid has been well studied in batch antisolvent crystallisation from ethanol 

and water. Control over its polymorphism and differences in crystal morphology have 

been observed by varying the antisolvent volume fractions [24], [105]. The compound 

is known to crystallise into three polymorphs. Form I is thermodynamically stable at 

25 °C and is enantiotropically related to forms II and III, which are both 

monotropically related [105]. Crystals and solutions of anthranilic acid are coloured and 

range from pale tan to brown, with some example crystals shown in Figure 4.2. Their 

XRPD patterns and crystal structures are shown in Figure 4.3 and Figure 4.4. Due to 

the existing body of work done with this compound and particular solvent system, and 

the relative safety and low cost of the materials, it was deemed a good candidate for 

continuous antisolvent crystallisation studies. 
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Figure 4.2. Large single crystals of anthranilic acid. 

 

 

Figure 4.3. Simulated XRPD patterns from single-crystal data obtained from the 
Cambridge Structural Database [106] for form I (AMBACO01), II 

(AMBACO03) and III (AMBACO06).  
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Figure 4.4. Crystal structures showing packing and hydrogen bonding for 
orthorhombic form I (top), orthorhombic form II (middle) and monoclinic form 

III (bottom) polymorphs of anthranilic acid. 
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4.2 Experimental 

4.2.1 Isolation and Solubility of Anthranilic Acid Form I 

The anthranilic acid raw material obtained from Acros Organics was determined to be 

a mixture of form II and III by XRPD. It was therefore necessary to prepare and isolate 

form I. This allowed solubility measurements to confirm those measured by Jiang et al. 

[24]. An excess of raw material was stirred in ethanol at 25 °C for one hour. The 

resulting solution was filtered over a 0.22 µm filter into a separate flask to ensure no 

undissolved material or solid impurities were carried over. The addition of the 

antisolvent (water) to give an antisolvent volume fraction, φ, of 0.7 yielded crystals 

within approximately 10 seconds. A sample of the solid was isolated and determined to 

be a mixture of forms II and III by XRPD. The suspension was stirred for 24 hours at 

ambient temperature, after which the remaining solid was filtered and dried, and shown 

to have transformed to form I by XRPD. 

The solubility of form I was determined by the addition of an excess of this 

recrystallized material to 20 ml of varying ethanol/water mixtures, ranging from φ = 0 

to φ = 1. The suspensions were stirred on a multi-position stirrer plate at 25 °C over 

three days, after which four samples of solutions from each water fraction were filtered 

over a 0.22 µm filter, weighed, and evaporated to dryness. The solubility was 

determined from the mass of the evaporated solvent and that of the remaining dry 

crystalline material. 

The solubility was also measured using the Crystal16 platform. Vials were prepared 

with varying masses of anthranilic acid to cover a range of temperatures at which the 

solutions would become clear. To these were added 1 ml of ethanol/water mixtures 

ranging from φ = 0 to φ = 1. A temperature profile was set through the software 

interface to cycle the temperature as described in section 3.2.1.1. A laser measured the 

turbidity of the solution and was used to determine the solubility based on when the 

transmissivity reached 100%, i.e. a clear solution. 
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4.2.2 COBC Platform for Continuous Antisolvent Crystallisation 

 

Figure 4.5. Schematic of the COBC setup for antisolvent crystallisation. 

The crystallization platform was a DN15 NiTech COBC, shown in Figure 4.5. This 

consisted of jacketed glass straights and bends of 15 mm internal diameter, with 

integrated glass baffles and interconnecting polytetrafluoroethylene (PTFE) baffle caps 

between the joints to maintain the baffle geometry across connecting sections. The 

internal geometry of the COBC is shown in detail in Figure 4.6. 

 

Figure 4.6. Internal geometry of the COBC. 
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Oscillations were provided by a polyether ether ketone (PEEK) piston, driven by linear 

motor at a frequency of 3 Hz and a centre-to-peak amplitude of 10 mm. These 

oscillatory conditions were selected such that particles were visibly well suspended and 

based on recommendation from other researchers with previous experience operating 

the apparatus. The COBC was pre-filled with either feed solution or antisolvent (water) 

depending on the mode of addition employed to remove any air in the system. The 

total volume of the COBC was approximately 830 ml, with the volume from the 

mixing location to the outlet approximately 600 ml. The temperature was maintained 

at 25 °C by a circulating water bath (Lauda ECO RE 620 G) connected to the 

integrated jacket of the glass sections. 

A saturated solution of anthranilic acid in ethanol at 25 °C was used as the feed 

solution, which was prepared from recrystallized Form I material and held in a 5-litre 

jacketed stirred tank. Deionised water as antisolvent was held separately in a 5-litre 

jacketed stirred tank. These were fed into the COBC via peristaltic pumps (520 Du, 

Watson-Marlow) connected with Marprene thermoplastic elastomer tubing (3.2 mm 

internal diameter, 2.4 mm wall thickness). Four antisolvent volume fractions (φ) and 

varying flow rates were selected to cover a range of supersaturations and residence times, 

summarised in Table 4.1. Two modes of addition were investigated, herein referred to 

as “normal addition”, where the feed solution is fed into the first inlet of the COBC 

by the oscillator and antisolvent via the second; and “reverse addition”, where the 

positions are switched.  

Table 4.1: Antisolvent volume fraction (φ), supersaturation ratio with respect to 
form I of anthranilic acid (SI), and total flow rates for antisolvent crystallisation in 

the COBC. 

φ SI Total flow rate (ml/min) 

0.4 1.2 100 
0.5 1.5 100 
0.6 2.2 25, 50, 100 

0.8 4.1 50, 100 

 

The startup and time to steady state of the process were determined using an in-line 

FBRM probe (ParticleTrack G400, Mettler Toledo). Solid samples were taken when 

the FBRM total counts were observed to plateau. These were filtered over a Büchner 
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funnel, washed with 25% ethanol (v/v), and dried over 24 hours at 40 °C. The 

concentration of the solution was determined gravimetrically by taking samples of 

filtered mother liquor at various time intervals. 

4.2.3 Removal of Impurities from Raw Material 

Initial experiments employed solutions prepared from the raw material directly. 

However, these solutions were cloudy even when undersaturated with respect to the 

anthranilic acid, and it became apparent that there was an insoluble component present. 

A sample of this impurity was isolated and analysed by XRPD, the results of which are 

shown in Figure 4.7. 

 

Figure 4.7. XRPD pattern for a known sample of NaCl and isolated impurity. 

The first scan of this material was performed between 4 – 35 ° 2θ, which did not 

produce many peaks. This suggested the material may be inorganic, and a wider angle 

scan was performed up to 80 ° 2θ. Investigation into potential routes of industrial 

synthesis gave sodium chloride as a by-product. A sample of this was also analysed by 

XRPD, which matched the isolated impurity. 
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For experiments conducted by the normal addition mode, the solution containing these 

impurities was used for the crystallisation process. After concerns that these impurities 

may influence the crystallisation behaviour, it was decided to remove them. Attempts 

at filtration of these solutions using a Büchner funnel and typical filter papers proved 

challenging, as the papers would rapidly become clogged. Microscopy of the isolated 

impurities showed very fine particles, seen in Figure 4.8. 

 

Figure 4.8. Isolated insoluble components from the anthranilic acid raw material. 

A simple antisolvent crystallisation method was devised to recrystallise the material. A 

saturated solution was prepared in ethanol, to which a large volume of water antisolvent 

was added. This rapidly crystallised the anthranilic acid from solution. As the impurity 

had been determined to be sodium chloride, this excess of water served to dissolve 

these. The recrystallised material was dried thoroughly, and solutions prepared from it 

were clear.  
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4.3 Results and Discussion 

4.3.1 Phase Diagram 

The solubility data obtained by Crystal16 is shown in Figure 4.9, which covers the 

range of solvent compositions that were to be used experimentally. The majority of the 

data points appear consistent; however, this data was ultimately not used for generating 

the phase diagram. As described previously, the Crystal16 uses temperature cycling in 

conjunction with a turbidity measurement to determine at which temperature all 

material dissolves. This is dependent on the concentration prepared in each vial. The 

temperature profile that was used had an initial fast ramp to a high temperature to 

dissolve all material, followed by slow cooling to crystallise material and subsequently 

slow heating to measure the clear point. This method brings about uncertainty, as it is 

unknown as to which polymorph has crystallised in the vial, and so the clear point being 

measured could be that of a metastable form, the stable form, or a mixture. The 

gravimetric solubility measurements do not have this uncertainty, as the stable 

polymorph is present in excess. 

 

Figure 4.9. Crystal16 and gravimetric solubility measurements of anthranilic acid 

in an ethanol/water solvent system, covering a range of antisolvent (water) 
volume fractions (φ) and temperatures. Open markers represent gravimetric 

measurements at φ = 0.6 – 0.1. 
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Comparing the Crystal16 and the gravimetric data, there is good agreement at most 

antisolvent fractions with the exception of φ = 0.40, for which the Crystal16 

measurements report a greater solubility than the gravimetric measurements. At this 

particular antisolvent fraction and under the conditions employed, it may be that a 

metastable polymorph is more prone to nucleate. Metastable zone width information 

could have been determined from the Crystal16; however, as it is a kinetic property 

and the Crystal16 is a vastly different system than the COBC, it was not reported. 

The gravimetrically measured solubility of form I is shown in Figure 4.10 as blue 

diamonds and the blue curve c*I. The solubility of form II was not measured directly 

due to a reported rapid solvent-mediated transformation, which would not be suited to 

gravimetric measurement. It is instead approximated from the form I data based on a 

factor of 1.2 × the solubility of form I according to data reported by Jiang et al. [24]. 

This is represented by the red curve c*II.  

 

Figure 4.10. Solubility (c*), dilution line (c), maximum yield (c - c*) and 
supersaturation of anthranilic acid form I and II at 25 °C as a function of 

antisolvent (water) volume fraction (φ) in an ethanol/water solvent system. 
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and a final region where large changes in water volume fraction give a negligible 

reduction in solubility. 

Antisolvent crystallisations must achieve a compromise between reduced solubility 

in the mixed solvent versus the dilution of the system by the increase in volume. This 

is represented by the black dilution line c, which shows that the dilution effect is 

significant until φ ≈ 0.25 for form I, after which the reduction of solubility becomes 

more significant. This remains the case until very high antisolvent volume fractions. As 

the continuous antisolvent experiments described were operated with only one 

antisolvent addition, it is also important to consider the yield of the process, shown by 

the dashed blue line c - c*I and dashed red line c - c*II. The maximum obtainable yield 

in this system, in terms of mass of crystalline material per unit volume, is near φ = 0.6, 

and was selected for further investigation. 

4.3.2 Modes of Addition of Antisolvent and Feed Solution 

 

Figure 4.11. FBRM total counts as a function of number of residence times for 

varying total flow rates and antisolvent volume fractions. (a) φ = 0.4, 100 

ml/min; (b) φ = 0.4, 50 ml/min; (c) φ = 0.5, 100 ml/min 

As was stated in 4.2.3, the normal addition method was conducted using solutions 

prepared from the raw material directly. In these cases, the COBC was filled with feed 

solution well past the antisolvent inlet to ensure that when antisolvent delivery was 

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

0 1 2 3 4 5 6 7 8

T
o
ta

l 
c
o
u
n
ts

τ

(a)

(b)

(c)



61 
 

initiated there would be contact between feed solution and antisolvent at time zero, 

and the hydrodynamic environment should be consistent. The NaCl impurity in the 

solution feed was detected by the FBRM as a spike in total counts. This can be seen in 

Figure 4.11, where condition (a) shows a large increase in total counts, and a more 

significant spike than (b) or (c). The difference in these spikes is attributable to 

differences in the amount of feed solution that was pre-filled past the point of delivery 

of antisolvent, with a greater volume of feed solution pre-fill in (a), and a lower volume 

in (b) and (c). 

The reduction in total counts after these spikes can be explained by two processes. 

One is that the addition of antisolvent dilutes the total number of these impurities per 

unit volume, which reduces the total counts observed. The other is that the addition of 

antisolvent dissolves the NaCl impurities. The impurity particles are typically < 10 µm 

in size, as seen from the scale bar in Figure 4.8, which would lend itself to rapid 

dissolution. The presence of these impurities may have an effect on the crystallisation 

behaviour, acting as sites for heterogeneous nucleation, and could alter crystal properties 

[107]. This is not to say the impurities have a detrimental effect on the process. From a 

purification perspective, the dissolution of impurities whilst simultaneously crystallising 

the target compound is desirable. However, such investigations were beyond the remit 

of this chapter. 

Based on the FBRM total counts, (a) and (b) appeared to reach some sort of steady 

state after two residence times and fluctuated around mean values of 2000 and 4000, 

respectively. Condition (c) did not appear to reach a steady state, with significant 

fluctuation in total counts for the duration of the experiment. Both (b) and (c) had 

similar increases in total counts at approximately 1.2 𝜏. There may have been a similar 

occurrence for (a); however, the large spike in total counts from the NaCl impurity 

masked this. 

There was localised fouling at the point of mixing of feed solution and antisolvent 

noted for each experiment. This in combination with the fluctuating results for (c) and 

the NaCl impurity prompted some adaptation of the setup. The feed solution and 

antisolvent addition ports were switched such that mixing would occur under a reverse 

addition method. To account for this change, the COBC was prefilled with antisolvent 

instead of feed solution. Anthranilic acid feed solutions were prepared with the NaCl 
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removed as described in 4.2.3. The following sections describe experiments conducted 

using the reverse addition method. 

4.3.3 Effect of Total Flow Rate 

Three different total flow rates were investigated at φ = 0.6. Their effect on the process 

startup and steady state is shown in Figure 4.12 and Figure 4.13. The end points of the 

traces are where the experiment was terminated either due to blockage from 

encrustation, and/or observation of insufficient particle suspension for continuation of 

the process. The FBRM traces show a rapid startup phase, reaching a plateau in the 

order of one residence time.  The total counts are shown to increase as a function of 

increasing flow rate. This was accompanied by a reduction in the mean chord length, 

as shown in Figure 4.13. The mean chord length measurements all go through a 

maximum before settling to a steady value, suggesting that the environment during 

startup promotes a low number of relatively large crystals, before then moving to a 

steady state condition. If one considers the environment during startup, the feed 

solution encounters a large volume of antisolvent due to the pre-filling of the COBC, 

generating very high supersaturations and promoting rapid nucleation. 

 

Figure 4.12. FBRM total counts as a function of number of residence times for 

varying total flow rates, φ = 0.6. (a) 100 ml/min; (b) 50 ml/min; (c) 25 ml/min 
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Figure 4.13. FBRM mean chord length (square-weighted) as a function of 

number of residence times for varying total flow rates, φ = 0.6. (a) 100 ml/min; 

(b) 50 ml/min; (c) 25 ml/min 

The concentration of the mother liquor at the outlet sampled at steady FBRM total 

counts did not vary significantly between the three flow rates, at an average of 24.3 g/l. 

An equivalent mass of anthranilic acid had therefore crystallized in each condition 

investigated. There is a difference in residence time from the point of mixing to the 

FBRM versus point of mixing to the COBC outlet, which can be seen in the schematic 

in Figure 4.5, but this is relatively small at approximately 0.15 τ based on the lengths, 

and not expected to be significant. The measured concentration was lower than 

expected based on the solubility at φ = 0.6. Samples of the solid phase taken at steady 

state according to FBRM total counts were analysed by XRPD, shown in Figure 4.14. 

These patterns show only metastable form II had been produced at φ = 0.6 across three 

different flow rates. According to the phase diagram, the remaining solute concentration 

would be higher due to the increased solubility of form II compared to form I. This 

would require an increase from φ = 0.6 to φ = 0.65 to account for this difference. As 

the concentrations were roughly equal for the various total flow rates, this discrepancy 

appears to be systematic in nature. 
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Figure 4.14. XRPD patterns for samples of anthranilic acid taken at steady state. 

A rapid solvent-mediated transformation was reported for this system at comparable 

antisolvent fractions by Jiang et al. [24], with the first detection of form I at 8 minutes, 

and a complete transformation of form II to form I in 32 minutes at 25 °C and φ = 

0.7. At higher flow rates, it may be that there is insufficient residence time for such a 

transformation to be observed, which may be the case for residence times of 6 and 12 

minutes at flow rates of 100 and 50 ml/min. However, it would be expected that for 

the lowest flow rate of 25 ml/min, where the mean residence time is 24 minutes, at 

least some discernible amount of form I would have formed via solvent-mediated 

transformation. 

The first particles detected by the FBRM at 25 ml/min arrived sooner than the other 

flow rates when plotted as a function of the number of residence times. In addition, 

particles were observed earlier than the expected residence time for all experiments, 

even if instantaneous nucleation were to occur at the point of mixing. This suggests the 

solid particles do not experience the same residence time as the liquid components, 

which has been demonstrated in a DN15 system [108]. Centre-to-peak amplitudes of 

10 mm, as used in these experiments, are higher than the suggested optimum of 

approximately 2 mm, which would result in a large degree of axial dispersion for solids 

and would be more pronounced at lower net flow rates. The optimum operating 
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frequency and amplitude to minimise liquid axial dispersion is unlikely to be the same 

as the optimum for minimising solids dispersion. There will exist a set of conditions 

whereby the total dispersion of both liquid and solid components combined are at a 

minimum. Furthermore, the design of the inlets and the antisolvent fractions used will 

affect the velocity of flow from these locations. A narrow bore inlet tube will result in 

a high velocity stream that may further affect the disparity between axial dispersion 

coefficients for solid and liquid components. These conditions would require further 

targeted experiments to determine their effect. 

 

Figure 4.15: FBRM total counts as a function of number of residence times for 

(a) φ = 0.6, 100 ml/min; (b) φ = 0.8, 100 ml/min; (c) φ = 0.6, 50 ml/min; (d) 

φ = 0.8, 50 ml/min. 

The trend of decreasing FBRM total counts with decreasing flow rate was also observed 

at φ = 0.8, as shown in Figure 4.15. The total counts for both flow rates at this higher 

antisolvent fraction were lower, which is expected based on the lower mass of crystals 

per unit volume that can be achieved at these conditions. The duration for which this 

process could be operated before critical fouling at the mixing point did not significantly 

change as a function of flow rate, in contrast to experiments at φ = 0.6, suggesting that 

the high supersaturation at φ = 0.8 was limiting. 
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An increase in particle size with an increase in mixing intensity has been reported in 

other systems. In the static mixer setup investigated by Alvarez and Myerson, mixing 

intensity is dependent on flow rate, and larger crystal sizes were observed as flow rate 

increased [9]. For the COBC setup investigated by Brown et al., increasing ReO 

increased the mean particle size [94]. These suggest more intense mixing leads to larger 

crystal sizes, either due to improved suspension of large crystals that would otherwise 

settle in the crystalliser, or a more fundamental mechanism such as improved mass 

transfer. An increase in crystal size would have to be coupled with a decrease in the 

number of crystals if the mass of material crystallising remains constant, which can be 

deduced from the decrease in FBRM total counts (Figure 4.12) and increase in mean 

chord length (Figure 4.13) as total flow rate increases. The velocity of the inlet stream 

at the point of contact between solution and antisolvent therefore plays a significant 

role in the mixing in this system, with an apparent increase in mixing intensity with 

increased flow rate. 

4.3.4 Effect of Antisolvent Fraction 

The effect of varying antisolvent fractions at a fixed total flow rate on the FBRM total 

counts is shown in Figure 4.16. The lowest employed antisolvent fraction φ = 0.4 gave 

the lowest FBRM total counts value, which increased for φ = 0.5 and reached a 

maximum for φ = 0.6, before decreasing again for φ = 0.8. 

All conditions were prone to fouling that ultimately required shutdown of the 

process, the extent of which appeared to correlate with the antisolvent fraction 

employed. This fouling was localised at the point of mixing of feed solution and 

antisolvent. Higher antisolvent fractions reduced the amount of time for the COBC to 

be completely occluded and/or sufficient liberated gas to accumulate to prevent 

adequate mixing and particle suspension, requiring shutdown. Considerable gas 

generation was observed, which can affect particle suspension. Increased antisolvent 

fractions may also result in a greater amount of gas liberation due to decreased gas 

solubility in the solvent mixture, which is described in more detail later in this chapter. 

It is likely a combination of these effects that result in the reduced duration of operation 

at higher antisolvent fractions. 
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Figure 4.16. Total counts as a function of number of residence times for varying 

antisolvent fractions. (a) φ = 0.6; (b) φ = 0.5; (c) φ = 0.8; (d) φ = 0.4. 
Total flow rate = 100 ml/min. 

The effect of antisolvent fraction on the mean chord length is shown in Table 4.2. The 

shortest chord length is found at φ = 0.6, where the total counts are greatest. There is 

a similar mean chord length for φ = 0.5, which combined with the lower total counts 

at this antisolvent fraction, agrees with the lower maximum yield per unit volume 

achievable at this antisolvent fraction. 

 

Table 4.2. The median value of the mean chord length (square-weighted) for 
varying antisolvent fractions and corresponding SII, 100 ml/min total flow rate. 

φ SII 
Mean Chord Length 
(square weighted) 

(µm) 

0.4 1.0 229 

0.5 1.3 186 

0.6 1.8 175 

0.8 3.4 265 
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Figure 4.17. Mean chord length (square-weighted) as a function of number of 

residence times for varying antisolvent fractions. (a) φ = 0.6; (b) φ = 0.5; (c) φ 

= 0.8; (d) φ = 0.4. Total flow rate = 100 ml/min. 

The crystalline material sampled during stable FBRM total counts for all samples was 

determined to be form II by XRPD. Of particular interest is the rapid startup and steady 

state achieved at φ = 0.4. At these conditions, SII = 1.0, whereas SI = 1.2. It would be 

expected that any crystalline material produced under these conditions would be form 

I, as the supersaturation ratio must be greater than 1 for crystallization to occur. 

Furthermore, the induction times at such supersaturations were measured to be between 

15-95 minutes in batch antisolvent crystallizations [24]. The rapid startup in this case 

shows crystals have been produced in the order of seconds. The nucleation of form II 

and rapid startup are readily explained by the presence of antisolvent in the COBC 

prior to starting the flow of feed solution. The COBC needs to be pre-filled with a 

solvent prior to the flow of feed/antisolvent to purge any gases in the setup. If the 

COBC is filled with antisolvent, then as the feed solution flow is introduced, it will 

come into contact with a large volume of antisolvent, creating very high local 

supersaturations. If the target antisolvent fraction is relatively low, this will result in the 

supersaturation passing through a maximum before reaching the stable condition. In an 

unseeded process, this will generate nuclei very rapidly, with a much shorter induction 

time than the mixing time the process can provide. The process will ultimately reach a 
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steady state of concentration at the point of mixing, but by that point the presence of 

the initial nuclei may allow for secondary nucleation. This may be advantageous for 

low supersaturations by preventing long induction times and reaching a steady state of 

operation faster, but could alter the crystal properties. Pre-filling the COBC with 

solvent would provide a gradual increase in supersaturation as the antisolvent reaches 

the feed solution inlet. However, this introduces uncertainty around nucleation, and 

could result in no crystallization occurring in the crystalliser if the induction time is too 

long relative to the residence time. 

4.4 Limitations of the Unseeded COBC 

4.4.1 Fouling 

Briggs et al. demonstrated that unseeded cooling crystallization of L-glutamic acid in a 

COBC resulted in significant encrustation on the walls of the crystallizer, which was 

alleviated with a seeding strategy [109]. In such a process, the walls of the COBC are 

where heat transfer occurs. As the antisolvent crystallizations were performed 

isothermally, it was not expected that encrustation would preferentially occur there. 

However, encrustation was localised around the L-shaped solvent inlet shown in Figure 

4.18. The local supersaturation at the point of mixing will be very high, which may 

result in mixing times longer than induction times depending on the relationship 

between mixing offered from oscillatory conditions versus mixing due to the velocity 

of flows. The inlet is made of 316-grade stainless steel, compared to the rest of the 

COBC which is of glass construction. This may also contribute to the fouling observed 

due to differences in surface roughness and/or surface energy ofm the material of 

construction [110]. 
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Figure 4.18. Localised fouling of the stainless steel inlet at the mixing location in 
the COBC. 

Potential practical issues regarding fouling for unseeded continuous antisolvent 

crystallisation processes was identified by Su et al. who devised a model plug-flow 

crystallizer with optimised antisolvent additions with regards to the location and 

amounts of antisolvent [111]. It was noted that the model was particularly sensitive to 

the first antisolvent addition in an unseeded crystallisation and was important in 

determining the final crystal product qualities such as the CSD. Note was also made to 

the likelihood of fouling at this first mixing point should experiments be attempted to 

validate the model. Albeit not a direct comparison to their model parameters, the results 

of this work demonstrate this to be a real consideration. Further work on the use of 

models to aid the design of the process are present in Chapter 6. 

4.4.2 Gas Solubilities and Degassing 

There was a significant volume of gas being introduced to the COBC during the 

experiments. Initially, it was thought to be a leak at the mixing location; however, a 

thorough leak test showed this was not the case. Mixing ethanol and water solvents 

liberated gas. The solubility of atmospheric gases in ethanol is significantly greater than 

in water [112], [113], represented in Figure 4.19. The gas solubility data is given as the 

Ostwald coefficient for each respective gas, which is defined as the ratio of the volume 

of absorbed gas to the volume of the absorbing liquid [114]. 
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Figure 4.19. Ostwald coefficients for the solubility of nitrogen, oxygen and 
helium in ethanol and water mixtures. Data sourced from [112], [113], [115]  

Hence, gas was being liberated due to the differences in gas solubility upon mixing feed 

solution and antisolvent. This may not normally be considered or evident in other 

platforms such as STRs, as any liberated gasses would escape to the head space of the 

vessel. Due to the design of the COBC, which operates as a near-closed system, the gas 

could not be readily purged from the vessel, and accumulated in various sections (Figure 

4.20). This resulted in oscillation dampening, and therefore reduced efficiency of 

mixing within the vessel, which was observed by settling of particles. Furthermore, it 

has been demonstrated that gassing supersaturated solutions can decrease the induction 

time for nucleation compared to non-gassed solutions [116]. It cannot be ruled out that 

some form of this mechanism was taking place, but it was not investigated in this work. 
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Figure 4.20. Accumulation of gas in the COBC during antisolvent crystallisation, 
resulting in oscillation dampening and reduced mixing. 

To successfully perform continuous antisolvent crystallisations in the COBC, a 

degassing strategy would most likely have to be adopted to prevent the issues described 

above. There are various strategies to degas solvents. One is to sparge the solvent with 

an inert gas such as nitrogen, but this is typically done to remove oxygen in oxygen-

sensitive processes, and as can be seen in Figure 4.19, there is still a reasonable degree 

of solubility for nitrogen in ethanol. Helium has a much lower solubility overall, and 

would be a reasonable option for degassing, but then one must consider other factors 

in the process. If ethanol was being used as antisolvent, then sparging would be a 

potential option, as the antisolvent could be degassed and then stored in a sealed vessel 

until which time it was required, and then a steady stream of helium gas could be 

introduced into the vessel when antisolvent delivery was required to prevent 

redissolution of nitrogen and oxygen. However, as ethanol is the solvent in this case, 

the compound needs to be added to the solvent and dissolved with agitation, thus 

increasing the difficulty of maintaining a degassed solution. Other methods involve 

freezing the solvent, applying a vacuum and then thawing the solvent, but this is rather 

labour and energy intensive for large quantities of solvent, and doesn’t solve the issue 

of preventing redissolution of atmospheric gases when dissolving the compound. 
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Figure 4.21. An in-line degassing module. Vacuum is applied to the shell side 
and the liquid to be degassed flows through a bundle of silicone fibres. 

Degassing is regularly used in high-performance liquid chromatography (HPLC) by use 

of an in-line degasser [117], which consists of a gas-permeable membrane across which 

a vacuum is applied. This draws the dissolved gas from the solvent, whilst the solvent 

itself cannot pass across the membrane. The extent of degassing is dependent on the 

membrane used, the residence time in the degasser and the vacuum applied. HPLC 

degassers operate with small volumes, and so for a continuous crystallisation process the 

flow rate would be too high for sufficient degassing. A higher capacity in-line degasser 

was sourced and is shown in Figure 4.21. It consists of a bundle of silicone fibres in a 

housing that allows a vacuum to be applied across the shell, operating like an HPLC 

degasser, but with a much higher throughput. The operation of this degasser was tested 

in the COBC, first with pure ethanol, and subsequently in crystallisations using 

solutions of anthranilic acid in ethanol. There was no gas liberation when testing this 

degasser in experiments under conditions where gas was previously observed. A 

quantified measurement of degassing was not made and issues with fouling were still 

present in the attempted crystallisations. Chemical compatibility must be considered 

when using such degassers, as some compounds and solvents can dissolve and degrade 

the membrane and housing materials, but it was sufficient for this system, and allowed 

for the in-line degassing of the feed solution directly. 

4.4.3 Mixing Conditions 

Due to the fixed geometry of the apparatus, the mixing conditions are not independent 

of net flow. At increasing flow rates of feed solution, the velocity of the liquid stream 

from the inlet increases. This will potentially produce a jet of liquid that will traverse 

several baffle spaces, and have a significant effect on the local mixing in this region. 
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There are several contributing factors to the mixing in this system. The oscillation 

frequency and amplitude provide mixing as described previously and well documented 

[10], [89]. The velocity of flow from the inlet has been shown to affect the crystal 

properties from the results described in this chapter. Characterisation of the mixing in 

the presence of multiple flows could be attempted by computational fluid dynamics 

studies by building upon those performed previously for oscillatory flow [118]–[120]. 

There would be additional complexity with factors such as the velocity and ratio of 

flow from the inlet vs flow in the COBC, the geometry and position of the inlet relative 

to baffle spacing and how the usual characteristics used to describe oscillatory mixing, 

i.e. ReO, Ren and St, relate to these. 
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4.5 Summary 

Antisolvent crystallization of anthranilic acid has been successfully demonstrated in a 

COBC. A more consistent process startup was observed in the case of the reverse 

addition method, reaching a steady state in the order of one residence time. The process 

rapidly desupersaturated, determined by the concentration of remaining solute in the 

mother liquor. This suggests a rapid growth rate due to the measured particle size 

compared to the residence time of the process. FBRM data suggests nucleation rate 

increases as the flow rate increases in this process. Metastable form II was consistently 

produced, even at relatively low supersaturations. 

 

Figure 4.22. Crystals of anthranilic acid form II produced at SI = 1.5 

Antisolvent crystallization in a COBC is sensitive to a number of factors. Localised 

fouling occurred in all experiments, which needs to be addressed in future experiments 

with the COBC. Gas solubilities need to be taken into account when designing 

antisolvent processes in a COBC, due to their significant effect on the mixing and 

consequently particle suspension, and potentially nucleation. This could be remedied 
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by selecting a solvent/antisolvent pair that have similar gas solubilities, or by degassing 

solvents prior to introducing them to the COBC. A continuous in-line degassing 

strategy is presented to eliminate the effects of dissolved gases. 

The normal addition mode has a very different startup strategy than the reverse 

addition. If one considers the environment at the point of contact of feed solution and 

antisolvent, as antisolvent flow is initiated it encounters a large volume of feed solution. 

The supersaturation ratio then dips as there is not a significant reduction in solubility 

until φ = 0.25. The supersaturation profile moves from low to high as the process 

stabilises at the target antisolvent fraction condition. This is in contrast to the reverse 

addition method, where the solution encounters a large volume of antisolvent. The 

supersaturation profile therefore goes through a maximum before reaching the target 

fraction. This maximum supersaturation ratio occurs around φ = 0.8, which explains 

why for all conditions in the reverse addition mode there was a consistent startup, and 

why metastable form II polymorph was the only form observed. 
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5 Polymorphism in a Continuous Antisolvent 

Crystallisation 
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5.1 Introduction 

Polymorphism is one of the most important factors to control in the crystallisation of 

an API. Different polymorphs of a compound can exhibit differences in solubility, 

potentially affecting the bioavailability of the compound, and in cases where there is a 

narrow therapeutic window this could result in increased toxicity or an ineffective dose 

being administered. Changes in polymorphism can also affect the downstream 

processability of material through changes in shape or mechanical properties [121]. A 

thorough understanding of the polymorphic behaviour of a system can prevent 

unexpected manufacturing issues arising. It can also serve to protect intellectual property 

and extend financial viability, as different polymorphs can be patented separately [122].  

Batch crystallisation studies have been conducted investigating their polymorph 

dynamics [123], [124]. Polymorph control may be employed in an unseeded process by 

several methods: careful control of supersaturation; by relying on a solvent-mediated 

transformation from a metastable to stable form; or by isolation of the crystal product 

before such a transformation can take place, but control of other attributes such as CSD 

and yield may be hindered by such methods. Crystallisation processes can control 

polymorphism by employing a seeding strategy and careful adjustment of 

supersaturation to prevent nucleation of an undesired form [125], which also provides 

control over CSD if the initial seed material has a narrow span. 

For a continuous crystallisation process, nucleation must constantly take place if seed 

material is not being continuously provided, otherwise the seeds will be washed out of 

the crystalliser. Thus, seeding strategies that are traditionally adopted for batch 

crystallisations are not readily transferrable to continuous. A constant supply of seed 

material is often employed for continuous crystallisation processes [109][126]. This can 

require the preparation and isolation of significant amounts of seed material. To deliver 

the seeds to the continuous process, they are typically suspended in a saturated solution 

of the compound. This prevents the use of metastable polymorph as seed material, as 

the solution would be undersaturated with respect to a metastable form and result in 

dissolution of some seed material, and potential transformation of the seed. An 

antisolvent process opens an alternative seeding method in that seeds can be suspended 

in antisolvent. However, if the compound is not completely insoluble in the antisolvent, 

there can still be the potential for solvent-mediated transformation, albeit the rate of 
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transformation may be affected. The seed material may also be poorly wetting in the 

antisolvent, leading to difficulties in suspension and even dispersion of seed. An idealised 

process may involve a controlled continuous nucleation of seed material that has a 

specified and narrow CSD and the desired polymorph, that could then be fed into a 

growth unit to achieve control over the final product quality. 

There has been investigation into polymorph-specific MSMPR crystallisations for 

enantiotropic systems [127], [128], which successfully controlled polymorphism and 

gave a high yield, but these involved a cooling crystallisation approach. This chapter 

investigates the polymorph dynamics in a continuous antisolvent crystallisation. 

Anthranilic acid in an ethanol and water solvent system are once again employed due 

to existing knowledge on the polymorphic behaviour [4],[5] and experience with the 

system from work in Chapter 4. The effect of residence time and antisolvent fraction 

on the polymorphism of anthranilic acid in an MBOBC is investigated experimentally. 

Seeded and unseeded startup strategies are employed to determine the effect of the 

initial seed condition on the evolution of the process.   
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5.2 Experimental 

5.2.1 Moving Baffle Oscillatory Baffled Crystalliser (MBOBC) 

 

Figure 5.1. Schematic of the MBOBC setup used for antisolvent crystallisation 
studies. 

The crystallisation platform used in these experiments is shown in Figure 5.1. This 

consisted of a jacketed vessel of approximately 250 ml maximum operating volume. 

Within this vessel was a string of three PEEK baffles connected with stainless steel 

threaded rods. The baffle string was driven by a linear motor that provided oscillations 

a frequency of 3 Hz and a centre-to-peak amplitude of 10 mm. The temperature was 

maintained at 25 °C by a circulating water bath (Lauda ECO RE 620 G) connected to 

the jacket. A side port allowed for incorporation of FBRM between the baffle spaces. 

The MBOBC vessel was selected as it was expected to be more robust than the COBC 

used in the previous chapter and not susceptible to the gas accumulation issues, which 

would allow it to perform as a continuous nucleation unit. 

The experimental conditions used for the continuous antisolvent crystallisations in 

the MBOBC are detailed in Table 5.1. 
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Table 5.1. Experimental conditions for the MBOBC experiments 

Temperature 
(°C) 

Total 

flow rate 
(ml/min) 

Mean 

residence 
time (min) 

φ SI 
Seed 

load, % 
Seed 

polymorph 

25 50 4 0.46 1.59 0 n/a 
25 50 4 0.46 1.59 10 I 
25 100 2 0.46 1.59 10 I 
25 100 2 0.46 1.59 100 I 
25 50 4 0.60 2.76 100 I 

25 50 4 0.60 2.76 10 I 
25 100 2 0.60 2.76 100 I 
25 50 4 0.35 1.19 10 I 

25 50 4 0.60 2.76 100 III 

 

The MBOBC platform has been used previously for characterisation of mixing 

conditions and temperature control in a batch process that could be translated to COBC 

operation [129], but this is believed to be the first instance where it has been operated 

as an MSMPR crystalliser for antisolvent crystallisation. The MBOBC offers a different 

hydrodynamic environment than a conventional MSMPR stirred tank crystalliser, as 

mixing is provided by the oscillatory motion of a baffle string as opposed to an impeller. 

The shear rates will also differ between these systems, and is expected to have an effect 

on nucleation [130]. 

Due to the presence of impurities discussed in the previous chapter, a high-capacity 

capsule filter (Whatman) shown in Figure 5.2 was used to remove these in-line, 

eliminating the need to prepare recrystallised material. This filter consisted of PTFE 

membranes of 0.45 µm pore size within a robust polypropylene housing. The feed 

solution was comprised of anthranilic acid in 75% ethanol (v/v) saturated at 25 °C. This 

differs from the solution in Chapter 4, where 100% ethanol was used for the feed 

solution. This was decided upon as there is no generation of supersaturation until this 

point in the phase diagram (Figure 4.10); there is a reduction in gas solubility (Figure 

4.19); and that the presence of water in solution may assist in dissolution of the NaCl 

impurities in the raw material and increase the lifespan of the filter. 

Seed loading is defined by the ratio of the added seed mass, MS, to the theoretical 

yield, YT, as determined from the concentration of the initial solution and solubility in 

the final solution after addition of antisolvent. 
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Figure 5.2. Filter capsule used for in-line filtration of impurities. 

The feed solution and deionised water were held in 5-litre jacketed stirred tanks 

connected to circulating water baths (Lauda ECO RE 620 G). These were fed into the 

MBOBC via peristaltic pumps (520 Du, Watson-Marlow) fitted with Marprene 

thermoplastic elastomer tubing (3.2 mm internal diameter, 2.4 mm wall thickness). This 

tubing was connected to 316-grade stainless steel tubing of 1.6 mm internal diameter 

to maintain the feed and antisolvent inlet positions across all experiments. The outlet 

tubing also consisted of the same model of peristaltic pump and elastomer tubing 

material. The inlets were positioned above the operating liquid level of the vessel in an 

attempt to minimise any fouling that may occur on the steel, as this had been observed 

in the previous chapter where the inlet was in contact with solution at all times. 

Initially, the tap at the bottom of the MBOBC was to be used as the outlet for the 

slurry. However, the geometry of the bottom of the vessel resulted in sedimentation of 

crystals at this location. The outlet tube was then placed inside the platform between 

the baffle spaces to prevent this sedimentation. The vessel was filled with various 

volumes of solvent to determine a suitable operating volume. If the liquid level is too 

low, there is significant splashing due to the top baffle disrupting the air-liquid interface. 

If it is too high, the suspension will not be adequately mixed. A volume of 200 ml was 

determined to provide minimal splashing and good particle suspension at the operating 
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frequency and amplitude. Degassing by the mixing of solvents was an issue in the 

previous chapter due to the geometry of the COBC. As the MBOBC is not a closed 

system, any gases liberated from mixing of the solvents could escape, and therefore did 

not hinder the process. The concentration of the solution was determined 

gravimetrically by taking samples of filtered mother liquor at various time intervals. 

FBRM was used to give an indication of the dynamics of solid in the process. 

5.2.2 Solubility Data for Anthranilic Acid at Varying Temperature and 

Antisolvent Fraction 

It has been shown that the solvent-mediated transformation of anthranilic acid form II 

to form I occurs at different rates depending on the temperature [105], with faster 

transformation at lower temperatures. This was considered as a potential control strategy 

for driving polymorphism to a particular form, and so additional solubility data was 

acquired for the system. Figure 5.3 shows the gravimetrically determined solubility for 

form I at 15, 25 and 35 °C. This strategy was ultimately not adopted, but the solubility 

data is included here for completeness. 

 

Figure 5.3. Gravimetric solubility data for anthranilic acid form I at 15, 25 and 
35 °C across a range of antisolvent (water) volume fractions (φ). 

0

20

40

60

80

100

120

140

160

180

200

220

240

260

280

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

C
o
n
c
e
n
tr

a
ti
o
n
 (
g
/L

 s
o
lv

e
n
t)

φ

35 °C

25 °C

15 °C



84 
 

5.2.3 Unseeded Startup Process Operation 

For the unseeded process, the MBOBC was started as a batch antisolvent crystallisation. 

A solution of anthranilic acid with a concentration of 156 g per litre of 75% ethanol 

(v/v) and deionised water were flowed into the MBOBC to give φ = 0.46 at a total 

flow rate of 50 ml/min until the target volume of 200 ml was reached. The process was 

maintained as a batch until 20 minutes after nucleation was observed. Flow was then 

reinitiated, and the process operated as a continuous crystalliser with the outlet flow 

maintaining the 200 ml volume. 

5.2.4 Seeded Startup Process Operation 

For seeded experiments, the MBOBC was pre-filled with 200 ml of saturated solution 

of anthranilic acid. The concentration and antisolvent fraction of the pre-fill solutions 

varied depending on the experiment. They were prepared such that the antisolvent 

fraction was equal to that would be delivered in continuous flow during the experiment, 

and the concentration was equal to what would be the equilibrium concentration under 

these conditions. This ensured seed material would be suspended in saturated solution, 

and that the antisolvent volume fraction would be consistent for the whole experiment. 

The anthranilic acid raw material from Acros Organics was a mixture of forms II and 

III, whereas form I was required for seeding. As an alternative to preparing form I seed 

material as was performed in section 4.2.1, form I raw material was ordered from Sigma-

Aldrich. This was confirmed to be form I by XRPD as shown in Figure 5.4. 
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Figure 5.4. XRPD patterns of anthranilic acid raw material from different 
suppliers and reference patterns from the Cambridge Structural Database. 

The required mass of seeds for each experiment were weighed from the anthranilic acid 

form I raw material directly. Seed material was then rapidly suspended in the solution, 

and inlet and outlet flows were initiated. The seeds were only provided as an initial 

bolus at the start of the experiment and were not continuously fed into the MBOBC. 

5.2.5 Quantification of Polymorphic Content 

As it was expected that some experiments may give a mixture of polymorphs, it was 

desired to be able to quantify the relative polymorphic content of each form in a sample. 

This was achieved by preparing standard samples of known mass fractions of each pure 

polymorph. Form I material was the previously tested raw material. Form II was a 

surplus sample from experiments in Chapter 4 that had been analysed by XRPD 

previously and reanalysed to confirm it had not undergone transformation in storage. 

Data was collected as described in Section 3.2.2. The pure polymorphs were lightly 

triturated separately in an agate pestle and mortar to minimise the effects of preferred 

orientation. These were then combined in separate vials to give 250 mg of mixed 
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component as detailed in Table 5.2. The mixtures were thoroughly blended to ensure 

homogeneity. 

Table 5.2. Polymorphic mass fractions of form I and II for preparation of 
calibration line. 

Mass fraction form I Mass form I (mg) Mass form II (mg) 

1 250 0 
0.8 200 50 

0.6 150 100 
0.4 100 150 
0.2 50 200 

0 0 250 

 

Analysis of the blends by XRPD gave six diffraction patterns. From the peak height 

ratio of peaks characteristic to form I and form II, which occur at 24.28 ° and 26.58 ° 

2θ respectively, versus the known mass fraction in each sample, a calibration line was 

prepared, depicted in Figure 5.5. 

 

Figure 5.5. Calibration line for anthranilic acid polymorphic content based on 

ratio of XRPD peak height for form I (2θ = 24.28°) to form II (2θ = 26.58°). 
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5.3 Results and Discussion 

5.3.1 Effect of Unseeded versus Seeded Startup 

 

Figure 5.6. Concentration and SI over time for φ = 0.46, 50 ml/min. 
Upper limit (red line): maximum possible concentration of mixture. 

Lower limit (green line): equilibrium concentration. 

The concentration profiles of the seeded and unseeded experiments are shown in Figure 

5.6. The upper red line shows the maximum achievable concentration of anthranilic 

acid in the solvent mixture after antisolvent has been added. This would be the 

concentration if no crystal growth or nucleation were to occur. The lower green line 

shows the concentration of anthranilic acid in the solvent mixture at equilibrium. 

Therefore, the difference between these two bounds is the maximum amount of 

anthranilic acid that could crystallise. The blue and orange lines that lie between these 

bounds represent the measured concentration. The dashed lines highlight the difference 

between the starting concentration of the process and the first measured concentration 

value. The unseeded process starts at a higher concentration, due to there being no pre-

fill procedure and duration of batch operation in place for this condition. This higher 

concentration therefore produces a greater supersaturation ratio in the unseeded process 
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than is present in the seeded process. The concentrations of both processes then tend 

towards a similar value. 

 

Figure 5.7. FBRM total counts for φ = 0.46, 50 ml/min, unseeded.  

The FBRM data in Figure 5.7 shows the solid dynamics in this experiment. The process 

rapidly nucleates, as indicated by the initial spike in the FBRM total counts. The 

number of crystals then trends upwards for the duration of the batch phase of operation, 

albeit appearing to be approaching a plateau. After 20 minutes of batch operation, feed 

solution and antisolvent inlets and the outlet flows were initiated. There is a decrease 

in counts at this point, which is indicative of the displacement of material from the 

MBOBC. This decrease was then followed by a large increase in the total counts, and 

was also observed visually by a denser crystal slurry in the crystalliser. Continuous 

secondary nucleation is therefore taking place; otherwise, the decrease in counts that 

was observed when flow was initiated would have continued until there was no 

crystalline material remaining in the vessel. 
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Figure 5.8. FBRM total counts for φ = 0.46, 50 ml/min, 10% seed load. 

The point of addition of the seed material can be seen in the FBRM data in Figure 5.8. 

After the seeds were suspended, inlet and outlet flows were initiated. There is a decrease 

in total counts at this point, attributed to the washing out of crystals as was seen in the 

unseeded startup process in Figure 5.7. This was similarly followed by a large increase 

in counts. 

It is important to note that due to the startup procedure for the unseeded process 

where the vessel was filled from empty, the solution was not well mixed until the liquid 

level reached the first baffle. Nucleation occurred rapidly and was observed before 

thorough mixing of the feed solution and antisolvent, and is likely due to high localised 

supersaturation at the point of contact. An alternative startup strategy for the unseeded 

condition would involve pre-filling the MBOBC with solvent or a saturated solution 

and operating in a continuous mode for a number of residence times until enough 

solution had been displaced to provide the target concentration. However, as there is 

no real-time concentration measurement in this case, it would have to be estimated 

when the target concentration had been reached before switching to batch mode and 

then back to continuous. It is also probable that nucleation would take place in this 
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startup phase. Therefore, the alternative startup with no pre-fill in the unseeded 

experiment was deemed a suitable compromise. 

 

Figure 5.9. XRPD patterns for φ = 0.46, 50 ml/min, unseeded. The first sample 
at 20 minutes represents moving from the batch startup mode to continuous. 

For the results of solid form from the unseeded condition in Figure 5.9, the first sample 

consisted of metastable form II polymorph, with form II being maintained for the 

duration of the experiment at over 13 residence times for continuous mode. Although 

the process had operated as a batch process at the start of the experiment, form I was 

not detected after 20 minutes, and so solvent-mediated transformation had not 

occurred. However, the lower measured concentration at 20 minutes vs the seeded 

experiment may suggest that the process was tending towards nucleation of stable form 

I before switching to continuous mode, and had batch operation been maintained for 

longer, form I may have nucleated. 
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Figure 5.10. XRPD patterns for φ = 0.46, 50 ml/min, 10% seed load. 

In contrast to the unseeded experiment, in the presence of seeds of form I there was no 

metastable form II observed for the duration of the experiment at approximately 17 

residence times. Form I was the only polymorph produced, demonstrating the direct 

control expected and that there was a lack of any unwanted nucleation. 

The results here are in agreement with observations in Chapter 4, such that in an 

unseeded continuous crystallisation process with sufficient supersaturation, form II will 

nucleate and be maintained. The concentration at the end of both experiments were 

equivalent, suggesting that there was a quasi-steady state production of form II, and that 

had form I nucleated or been added manually there may have been a shift from form II 

to form I production. 

The presence of slight variation in the pattern in Figure 5.10 for the 55 minute 

sample at 14 ° and peak height at 25 ° across all samples could be attributed to the fast 

scan speed employed (1 sec/0.017 ° step), which would affect the resolution of peaks. 

A slower scan speed would have given higher resolution, but would have increased 

collection time significantly. 
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5.3.2 Effect of Flow Rate 

 

Figure 5.11. Concentration and SI data for φ = 0.46, 10% seed load. 

Upper limit (red line): maximum possible concentration of mixture. 
Lower limit (green line): equilibrium concentration. 

The residence time in the crystalliser was reduced from four minutes to two minutes 

by increasing the total flow rate from 50 to 100 ml/min. Initial seed loading and 

antisolvent volume fraction were kept constant at 10% and φ = 0.46 respectively. The 

concentration profiles are shown in Figure 5.11. At higher flow rates, the process 

operated at a higher concentration than the respective lower flow rate condition, and 

therefore a higher supersaturation, with an observed maximum of SI = 1.34. This 

supersaturation therefore does have sufficient time to be consumed by either nucleation 

or growth. After the feed solution was depleted for the higher flow rate condition, flows 

were stopped and the unit operated as a batch process for 20 minutes, highlighted by 

the dashed orange line. The concentration then reaches the equilibrium concentration 

for form I.  

The polymorphic outcome of the higher flow rate condition of 100 ml/min is 

shown in Figure 5.12. In comparison to the lower flow rate condition of 50 ml/min 

shown in Figure 5.10, where the polymorphism remains consistent across all samples as 
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form I, the presence of metastable form II is rapidly detected after the second sample. 

All subsequent samples in continuous operation show a mixture of forms I and II. Batch 

operation for 20 minutes shows only the presence of form I, and was therefore sufficient 

for solvent-mediated transformation of the form II material to form I. 

 

Figure 5.12. XRPD patterns for φ = 0.46, 100 ml/min, 10% seed load. 

The quantified polymorphic fraction across the experiment is shown in Figure 5.13. 

This shows the rapid formation of form II in the process, contributing to roughly half 

the polymorphic content of the experiment just over five residence times into 

operation. This then increases to where near 80% of polymorph in the process is form 

II. This behaviour could be explained by a number of mechanisms, discussed below. 
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Figure 5.13. Polymorph dynamics in the continuous process between I and II. 

φ = 0.46, 100 ml/min, 10% seed load 

Clearly form II is produced by nucleation, as there are no form II seeds present at the 

beginning of the experiment. The reduction in percentage of form I could be attributed 

to the initial form I seed material washing out of the MBOBC; however, the amount 

of form I present does not reach zero, so form I nucleation must occur as the fraction 

of form I in the process then increases. This mechanism could be due to secondary 

nucleation of form I by the presence of form I seed, or by primary nucleation of form 

I; concomitant polymorphism in this system has been reported previously, and would 

be a likely explanation as to the mechanism occurring here [24]. However, in the 

unseeded experiment only form II was present, even when operating at lower 

supersaturations than in this instance, which removes the possibility of both the primary 

nucleation of form I and also a solvent-mediated transformation process, otherwise it 

would have been observed in that experiment. Therefore, it can be concluded that the 

mechanism responsible for the presence of form I is due to secondary nucleation from 

the initial seed. 

Previous work by Jiang et al with this compound and solvent system identified 

regions of supersaturation whereby form I, II or a mixture could be obtained, as shown 

in Figure 5.14. 
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Figure 5.14. Polymorphs of anthranilic acid as a function of supersaturation and 
antisolvent volume fraction. Reproduced from [24]. 

The maximum observed supersaturation at the higher flow rate condition was SI = 1.34 

versus the lower flow rate condition SI = 1.23. Based on the information in Figure 5.14 

and from experimental data, this suggests the limit of supersaturation to produce only 

form I lies between these values. Therefore, to produce form I exclusively, one would 

have to ensure the supersaturation in the process did not exceed the threshold at which 

form II then nucleates. This could be achieved by operating with a longer residence 

time, such that the supersaturation has time to be consumed by growth of form I 

material. To produce form II exclusively, either an unseeded startup strategy, seeding 

with form II or short residence times would be required to prevent form I nucleating.  

An alternative condition was investigated with a higher antisolvent fraction φ = 

0.60, again with a 50 and 100 ml/min total flow rate and a 10% seed loading. Due to 

the higher antisolvent fraction, the pre-fill concentration was lower at 30.3 g/L. 

Concentration profiles for these experiments are depicted in Figure 5.15.  As was the 

case with the lower antisolvent fraction condition, at higher flow rates the concentration 

remains higher than lower flow rates throughout the course of the continuous portion 

of the experiment. As in the previous condition, the unit was operated as a batch process 

for 20 minutes before the end of the experiment. The concentration then reaches the 

equilibrium concentration for form I within this time. 
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Figure 5.15. Concentration and SI data for φ = 0.60, 10% seed load. 

Upper limit (red line): maximum possible concentration of mixture. 
Lower limit (green line): equilibrium concentration. 

The polymorphic outcome of these higher antisolvent fraction experiments are shown 

in Figure 5.16 and Figure 5.17. The polymorphism at 50 ml/min is consistently form I 

for the duration of the experiment, approximately 16 residence times. As mentioned 

for Figure 5.10, the change in Figure 5.16 for the sample at 38 minutes at 14 ° can be 

attributed to the fast scan speed and slight variation in sample and plate preparation that 

can affect the resolution of peaks. With the rest of the pattern being consistent with 

other samples, this was not determined to be a significant enough difference to be of 

concern. 
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Figure 5.16. XRPD patterns for φ = 0.60, 50 ml/min, 10% seed load 

 

Figure 5.17. XRPD patterns for φ = 0.60, 100 ml/min, 10% seed load 
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At the higher flow rate of 100 ml/min, metastable form II is rapidly produced, being 

detected by the second sample at four residence times. The process then operates with 

a mixture of forms I and II present for the duration of the continuous portion of the 

experiment, 23 residence times. After the process moves from continuous to batch 

mode, there is a solvent-mediated transformation, and after 20 minutes all form II has 

transformed to form I. 

 

Figure 5.18. Polymorph dynamics in the continuous process; 

φ = 0.60, 100 ml/min, 10% seed load. 

The quantified polymorphic fraction for this condition is shown in Figure 5.18. As was 

observed in Figure 5.13 at φ = 0.46, there is a reduction in the mass fraction attributable 

to form I due to the nucleation of form II. This reduction in form I continues up to 32 

minutes, which is equivalent to 16 residence times in this instance. Had there been no 

continuous nucleation of form I, it would be expected that a greater proportion of the 

initial seed material would have washed out of the MBOBC after this many residence 

times; therefore, even though there is a reduction in the amount of form I present 

relative to form II, there is still continuous secondary nucleation of form I occurring. 

All continuous experiments performed at φ = 0.60 in Chapter 4 produced form II 

exclusively, at flow rates ranging from 25 to 100 ml/min. Batch antisolvent 
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crystallisations at comparable antisolvent fractions also produced form II exclusively 

[24]. However, it is not the antisolvent fraction, but the degree of supersaturation that 

determines which polymorphs will nucleate. The supersaturation ratio at the higher 

flow rate reaches its observed maximum at 4 residence times, with SI = 1.34, which is 

when form II is first detected in Figure 5.17. It is possible that the supersaturation ratio 

between sampling times was even greater than this, but regardless, there was a point 

where sufficient supersaturation was generated to induce the nucleation of form II. The 

lower flow rate condition reaches an observed maximum supersaturation ratio of SI = 

1.23. There was insufficient supersaturation under the lower flow rate conditions to 

induce the nucleation of form II. Secondary nucleation induced by the presence of 

form I seed material is sufficient to maintain form I at low flow rates, but the secondary 

nucleation kinetics are not fast enough to overcome the increasing supersaturation at 

higher flow rates, and form II nucleates. As in the lower antisolvent fraction conditions, 

forms I and II are maintained throughout the experiment, implying that competing 

nucleation mechanisms are taking place. 

5.3.3 Effect of Seed Polymorph 

Form III polymorph of anthranilic acid had been previously isolated by solvent-

mediated transformation from form I at elevated temperature described in [105]. A 

sample prepared by this approach was sieved to < 250 µm and used as seed material for 

the experiment described here. The earlier work all used form I seed material. Form III 

is a metastable polymorph, where the solubility lies between that of form I and II. It 

was hypothesised that the presence of form III seed, being more stable than that of form 

II, may promote secondary nucleation of form III and demonstrate a reliable method 

to produce this form. 

Based on the success of the seeded experiment performed at 50 ml/min with φ = 

0.60 at producing form I continuously with no form II present, and that higher flow 

rates had led to nucleation of form II, the lower flow rate condition was selected. 

Initially, a 10% seed loading of form III was used. However, upon attempting 

suspension of form III, the material rapidly dissolved. The solution that the seeds were 

introduced to was saturated with respect to form I, and therefore undersaturated with 

respect to form III. The MBOBC was flushed with fresh solution and a much more 

substantial seed loading of 100% was used. This would ensure that even though some 
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of the seed material would dissolve, there would be a significant amount of form III still 

present in suspension to promote secondary nucleation. An experiment was also carried 

out with a 100% seed loading of form I material at φ = 0.60 to make comparisons 

between the conditions with minimal variation. 

The concentration profiles for the two different polymorph seeding experiments are 

shown in Figure 5.19. The first samples at two minutes correspond to half a residence 

time. The concentration for the form III seeded experiment is higher than that of the 

form I seed. This can be attributed to the dissolution of some form III material. The 

concentration then proceeds to decrease and reach a steady state, in contrast to that of 

form I that increases before reaching a steady state. 

 

Figure 5.19. Concentration data for φ = 0.60, 50 ml/min, 100% seed load. 
Upper limit (red line): maximum possible concentration of mixture. 

Lower limit (green line): equilibrium concentration. 
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Figure 5.20. XRPD patterns for φ = 0.60, Form III seed, 50 ml/min, 100% seed 

load. 

The polymorphic outcome of the form III seeded experiment is shown in Figure 5.20. 

From the first sample, only the presence of form III is detected. This is understandable, 

as there is still a significant amount of the initial seed material still present in the 

crystalliser. After two residence times, there is still form III present, but form II is now 

detected and has therefore nucleated. Form II then proceeds to become the dominant 

form for the remainder of the experiment. Form I was detected towards the end of the 

experiment, at approximately 5 wt %. There was no discernible form III present by the 

end of the experiment at over 12 residence times. 

The presence of form III seed did not appear to promote secondary nucleation of 

form III, nor did it prevent the nucleation of form II. As the observed maximum 

concentration was greater for the form III seeded experiment, it is possible that form II 

was produced by primary nucleation. However, an alternate mechanism could be that 

form III seed material acts as a template for the secondary nucleation of form II, which 

has been reported in other systems [131]. 
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Figure 5.21. Relative solubility of the three polymorphs of anthranilic acid. 
Reproduced from [105]. 

Form III has reportedly an intermediate solubility, and therefore intermediate stability 

relative to form I and II at 25 °C, as depicted in Figure 5.21. This makes it difficult to 

target this form under the conditions tested. An alternative method that may prove 

more successful would involve performing the process at elevated temperature, where 

form III becomes the thermodynamically stable form. 
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5.4 Summary 

Continuous antisolvent crystallisation of stable and metastable polymorphs of anthranilic 

acid have been demonstrated in an MBOBC for the first time. Control over 

polymorphism was achieved by varying residence time and initial seed polymorph 

within the crystalliser. Stable form I polymorph was produced exclusively when a 

seeded startup strategy was employed and residence times were sufficiently long. 

Metastable form II polymorph was produced exclusively with an unseeded startup 

strategy. 

A mixture of stable and metastable polymorphs were produced when the residence 

time in the MBOBC was decreased by means of increasing flow rates of feed solution 

and antisolvent. Secondary nucleation kinetics were deemed insufficient to maintain 

the stable polymorph exclusively under these conditions. The MBOBC platform was 

demonstrated to operate as a robust continuous nucleation unit with polymorph 

selectivity. This continuous nucleation platform could be coupled with a growth unit 

to target other attributes such as CSD or yield that were not directly explored in this 

chapter. 
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6 Determination of Kinetic Parameters for the 

Optimisation of Continuous Antisolvent 

Crystallisations in a COBC 

  



105 
 

6.1 Introduction 

It is essential for industrial crystallisation that the process is tightly controlled and 

monitored, to ensure the production of a crystal product with the necessary CQAs. In 

addition, there must be sufficient throughput such that the supply chain is not hindered. 

To ensure the necessary throughput whilst not having a detrimental effect on the 

product qualities, process optimisation strategies are developed, which typically involves 

a combination of PAT and mathematical modelling of processes [132]. When designing 

a crystallisation process, the CSD is the attribute that is most commonly desired to 

control, as it influences several downstream processes. The CSD is dependent on several 

mechanisms, such as nucleation, growth, attrition and agglomeration, which depending 

on how the process is designed can all occur concurrently during crystallisation. 

The evolution of CSD throughout a crystallisation process can be described 

mathematically by the use of population balance equations (PBEs). There are generally 

two approaches to estimating model parameters. This can either be performed 

simultaneously, whereby all crystallisation phenomena occur at the same time and are 

fitted in one expression by using a least squares method [133]–[135]; or sequentially, 

whereby these phenomena are decoupled, allowing for independent determination of 

kinetic parameters [136], [137]. The first approach has disadvantages in that it produces 

numerical values for kinetic parameters without physical basis [138], which is 

undesirable if the model is to be used to inform crystallisation processes that have a 

broader range of operating conditions and target crystal attributes. Therefore, a 

sequential parameter estimation method is employed. 

Previous chapters were focused primarily on polymorphism as the key product 

attribute. However, controlling other attributes such as the crystal size and yield are also 

critical to crystallisation processes. This chapter investigates the use of population 

balance models to optimise a continuous process for these attributes. Growth and 

secondary nucleation kinetics of anthranilic acid in ethanol and water solutions are 

estimated, achieved by isothermal seeded batch experiments in a moving fluid 

oscillatory baffled crystalliser (MFOBC). A sequential parameter estimation approach is 

taken to determine kinetic parameters by designing experiments that minimise the 

occurrence of multiple crystallisation phenomena, with the resultant data incorporated 

into the gPROMS FormulatedProducts 1.3 modelling platform to solve the PBEs.  
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6.2 Experimental Setup 

 

Figure 6.1. Batch moving fluid OBC for antisolvent crystallisation 

The experimental apparatus is shown in Figure 6.1. Antisolvent crystallisation 

experiments were performed in an OBC of approximately 190 ml total operating 

volume. This consisted of a piston head in a DN22 section of OBC, connected to a 

DN15 baffled bend section, which in turn was connected to a DN15 straight section 

with ports that allowed for the incorporation of PAT. This straight section consisted of 

a different internal geometry than the other sections, the details of which are described 

in detail elsewhere [139], and was used due to the presence of these ports and the 

improved mixing and particle suspension characteristics over the previous DN15 baffle 
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design [140]. A recirculating water bath was connected to the integrated jacket to 

maintain temperature at 25 °C, which was monitored with a thermocouple mounted 

directly in the process. The bend section was not jacketed, but due to the majority of 

the equipment being jacketed and the process being operated near lab temperature and 

therefore no significant temperature differential, there was not expected to be any 

significant effect. Mixing was provided by a piston driven by a linear motor and a 

control box that allowed for modification of oscillation frequency and amplitude. A 

bleed valve facilitated filling of the OBC at the beginning of the experiment. 

6.3 Experimental Procedure 

6.3.1 Phase Diagram and Experimental Parameters 

A number of concentrations of anthranilic acid solutions in various ethanol mass 

fractions were prepared as detailed in Table 6.1. This was achieved by the addition of 

the desired mass of compound, ethanol and deionised water to a flask and stirring at 

elevated temperature until the material had dissolved. The resulting solutions were 

filtered over a 0.45 µm filter to remove impurities that were present, resulting in clear 

coloured solutions. The phase diagram and intended experimental trajectory is shown 

in Figure 6.2. The highlighted rows in Table 6.1 and red dashed lines in Figure 6.2 

show conditions that were originally intended, but had to be modified, the reasoning 

for which is described in detail in section 6.3.3. 

Conditions were selected to maximise the effects of crystal growth over those of 

secondary nucleation by employing a relatively low power density and providing a high 

surface area by the use of a higher seed loading of small seeds. For experiments to 

maximise secondary nucleation, the seed loading was much lower, and the seed sizes 

and power densities were either equivalent to or greater than those for the growth 

experiments. 

Power densities were calculated by the following equation: 

 
𝑃

𝑉
=
2𝑛𝜌(𝑥𝑜𝜔)

3(1 − 𝛼2/𝛼2) 

3𝜋𝐶𝐷
2  (6.0) 
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where 𝑛 is the number of baffles per metre, 𝜌 is the liquid density, 𝑥𝑜is the centre-to-

peak oscillation amplitude (m), 𝜔 is the oscillation frequency (Hz), 𝛼 is the free area as 

calculated by the orifice area divided by the tube area, and 𝐶𝐷  is the discharge 

coefficient. 

As the piston head was 22 mm in diameter, compared to the 15 mm of the rest of 

the apparatus, any set 𝑥𝑜 on the control box of the piston would result in a higher 𝑥𝑜 

being provided to the DN15 sections. This was therefore accounted for to ensure the 

correct 𝑥𝑜 in the DN15 sections were reported. 
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Table 6.1. Experimental process parameters for kinetic studies. Highlighted rows show originally intended experiments before these 
conditions were deemed unfeasible by preliminary experiments. 

  # 

Initial 

𝑋EtOH 
(g/g) 

Initial 𝑐 
(g/g 

solution) 

Mixed 

𝑋EtOH  
(g/g) 

Mixed 𝑐 
(g/g 

solution) 

c* 

(g/g) 

c-c* 

(g/g) 

(c-c*)/c* 

(g/g) 

Seed 

loading 

Seed 
D50 
(µm) 

ƒ (Hz) 
xo 

(mm) 

Power 
density 
(W/m3) 

G
ro

w
th

 

1 0.60 0.067 0.60 0.0669 0.1044 -0.0375 -0.3591 -100% 90 4 5.4 1560 

2 0.90 0.190 0.60 0.1352 0.1044 0.0308 0.2954 10% 90 4 5.4 1560 

3 0.75 0.140 0.40 0.0799 0.0424 0.0375 0.8857 10% 90 4 5.4 1560 

3 0.75 0.140 0.50 0.0979 0.0706 0.0273 0.3863 10% 90 4 5.4 1560 

4 0.55 0.075 0.30 0.0424 0.0217 0.0207 0.9542 10% 90 4 5.4 1560 

4 0.55 0.075 0.36 0.0504 0.0331 0.0173 0.5222 10% 90 4 5.4 1560 

5 0.40 0.030 0.20 0.0152 0.0093 0.0059 0.6345 10% 90 4 5.4 1560 
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6 0.90 0.190 0.60 0.1352 0.1044 0.0308 0.2954 1% 90 4 6.5 2695 

7 0.55 0.075 0.30 0.0424 0.0217 0.0207 0.9542 1% 166 4 6.5 2695 

7 0.55 0.075 0.36 0.0504 0.0331 0.0173 0.5222 1% 166 4 6.5 2695 

8 0.40 0.030 0.20 0.0152 0.0093 0.0059 0.6345 1% 110 4 6.5 2695 

9 0.90 0.190 0.60 0.1352 0.1044 0.0308 0.2954 1% 110 4 7.5 4280 

10 0.75 0.140 0.40 0.0799 0.0424 0.0375 0.8857 1% 110 4 5.4 1560 

10 0.75 0.140 0.50 0.0979 0.0706 0.0273 0.3863 1% 110 4 5.4 1560 

11 0.40 0.030 0.20 0.0152 0.0093 0.0059 0.6345 1% 166 4 7.5 4280 

12 0.40 0.030 0.20 0.0152 0.0093 0.0059 0.6345 1% 90 4 5.4 1560 

13 0.75 0.140 0.40 0.0799 0.0424 0.0375 0.8857 1% 90 4 7.5 4280 

13 0.75 0.140 0.50 0.0979 0.0706 0.0273 0.3863 1% 90 4 7.5 4280 

14 0.90 0.190 0.60 0.1352 0.1044 0.0308 0.2954 1% 166 4 5.4 1560 
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Figure 6.2. Phase diagram for anthranilic acid in an ethanol/water solvent 
system. Arrows show trajectory from undersaturation to supersaturation by 

addition of antisolvent. Red arrows show initially planned trajectory. 

 

Seed material was prepared by the method described in section 3.2.6, and the resulting 

fractions are shown in Figure 6.3. Particle size distributions are shown in Figure 6.4. 

Seed loadings of 10% and 1% were selected to give high surface area where crystal 

growth was desired, and low surface area where secondary nucleation effects were 

targeted, respectively. Seed loading in this instance is defined by the ratio of the added 

seed mass, MS, to the theoretical yield, YT, as determined from the concentration of the 

initial solution and solubility in the final solution after addition of antisolvent [141], and 

can be expressed as: 

 Seed loading =
𝑀𝑆
𝑌𝑇
× 100 % (6.1) 

As can be seen from the fraction microscopy in Figure 6.3 and the tails in the PSDs in 

Figure 6.4, there are some fines in the larger sieve fractions. This could be due to a 

number of factors, such as the duration of sieving not being sufficient to ensure smaller 

particles can leave pass through the mesh, or attrition of larger crystals on the sieve itself. 
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Figure 6.3. Sieved seed fractions of anthranilic acid form I. 
0-63 µm (top), 63-125 µm (middle) and 125-250 µm (bottom). 



112 
 

 

Figure 6.4. Particle size distributions for the three anthranilic acid sieve fractions. 

6.3.2 Mixing and Addition Method 

In an ideal scenario, the solution and antisolvent would be perfectly mixed, with the 

seed material evenly and instantaneously dispersed throughout the entire volume at the 

onset of the experiment. However, this is not practically possible, and so an addition 

strategy was devised that was deemed to have the fewest compromises. One 

consideration was the addition of solution to the OBC, followed by the required 

volume of antisolvent and seed material. However, the seed material is poorly wetting 

in water, and would result in difficulties transferring the entire mass of seed to the OBC. 

Other potential problems with mixing, gas bleeding and initial concentration 

measurements led to alternative addition strategies being considered. The strategy that 

was ultimately adopted was mixing the solution and antisolvent outwith the OBC, 

followed by addition of the majority of the resulting mixture to the OBC. Some 

solution was reserved to facilitate seed addition. This method ensured the ATR probe 

was submerged and gas at the piston head could be purged. Concentration 

measurements could then be made in the supersaturated solution for some initial data 

points. Seed material was then transferred to the OBC by suspension in the remaining 

solution volume. To ensure rapid mixing of solution and antisolvent, the solution was 

weighed in a 250 ml flask, and the antisolvent was weighed in a syringe, shown in 
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Figure 6.5. The action of depressing the plunger of the syringe rapidly mixed the 

solution and antisolvent, and ensured as much of the antisolvent as possible was added 

to the solution, compared to a different vessel where some antisolvent may not be 

transferred due to adhesion to the walls. 

 

Figure 6.5. Seed, solution and antisolvent in preparation for mixing. 

6.3.3 Induction Times and Modification of Initial Design Space 

The addition method described in the previous section required a sufficiently long 

induction time such that primary nucleation would not occur in the resulting 

supersaturated solution before the seeds could be added. Therefore, a small-scale 

experiment was set up, shown in Figure 6.6, where the required solution and 

antisolvent masses were added to flasks with magnetic stirrers, with no seeds present. 

Induction times of less than five minutes were deemed necessary, which would allow 

sufficient time for the mixing of solution and antisolvent, transfer to the OBC and 

addition of seeds before primary nucleation would occur, with a few minutes of leeway. 

Although these induction times are effectively measured in an STR as opposed to an 

OBC, and will therefore be different across the platforms, they were assumed to be 

reasonably transferrable [142], [143]. Furthermore, particles were not observed when 

adding solution to the OBC in all cases, and the induction times measured represent a 

worst-case scenario, as in practice the solutions were not continuously stirred after 
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antisolvent was added and so would experience no shear from the action of a magnetic 

stirrer. 

 

Figure 6.6. Induction time measurements for initial antisolvent fractions. 

From left to right: 𝑋EtOH = 0.2, 0.3, 0.4 and 0.6. 

The original conditions showed induction times that were too short at 𝑋EtOH of 0.3 and 

0.4. As the starting solutions had already been prepared, it was necessary to reduce the 

ratio of antisolvent to solution in order to produce a lower supersaturation ratio in these 

conditions. Ethanol mass fractions were modified as detailed in Table 6.1 and Figure 

6.2, being increased from 𝑋EtOH = 0.3 and 0.4 to 𝑋EtOH = 0.36 and 0.50, respectively. 

This in turn reduced (c-c*)/c* from 0.89 to 0.39 for 𝑋EtOH = 0.50, and from 0.95 to 

0.52 for 𝑋EtOH = 0.36. Induction time measurements under these modified conditions 

showed no unwanted primary nucleation within the required time period. 

6.3.4 UV-Vis Spectroscopy Calibration and Measurement 

Different concentration measurement techniques were considered for the process, but 

as anthranilic acid has been shown to be UV active [100], ATR UV-vis was selected. 

This allowed for the acquisition of real-time concentration data that would give 

significantly more data than point samples by an offline technique. This also had the 

advantage that the potential for introducing disturbances by sampling was eliminated. 

UV calibration was performed by preparing a range of concentrations of anthranilic acid 

in a range of ethanol mass fractions, and measuring the absorbance. An example of an 

unprocessed anthranilic acid spectrum is shown in Figure 6.7. 
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Figure 6.7. Representative unprocessed UV spectrum of anthranilic acid. 

The UV spectrum shows three distinct absorbance peaks at 222, 248 and 340 nm. For 

development of a calibration model, the raw spectra were processed by taking the first 

order derivative over nine points to correct for any baseline drift, with an example 

shown in Figure 6.8. 

 

Figure 6.8. Representative first order derivative UV spectrum of anthranilic acid. 
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The derivatised UV spectrum of the UV spectra of anthranilic acid shows a maximum 

at 227 nm, and was therefore the wavelength that was selected for development of the 

calibration model. To develop the model, UV spectra were collected for a range of 

anthranilic acid concentrations in a range of ethanol mass fractions. This was performed 

in the same apparatus as in Figure 6.1, with the exception that the bottom bend section 

was replaced with a bend with an integrated tap. This facilitated draining solution from 

the apparatus between concentration measurements, whilst preventing disturbance of 

the optical fibres of the UV probe that could affect the calibration model.  

For each ethanol mass fraction, six standards were prepared at varying anthranilic 

acid concentrations, corresponding to approximate supersaturation ratios of 0.6 – 1.1. 

The measurement method for each ethanol fraction consisted of washing through the 

apparatus with blank solvent of the appropriate ethanol fraction, followed by filling with 

this blank to submerge the ATR probe. The blank solvent was allowed to reach 25 °C 

before a reference spectrum was taken. This process was repeated with the anthranilic 

acid solutions, moving from the lowest to the highest concentration, and then repeated 

in its entirety for each new ethanol fraction. Spectra were collected with an integration 

time of 60 ms and 5 scans per measurement, with single measurements for developing 

the calibration model, and measurements every 10 seconds for the experiments. 

6.3.5 Sizing by Laser Diffraction 

Particle size was measured offline on a representative sample taken at the end of each 

experiment. The samples were filtered over a vacuum filter, washed with 20% ethanol 

(w/w) and dried over 24 h. The dried crystals were then characterised by laser 

diffraction as described in 3.2.5.1. 

6.4 Formulation of the Population Balance Model 

The modelling tool selected was gPROMS FormulatedProducts 1.3, a commercial 

software developed by Process Systems Enterprise Limited for the modelling of 

crystallisation and other pharmaceutical manufacturing processing with built-in 

population balance equations (PBEs). The numerical method implemented in 

gPROMS FormulatedProducts 1.3 to solve the PBE is the high-resolution finite 

volume scheme with flux-limited function (HRFVS-FL), which is described in detail 

elsewhere [144], [145]. 
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For a batch crystallisation the population balance takes the form of: 

 
𝑑𝑛

𝑑𝑡
+
𝑑𝐺

𝑑𝐿
= 𝐵 − 𝐷 (6.2) 

where 𝐺 is the linear growth rate, 𝐵 the nucleation rate and 𝐷 the crystal loss rate. In 

this specific case, as all experiments are to be seeded, primary nucleation is not 

considered. Therefore, 𝐵 solely consists of secondary nucleation. These can be further 

defined by the appropriate kinetic models, described in the following sections. 

6.4.1 Model Assumptions 

The model makes the following assumptions: 

• The contents of the crystalliser are uniform in space, i.e. the vessel is well mixed. 

• The liquid and solid phases in the bulk are in thermal and mechanical 

equilibrium, i.e. at the same temperature and pressure. 

• The liquid and solid phases are not in chemical equilibrium, i.e. different 

chemical compositions. 

• All crystals are of the same shape and can be characterised by a chosen linear 

dimension, 𝐿. 

6.4.2 Growth 

Crystal growth is dependent on many factors such as supersaturation, temperature, size 

and more, and as such there is no single method of expressing growth rate that takes all 

these factors into account [34]. There are various growth rate expressions that could 

potentially be implemented, as detailed in Table 1.2. However, to facilitate solving the 

PBE, a size-independent growth rate expression was applied: 

 G = 𝑘𝐺 (
𝑐 − 𝑐*

𝑐*
)
𝑔

 (6.3) 

where 𝑘𝐺  is the linear growth rate constant (m/s), (c-c*)/c* is the relative 

supersaturation, and 𝑔 is the growth rate order. Terms 𝑘𝐺 and 𝑔 highlighted in blue in 
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Equation 6.3 are parameters to be estimated. A power law has been successfully 

implemented elsewhere to determine growth kinetic parameters for anthranilic acid in 

a water/IPA solvent system in the presence of additives, showing that this method is 

acceptable [146]. A simple generic expression was used initially; however, this could 

later be modified if other factors were determined to be significant, such as by 

incorporation a size-dependent growth factor. 

6.4.3 Secondary Nucleation 

Secondary nucleation is the process of nucleation influenced by the presence of existing 

crystals. As in the case of growth rate expressions, there are various secondary nucleation 

expressions that could potentially be implemented, as detailed in Table 1.1. A power 

law function was selected to simplify solving the PBEs: 

 𝐵sec = exp(ln 𝑘𝐵) (
𝑐 − 𝑐*

𝑐*
)
𝑛

𝜀𝑎ρ𝑏 (6.4) 

where 𝐵sec  is the secondary nucleation rate, 𝑘𝐵  is the secondary nucleation rate 

constant, 𝑛  is the secondary nucleation rate order, 𝜀  is the energy dissipation rate 

(W/kg), 𝑎 is the energy dissipation rate order, ρ is the slurry density (kg/m3), and 𝑏 is 

the slurry density order. As stated previously, other crystallisation phenomena could be 

considered, such as primary nucleation and agglomeration. However, seeding allows 

primary nucleation to be ignored. Slurry density provides information on collision rates. 

6.4.4 Solubility Expression 

The solubility of anthranilic acid in ethanol and water mixtures was determined 

experimentally in section 4.3.1. Whereas the solubility was expressed in terms of 

volume fractions previously, here it is expressed as mass fractions to facilitate processing 

of data within this chapter. The solubility is described by a polynomial fitted to the 

experimentally determined solubility data: 

 𝑐* = −0.4453 𝑋EtOH
3 + 0.8146 𝑋EtOH

2 − 0.1677 𝑋EtOH + 0.0103 (6.5) 

The fit is shown as the blue dashed line in Figure 6.2, and has good correlation 

(R² = 0.9972). 
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6.5 Results and Discussion 

6.5.1 Growth Parameter Estimation 

Crystal growth can be described as a two-step mechanism, consisting of diffusion of 

solute to the surface of a crystal, followed by the integration of solute into the crystal 

structure [147]. Dissolution is in effect the reverse of this process with no integration 

step, and can be used to determine the rate-limiting factor in crystal growth, i.e. limited 

by the diffusion of solute or the integration of solute to the crystal surface. A dissolution 

experiment was performed, the results of which are shown in Figure 6.9. 

 

Figure 6.9. Concentration profile for mass transfer experiment 1. 

If the rate of dissolution was slow, then the process would be limited by the diffusion 

of solute into the solvent and the concentration would increase slowly. However, the 

concentration increases rapidly, indicating mass transfer is rapid. Therefore, crystal 

growth is likely to be limited by surface integration. 

The concentration goes through a maximum before reaching a stable value. This is 

due to the position of the UV probe in the apparatus relative to the location of solid 
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addition. The compound dissolves rapidly, which is observed as the spike in 

concentration. However, there exists a localised area of high concentration at the UV 

probe, due to the solute not having been completely dispersed throughout the total 

volume of the vessel. The observed reduction in concentration is where the distribution 

of solute occurs and reaches a steady value. 

To estimate parameters for growth rates as per Equation 6.3, a number of 

experiments were performed as detailed in Table 6.1. The concentration profiles and 

the initial fits to the standard growth model are shown in Figure 6.10. Only the 

concentration data is fitted, with the CSD being measured but not fitted. Fitting is 

performed simultaneously over multiple experiments. 

  

Figure 6.10. Measured (solid lines) and predicted (dashed lines) concentration 
profiles for growth rate experiments. 

Each experiment shows a similar trend. Initially, there is a rapid reduction in 

concentration, which is attributable to the high supersaturation driving crystal growth. 

The rate of reduction of concentration then slows as the supersaturation is consumed, 

and the crystal growth rate decreases. The initial fits to the standard growth model are 
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not in good agreement with the measured values, and suggests that there are further 

factors that need to be incorporated into the growth model. Estimates of parameters are 

shown in Table 6.3. 

A recent article noted that nucleation and growth kinetics were significantly affected 

by the solvent composition in a combined cooling and antisolvent crystallisation process 

[148], with inaccurate predictions when the kinetic dependence on solvent composition 

was neglected. Initially, 𝑘𝑔 and 𝑔 values were estimated to minimise the residuals across 

all four growth experiments between experimental and predicted values. However, if 

𝑘𝑔  and 𝑔  were estimated to individual experiments, more acceptable residuals are 

obtained, the results of which are shown in Table 6.2 and Figure 6.11. 

Table 6.2. Kinetic parameters from initial parameter estimation when fitted to 
individual experiments. 

Experiment 
# 

𝑋EtOH SI 𝑘𝐺 ln 𝑘𝐺 𝑔 

2 0.60 1.30 1.91 × 10−3 -6.26 6.93 
3 0.50 1.39 3.35 × 10−5 -10.30 5.82 
4 0.36 1.52 8.66 × 10−6 -11.66 3.72 
5 0.20 1.63 8.98 × 10−6 -11.62 8.83 

 

Figure 6.11. Growth rate constant as a function of ethanol mass fraction. 
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The values for 𝑔, ranging between 3.7 – 8.8 are high compared to other examples in 

the literature [149], [150], where it typically has values between 1 – 2. The high value 

may be attributed to the influence of S, which is also relatively high, ranging from S = 

1.30 –1.63. Such high values of 𝑔 may imply the surface integration step is severely 

limiting the growth rate [150]. 

If the growth rate expression was to be applied to an MSMPR cascade, no further 

processing would be required, as individual 𝑘𝐺 values could be determined for each 

vessel in the cascade. However, in the case of a plug flow crystalliser, where in practical 

terms there is a degree of axial dispersion, there will not be discrete ethanol fractions, 

but rather a continuum of ethanol fraction across the length of the crystalliser. 

Taking the solvent fraction into account, a modified growth rate expression based 

on Figure 6.11 was derived:  

 G = 𝑘𝐺
′ (
𝑐 − 𝑐∗

𝑐∗
)
𝑔

 (6.6) 

 𝑘𝐺
′ = exp(𝑘𝐺𝑋EtOH

𝑔2 − 𝑘𝐺,0) (6.7) 

where 𝑘𝐺
′  is the modified growth rate constant (m/s), 𝑋EtOH is the solute-free ethanol 

mass fraction (g/g), 𝑔2 is the order of ethanol mass fraction, and 𝑘𝐺,0 represents the 

growth rate constant at zero ethanol fraction (m/s). 

Using the redefined growth rate expression, parameter estimation was performed 

using initial guesses of 𝑘𝐺 , 𝑔2  and 𝑘𝐺,0  of 259.7 m/s, 7.571 and 11.69 (m/s), 

respectively. The results of fitting with these parameters are shown in Figure 6.12, and 

the parameters themselves in Table 6.3. It is assumed that 𝑔 is constant for fitting of 

Equation 6.6, but as stated previously, 𝑔 may also be influenced by 𝑋 𝑡   [148], [151].  

Parameter estimation was carried out in gPROMS by minimising a maximum 

likelihood objective function as described in detail in [136]. The final product CSDs 

were not included in the fitting objective function; this consisted of only the 

concentration data. 
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Table 6.3. Growth kinetic parameters with and without solvent effects. 

Parameters 
No solvent effect; 

Equation 6.3 

Solvent incorporated; 

Equation 6.6 
Standard deviation 

𝑘𝐺 5.11163×10-3 195.205 31.19 

𝑔 8.10739 4.66465 0.3165 

𝑔2 - 9.88023 4.223×10-4 

𝑘𝐺,0 - 11.69 - 

Residual 215857 192510 - 

 

Figure 6.12. Measured (solid lines) and predicted (dashed lines) concentration 
profiles for growth rate experiments incorporating a solvent factor. 

Qualitatively, these fits are somewhat improved. This is also reflected in the results of 

the goodness of fit test, where the weighted residual is reduced from 215857 to 192510. 

As an additional step to validate these expressions, comparisons were made between the 

measured and predicted product particle size distributions, shown in Figure 6.13 and 

Table 6.4. 
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Figure continued → 
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Figure 6.13. Measured and predicted CSDs for crystal growth from small seed. 

(a) 𝑋EtOH = 0.6; (b) 𝑋EtOH = 0.5; (c) 𝑋EtOH = 0.36 

Table 6.4. Measured and predicted growth CSDs for varying 𝑋EtOH. 

𝑋EtOH Size Class Measured (µm) Predicted (µm) 

0.6 

D10 92.5 111 

D50 183 169 
D90 334 261 

0.5 

D10 90.9 111 

D50 180 170 
D90 321 263 

0.36 

D10 95.1 114 

D50 173 174 
D90 297 269 

 

The fits of the predicted size distributions compared to the measured distributions show 

reasonable agreement. The measured size data for the condition 𝑋EtOH = 0.2 is not 

available due to the crystals not being recovered from the experiment. The D10, 50 

and 90 values in Table 6.4 when looked at in isolation do not appear to show good fits 
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in the case of 𝑋EtOH = 0.5 and 0.36; however, when looking at the distribution curves 

in Figure 6.13, the measured particle size distributions (PSDs) have a tail towards the 

lower size region that will result in the size classes being shifted to lower sizes in 

comparison to the predicted PSDs. The model used to predict the PSD is a growth-

only model, and does not take into account other effects that may be occurring during 

the crystallisation process that may result in the evolution of smaller crystals that could 

produce such a tail in the measured PSDs. Overall, the fits are reasonable, and as such 

this growth-only model is a satisfactory representation of the process. 

6.5.1.1 Growth Parameter Uncertainty 

The values reported in Table 6.3 are mean values as a result of fitting. However, these 

values will have variance associated with them. To investigate the impact of this, 

uncertainty analysis was performed on an arbitrarily selected experiment, which in this 

case was the experiment at 𝑋EtOH = 0.6. 

The variance-covariance matrix of the model parameters is shown in Table 6.5. This 

matrix contains an approximation of the variances and covariances of the estimated 

process model and variance model parameters and determines whether the parameters 

are varying together, or whether their values are independent of one another. This was 

produced using a built-in feature in gPROMS which takes the mean and variance of 

each individual parameter, and the covariance of the sum of the parameters. 

Table 6.5. Variance-covariance matrix of growth kinetic parameters. 

 𝑘𝐺 𝑔 𝑔2 

𝑘𝐺 973   

𝑔 9.85  0.1   

𝑔2 -0.0734  -7.85×10-4  1.78×10-5  

 

To highlight the attainable regions that these parameters could cover, scatter plots in 

Figure 6.14 show all possible combinations of these parameters. There is a high degree 

of correlation between 𝑘𝐺  and 𝑔2 , whereas 𝑘𝐺  vs 𝑔  and 𝑔  vs 𝑔2  show poor 

correlation. Due to this correlation, further experimental work may be required to 

deconvolute this correlation. This could possibly be achieved by maintaining a constant 

𝑋 𝑡   whilst investigating different ranges of 𝑆. 
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Figure 6.14. Scatter plots showing the correlation between model parameters at 

𝑋EtOH = 0.6. (a) 𝑘𝐺 vs 𝑔2; (b) 𝑘𝐺 vs 𝑔; (c) 𝑔 vs 𝑔2. 

 

Figure 6.15. Histogram of PSD from predicted growth at 𝑋EtOH = 0.6. 
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The results of uncertainty analysis show that, despite variance within kinetic parameters, 

this variance leads to a narrow distribution of potential crystal sizes, as shown in Figure 

6.15. Due to the correlation between 𝑘𝐺 and 𝑔2, future experimental work might look 

to design experiments to decouple these parameters. Overall, the results of parameter 

estimation for growth rate kinetics look sufficient for starting secondary nucleation 

parameter estimation. 

6.5.2 Secondary Nucleation Parameter Estimation 

To estimate parameters for secondary nucleation rates as per Equation 6.4, a number of 

experiments were performed as detailed in Table 6.1. During parameter estimation, 

parameters for growth rate are also estimated; however, they are constrained by the 

mean and standard deviation of those parameters determined during growth rate 

parameter estimation as described in the previous sections. Due to concerns regarding 

data quality for concentration measurements made at lower ethanol fractions, only 

experiments 6, 9, 10 and 14 were used in parameter estimation.  

The initial set of experiments that targeted crystal growth aimed to minimise the 

effects of secondary nucleation as these parameters were unknown initially. This was 

achieved by two methods. Firstly, the surface area for crystal growth was maximised by 

using a greater mass of seed and using the smallest sieve fraction. Secondly, the 

oscillation frequency and amplitude were set to the lowest values where adequate crystal 

suspension was observed, that is to say the lowest power density to provide a well-

mixed system. The combination of these effects would minimise attrition in the growth 

experiments. In secondary nucleation experiments, where these effects were desired, 

power densities were increased, seed mass decreased and seed size increased 

significantly. 
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Figure 6.16. Concentration profiles for secondary nucleation rate experiments. 
Solid lines show measured concentrations. Dashed lines show predicted 

concentrations for a combined growth and secondary nucleation model. Dotted 
lines show predicted concentrations for a growth-only model. 
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The plots in Figure 6.16 show the measured and predicted concentration profiles for 

both a growth only model, and a model incorporating secondary nucleation parameters 

with the growth parameters. Figure 6.16a shows similar trends for both the growth-

only and the secondary nucleation model predictions, but over a prolonged period, the 

measured concentration is higher than both predicted values. Figure 6.16b shows both 

a growth-only model and a secondary nucleation model predict the measured values 

well. The predicted concentration profile for combined growth and secondary 

nucleation appear to give higher concentrations than in the case of growth only; 

however, it is expected this is merely due to measurement error and that the measured 

and predicted values are equivalent. 

The plots in Figure 6.16c shows a significant difference between the growth-only 

and the combined growth and secondary nucleation predictions, with the growth-only 

model being a poor representation of the process compared to the secondary nucleation 

model. As was seen in 6.5.1, and in Figure 6.11 specifically, growth rates were 

suppressed at lower ethanol fractions. In this case, where 𝑋EtOH = 0.36, the decrease in 

concentration cannot be attributed to growth alone. For Figure 6.16d, the secondary 

nucleation model once again gives comparable fits to the growth-only model. 

Overall, the only condition whereby secondary nucleation parameters give any 

meaningful improvement in fits is in experiment 10. For experiment 9, where the 

power density is the largest, it would have been expected that secondary nucleation 

would have been much more significant. This suggests that, although equivalent power 

densities from stirred tanks were applied to the MFOBC, this factor alone is not 

sufficient to generate equivalent levels of secondary nucleation. This observation is 

supported by evidence in the literature that shows a greater degree of microstrain in the 

crystal structure of crystal products produced from impeller driven batch crystallisers 

(IDBCs) compared to an OBC at equivalent power densities, of a few orders of 

magnitude [152]. Much greater power densities would therefore be required to 

generate discernible levels of secondary nucleation on an attrition basis. 
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Table 6.6. Goodness of fit tests for growth-only and growth and secondary 
nucleation kinetic parameters. Highlighted cells are values that do not satisfy the 

null hypothesis for this test. 

Kinetic 
parameters 

used 

Experiment 

6 9 10 14 

χ² 
χ²-

critical 
χ² 

χ²-
critical 

χ² 
χ²-

critical 
χ² 

χ²-
critical 

Growth 209.24 108.65 4.80 47.40 1105.12 65.17 99.22 93.95 

Growth 
and 

secondary 
nucleation 

158.39 104.14 6.84 42.56 71.32 60.48 62.91 89.39 

 

A growth-only model and a model that incorporates secondary nucleation parameters 

can be further differentiated by a chi-square goodness of fit test, the results of which are 

shown in Table 6.6. This is a statistical test that determines how well the model 

predictions fit the measured values by comparing the weighted residuals and the 

expected weighted residuals. Generally, this test takes the form of: 

 𝜒2 =∑
(observed − expected)2

expected
 (6.8) 

The null hypothesis for this test is that the difference between the weighted residual 

and the expected weighted residual is zero. If the χ²-critical value is larger than the 

calculated χ² then the null hypothesis is rejected. The results of this test show that 

incorporating secondary nucleation parameters gives significant improvement to the 

predictions for experiment 14. The results for the other three experiments show a 

reduction in the residuals, although not sufficient to satisfy the null hypothesis, with 

experiment 9 having already satisfied the test under a growth only model. 
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Figure 6.17. Measured and predicted PSDs for secondary nucleation 
experiments. Solid lines (blue) show measured PSDs. Dashed lines (orange) show 
predicted PSD for a combined growth and secondary nucleation model. Dotted 

lines (black) show predicted PSDs for a growth-only model. 
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Table 6.7. Measured and predicted PSDs for combined growth and secondary 
nucleation for varying ethanol mass fraction, seed size and power density. 

Experiment Size Class Measured (µm) 
Predicted – 
growth only 

(µm) 

Predicted – 
growth and 

secondary (µm) 

6 

D10 187 223 168 
D50 357 334 296 
D90 620 506 470 

9 

D10 233 246 152 
D50 422 368 285 
D90 705 559 458 

10 

D10 230 261 118 
D50 431 391 234 
D90 735 592 412 

14 

D10 357 294 156 
D50 631 448 295 
D90 1040 699 515 

 

The PSDs for the secondary nucleation experiments are shown in Figure 6.17 with key 

values tabulated in Table 6.7. For Figure 6.17a, both a growth-only and a secondary 

nucleation model gives PSDs that show a reasonable fit to the measured PSD; however, 

the secondary PSD has a wider span than the growth-only PSD that more closely 

resembles those of the measured PSD. 

For the other three PSDs, there are more significant differences, with measured sizes 

all being larger than even a growth-only model predicts. Microscopy of the isolated 

crystal products are shown in Figure 6.18, and all show some degree of twinning, which 

would result in larger measured PSDs. Furthermore, due to the small amount of seed 

being added in these experiments, there is potential for variation in the seed material 

that could account somewhat for the observed shift in PSDs. 
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Figure 6.18. Microscopy of isolated crystal products from secondary nucleation experiments. 
(a) experiment 6; (b) experiment 9; (c) experiment 10; (d) experiment 14.  
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Mean values for the secondary nucleation kinetic parameters are shown in Table 6.8. 

Table 6.8. Secondary nucleation kinetic parameters. 

Parameter Value Standard Deviation 

𝑘𝐺 128.019 Not reported* 

𝑔 9.54405 0.349500 

𝑔2 4.65748 0.149800 

ln 𝑘𝐵 21.9416 1.52200 

𝑛 7 1.95 

𝑎 0.4 0.578500 

𝑏 0.300595 0.511700 

Residual 299.457 - 

 

*𝑘𝐺 value at boundary set by growth parameter estimation 

 

6.5.3 Secondary Nucleation Parameter Uncertainty 

As was the case for the growth parameters in 6.5.1.1, values reported in Table 6.8 are 

mean values as a result of fitting and will have variance associated with them. 

Uncertainty analysis was performed on experiment 9 to determine its impact. 

The variance-covariance matrix of the secondary nucleation kinetic parameters is 

shown in Table 6.9, containing an approximation of the variances and covariances of 

the estimated process model and variance model parameters. 

 

Table 6.9. Variance-covariance matrix of secondary nucleation kinetic 
parameters 

 𝑔 𝑔2 ln 𝑘𝐵 𝑛 𝑎 𝑏 

𝑔 0.122      

𝑔2 -0.0504 0.0224     

ln 𝑘𝐵 -0.184 0.0352 2.32    

𝑛 0.0132 -0.0686 2.69 3.80   

𝑎 0.131 -0.066 0.387 0.834 0.335  

𝑏 -0.104 0.0329 0.435 0.502 -0.0076 0.262 
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To determine if there was any correlation between parameters, a correlation matrix was 

produced, shown in Table 6.10. 

Table 6.10. Correlation matrix for secondary nucleation kinetic parameters. 

 𝑔 𝑔2 ln 𝑘𝐵 𝑛 𝑎 𝑏 

𝑔 1      

𝑔2 -0.963 1     

ln 𝑘𝐵 -0.347 0.155 1    

𝑛 0.0194 -0.235 0.907 1   

𝑎 0.647 -0.761 0.44 0.739 1  

𝑏 -0.584 0.43 0.558 0.503 -0.0257 1 

 

The correlation matrix shows that 𝑔 and 𝑔2 are highly correlated, which is undesirable, 

as it becomes less clear which parameter has an effect on the process when varied. 

Further experimentation would be preferred with experiments designed to decouple 

these parameters. 

 

Figure 6.19. Histogram of the PSD from predicted secondary nucleation 
parameters from Experiment 9. 
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The histogram in Figure 6.19 shows a wide span of predicted crystal sizes, much wider 

than was observed in Figure 6.15 for a growth-only model. This is reflected by the large 

standard deviations for the secondary nucleation kinetic parameters in Table 6.8, and is 

apparent in the plots in Figure 6.16, as only experiment 10 shown in Figure 6.16c shows 

any significant improvement over a growth-only model. If time allowed, a future 

strategy may be to use the current model to plan experiments that give a high degree 

of secondary nucleation to reduce the standard deviation in the parameters. 

6.5.4 Optimisation of a Multi-addition Plug Flow Antisolvent Process 

The determined kinetic parameters were applied to optimise a continuous plug flow 

crystalliser. This work takes a similar approach to that performed previously for 

mathematical modelling of PFRs with antisolvent addition [9], [111]; however, the 

kinetic parameters in those setups will differ to those reported here due to variations 

between the platforms. Furthermore, primary nucleation is not considered, as 

experience from Chapter 4 and other research [109] has shown there can be significant 

practical limitations in the operation of unseeded COBCs, and therefore the focus will 

be on the optimisation of seeded processes. 

The population balance equation described in Equation 6.2 represents that of a batch 

crystalliser. For a plug flow crystalliser operating at steady state, the PBE can be 

represented as [94], [153]: 

 𝑢𝑥
𝛿𝑛

𝛿𝑥
+ 𝐺

𝛿𝑛

𝛿𝐿
= 0 (6.9) 

where 𝑢𝑥 is the average fluid velocity, 𝑛 is the number density, 𝑥 is the length along 

the crystalliser, 𝐺 is the crystal growth rate, and 𝐿 is the crystal size. 

The model crystalliser consisted of a DN15 NiTech COBC of 30 m length, a 

schematic of which is shown in Figure 6.20. The internal geometry was as described in 

Figure 4.6. The COBC was discretised into fifteen axial points. As no direct correlation 

between frequency, amplitude, flow rate and axial dispersion have been demonstrated, 

an axial dispersion coefficient of 1×10-5 m2/s was assumed. Power density was set to 

1.5597 W/kg, which corresponds to the lowest power density tested. The feed 

composition was fixed at 10 g/min flow rate, with mass fractions of ethanol, anthranilic 
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acid and water at 0.5374, 0.1044 and 0.3582, respectively. Seed material had a D50 of 

50 µm, with standard deviation of 25 µm. A seed loading of 1% (based on a maximum 

theoretical yield of solid) was employed, which corresponded to a seed flow rate of 7.9 

mg/min. Ethanol mass fractions were constrained such that the sum of the three 

antisolvent additions were less than or equal to 18 g/min, corresponding to a final 

𝑋EtOH ≥  0.2, as this was the range within which the kinetic parameters were 

determined, and therefore the range in which they would remain valid. 

 

Figure 6.20. Schematic of a 30 m COBC with multiple antisolvent additions. 

Initial optimisations were performed for three equally spaced antisolvent additions at 

10 m intervals. Later optimisations incorporated variable position of these additions. 

The antisolvent flow rates, residence times and summarised results for each optimisation 

case are detailed in Table 6.11. Case A is a baseline case where antisolvent additions 

were equal across all three inlets. 
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Table 6.11. Summary of optimisation cases for antisolvent crystallisation in a 30 m COBC. 

Case Objective Constraints Segment 
Length 

(m) 
AS flow rate 

(g/min) 
𝜏 (min) 

Total flow rate 
(ml/min) 

Yield 
% 

D4,3 
(µm) 

CV 
(µm) 

A n/a 𝑋EtOH ≥ 0.2 

1 10 5.97 111 15.97 - - - 
2 10 5.97 81 21.93 - - - 

3 10 5.97 63 27.90 96.6 287.2 58.3 

B Maximise Yield 𝑋EtOH ≥ 0.2 

1 10 4.92 118 14.92 - - - 
2 10 11.67 66 26.59 - - - 

3 10 1.27 63 27.86 97.0 281.1 56.1 

C Maximise D4,3 𝑋EtOH ≥ 0.2 

1 10 12.66 78 22.66 - - - 
2 10 1.97 72 24.63 - - - 

3 10 3.09 64 27.72 96.8 314.1 61.9 

D Minimise CV 𝑋EtOH ≥ 0.2 

1 10 2.11 146 12.11 - - - 
2 10 2.11 124 14.22 - - - 

3 10 11.95 68 26.17 96.2 241.8 46.1 

E Maximise D4,3 
𝑋EtOH ≥ 0.2; 

𝑆II ≤ 1 in 

segment 1 

1 10 0.48 169 10.48 - - - 
2 10 12.57 77 23.05 - - - 

3 10 3.53 66 26.58 96.5 314.0 61.9 

F Maximise D4,3 

𝑋EtOH ≥ 0.2; 

𝑆II ≤ 1 in 
segment 1 and 2 

1 10 1.73 151 11.73 - - - 
2 10 0.51 144 12.23 - - - 

3 10 12.09 73 24.32 95.7 252.5 51.6 

G Maximise Yield 𝑋EtOH ≥ 0.2 

1 6.95 2.00 102 12.00 - - - 

2 3.23 10.45 25 22.45 - - - 
3 19.57 5.43 124 27.88 97.2 256.0 53.7 

H Maximise D4,3 

𝑋EtOH ≥ 0.2; 

𝑆II ≤ 1 in 

segment 1 

1 5.14 0.60 86 10.60 - - - 

2 16.07 12.35 124 22.95 - - - 

3 8.74 6.64 52 29.59 96.7 323.2 61.3 
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Figure 6.21. Results of unoptimised antisolvent addition at three equally spaced 

positions in a COBC, constrained on 𝑋EtOH. Solid lines: 𝑐. Dashed lines: 𝑐*. 

Blue (upper) dotted line: 𝑆I. Red (lower) dotted line: 𝑆II. 

The results of an unoptimized process are shown in Figure 6.21. As all of the 

optimisations are based on a seeded process, there is no reliance on primary nucleation, 

and therefore no associated induction time. This explains how the supersaturation starts 

to be consumed immediately compared to results by Su et al. [111], whereby in their 

case the first antisolvent addition did not significantly reduce the concentration, and 

where the second addition generated very high levels of supersaturation that likely 

would result in additional nucleation events. However, the first antisolvent addition in 

this case does generate quite significant levels of supersaturation that also give a similar 

result. No kinetics are assumed for form II as this form is not desired. Here, 𝑆II is 

included to show the maximum 𝑆II  that can be obtained, and how control over 

polymorphism could be lost in an unoptimized case by driving 𝑆 too high and resulting 

in the nucleation of form II. 
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Figure 6.22. Optimisation results for maximum yield with antisolvent addition at 

three equally spaced positions in a COBC, constrained on 𝑋EtOH. Solid lines: 𝑐. 
Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red (lower) dotted line: 𝑆II. 

The results of optimisation for maximum yield in Figure 6.22 show the first antisolvent 

addition is comparable to that of the unoptimized condition. There is a greater amount 

of antisolvent added in the second addition point, but by 12 m supersaturations are 

similar, with 𝑆I = 1.30 for Case B versus 𝑆I = 1.26 for Case A. Consequently, the last 

antisolvent addition does not generate much additional supersaturation due to the 

constraints on the final ethanol fraction. 
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Figure 6.23. Optimisation results for maximum D4,3 with antisolvent addition at 

three equally spaced positions in a COBC, constrained on 𝑋EtOH. Solid lines: 𝑐. 
Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red (lower) dotted line: 𝑆II. 

Optimisation for maximum size is shown in Figure 6.23, and immediately noticeable is 

the high degree of supersaturation generated by the first antisolvent addition. One 

would be concerned that in practice, the low seed loading would not provide sufficient 

surface area to prevent uncontrolled nucleation, particularly of metastable form II. At 

the first point of mixing of feed solution and antisolvent, i.e. length 0, 𝑆I = 3.2 and 𝑆II 

= 2.5. Although not directly comparable due to being different crystallisation platforms, 

the induction times at such supersaturations have been measured to be in the order of 

seconds [24], and would likely occur here. This configuration also gives the shortest 

overall residence times due to the addition of the majority of antisolvent at the 

beginning of the process. Subsequent antisolvent additions provide a much less 

aggressive level of additional supersaturation. 
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Figure 6.24. Optimisation results for minimum coefficient of variation with 
antisolvent addition at three equally spaced positions in a COBC, constrained on 

𝑋EtOH. Solid lines: 𝑐. Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red (lower) 

dotted line: 𝑆II. 

Optimisation for minimum coefficient of variation (CV) is shown in Figure 6.24. This 

case provides equal masses of antisolvent in the first and second sections, with the 

majority of the antisolvent being delivered in the final section; this increase in 

supersaturation in the final section is offset by the increased surface area from crystal 

growth in the previous two sections, such that the potential for additional nucleation 

events is reduced, compared to if the increased supersaturation occurred in the first 

section. The supersaturation ratio in this last section does reach 𝑆II = 2.0 
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Figure 6.25. Optimisation results for maximum D4,3 with antisolvent addition at 

three equally spaced positions in a COBC, constrained on 𝑋EtOH and 𝑆II in first 

segment. Solid lines: 𝑐. Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red 

(lower) dotted line: 𝑆II. 

Optimisation for maximising D4,3 with the additional constraint on 𝑆II in the first stage 

is shown in Figure 6.25, and results in barely any antisolvent being added to the first 

stage. This would be desirable to prevent unwanted nucleation and fouling in the first 

section of the process, where it is most sensitive to large spikes in supersaturation due 

to having the lowest surface area of crystals of any part of the process. However, this 

supersaturation constraint effectively offsets the antisolvent addition to the second stage, 

and the high supersaturation here would likely result in unwanted nucleation and 

fouling. From a practical perspective, such a small amount of antisolvent will likely 

result in little growth in this first section. There is the potential for more antisolvent to 

be added whilst maintaining 𝑆II ≤ 1, as the maximum in the first section is only 𝑆II = 

0.87. 
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Figure 6.26. Optimisation results for maximum D4,3 with antisolvent addition at 

three equally spaced positions in a COBC, constrained on 𝑋EtOH and 𝑆II in first 

and second segment. Solid lines: 𝑐. Dashed lines: 𝑐*. Blue (upper) dotted line: 

𝑆I. Red (lower) dotted line: 𝑆II. 

Figure 6.26 shows the application of further constraint to the process, limiting  𝑆II in 

the second stage as well as the first. This has the effect of preventing the possibility of 

nucleation of form II, but at the expense of increased residence times in these stages. 

This case also helps to highlight how small amounts of antisolvent can greatly reduce 

the solubility when operating in critical regions of the phase diagram. As was observed 

for Case E, the constraints on 𝑆II shifts the remaining antisolvent addition to the next 

unconstrained addition point, where  𝑆II then exceeds 1. However, the maximum 𝑆II 

is lower in this case than the others, and it is possible that by this stage, due to growth 

afforded by the first two stages, that there will be a significant enough surface area for 

crystal growth that additional nucleation events will be minimised. 
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Figure 6.27. Optimisation results for maximum yield for three antisolvent 

addition points at variable positions in a COBC, constrained on 𝑋EtOH. Solid 

lines: 𝑐. Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red (lower) dotted line: 

𝑆II. 

Optimisation results for maximising yield with varying segment length is depicted in 

Figure 6.27. For this case, a significant amount of antisolvent is added in the second 

stage. As observed in other cases where 𝑆II was not constrained, this leads to large 

increases in supersaturation, which has practical implications regarding nucleation and 

the propensity for fouling in the crystalliser at the antisolvent addition points. Due to 

the variable length, the residence time in the second stage is also comparatively short at 

25 minutes. The supersaturation is consumed rapidly within this time, and so 

optimisation that incorporates variable length reduces the amount of wasted length, 

whereby there is a low amount of supersaturation for crystal growth, and particles are 

merely being suspended until reaching the next antisolvent addition point. 
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Figure 6.28. Optimisation results for maximum D4,3 for three antisolvent 

addition points at variable positions in a COBC, constrained on 𝑋EtOH and 𝑆II in 

first segment. Solid lines: 𝑐. Dashed lines: 𝑐*. Blue (upper) dotted line: 𝑆I. Red 

(lower) dotted line: 𝑆II. 

The final optimisation case shown in Figure 6.28 attempts to maximise D4,3 with 

varying segment length, and also incorporates constraints on 𝑆II in the first stage. This 

case gave the largest size of all cases where maximum D4,3 was targeted, with a final 

size of 323.2 µm compared to 314.0 µm for Case E and 314.1 µm for Case C, 

respectively. As was observed for Case E, the supersaturation in the first stage is 

relatively low when constrained, only reaching a maximum 𝑆II = 0.88 in this stage, 

before spiking to  𝑆II = 2.55 in the second stage. This raises similar concerns regarding 

the potential for further nucleation and fouling in this second stage. 

An additional optimisation was performed for variable length and constraints on 𝑆II 

in stages one and two. However, the reported values from this case did not appear to 

give a significant improvement over Case F with equal length segments. This could 

either be due to the lengths in Case F already being the optimum, which is improbable, 

or an issue with the optimiser in this case under the given decision variables. 
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Figure 6.29. Waterfall plot showing the evolution of PSD along the length of 
the COBC for Case H. 

Figure 6.29 uses Case H to demonstrate how PSD changes along the length of the 

COBC. As there is not much antisolvent added in the first segment, the PSD does not 

show any significant change. Addition of antisolvent in the second segment gives a rapid 

increase in crystal size, followed by modest increase as the remaining supersaturation is 

consumed. The antisolvent addition in the third segment generates additional 

supersaturation, but results in consistent growth, in contrast to the rapid increase in size 

as was observed between segments one and two. 

6.5.5 Limitations of the Optimisation 

For the experimental conditions investigated, the results suggest they were not ideal for 

maximising the effects of secondary nucleation, as was demonstrated by similar 

predicted concentration profiles for growth-only models versus those incorporating 

secondary nucleation. Additional experiments would preferably have been performed 

that would attempt to maximise the effects of secondary nucleation. 

There are several other factors could have been considered, but limits were set based 

on what was deemed practically feasible. There were no terms to incorporate 
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agglomeration or twinning into the model, and as there was some observation of these 

effects in the crystal products, further investigation into this would have likely yielded 

more accurate model representations of the process. 

As was described in detail in Chapter 4, fouling is known to be a potential issue, and 

with some of the supersaturations suggested by the optimisation cases, it is probable that 

it would occur. To determine whether this would be the case, a series of experiments 

could be performed to investigate the suggested conditions from these optimisations, 

and whether they would be practically implementable. Data from these experiments 

could then be used to set more informed limits to supersaturation ratios. 

The determined kinetics apply over the majority of the length of the COBC multi-

addition optimisations, but there are regions where 𝑆 is much higher than those used 

experimentally. The maximum S achieved in experiments was 𝑆I = 1.63, whereas in 

some cases where 𝑆 is unconstrained, it reaches a maximum of 𝑆I = 3.28. To optimise 

a process where the kinetics would apply across wider ranges of 𝑆, experiments would 

have to be performed at these high 𝑆 to determine them; however, this is impractical 

experimentally due to issues surrounding primary nucleation at high 𝑆  as was 

highlighted in Table 6.1. One would therefore have to apply tighter constraints on the 

maximum 𝑆 to ensure the kinetics were applicable over the entire length of the COBC. 

There are many more variables that could have been explored, such as other seed 

loadings, total flow rates, lengths and residence times. However, these can be somewhat 

constrained based on practical knowledge of the system. For example, if attempting to 

maximise yield, an increase in 1 µm would not be worth another 10 m in length. Other 

factors begin to have an effect, such as pressure drop along the length of the COBC 

causing a loss in particle suspension, which would have a much more significant effect 

on the process overall. Optimisations for a 30 m COBC were chosen as that is a physical 

platform that has been used previously; however, more significant differences may have 

become apparent had the maximum length been reduced to 20 m.  
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6.6 Summary 

Growth and secondary nucleation kinetic parameters have been determined for 

antisolvent crystallisations of anthranilic acid, by means of isothermal seeded batch 

experiments in an MFOBC. Ethanol mass fraction, power density and seed loading 

were varied to provide a range of conditions. In-line concentration and offline PSD 

measurements were used to determine growth and secondary nucleation rate as a 

function of ethanol mass fraction and supersaturation. The determined kinetic 

parameters were then used in rate expressions to develop kinetic models of the process. 

The initial growth model did not contain a factor for ethanol mass fraction, and the 

resulting predictions gave a moderately poor fit to the experimentally measured values. 

These were improved by the incorporation of a factor for ethanol mass fraction. 

Secondary nucleation was investigated using lower seed loadings than the cases for 

growth, and by varying power density by altering the amplitude of oscillations. The 

results did not show significant improvement over a growth-only model at higher 

ethanol fractions. At lower ethanol mass fractions, the secondary nucleation model gave 

improved predicted fits to the experimental values. 

The determined kinetic parameters were used to develop an optimisation strategy 

for a continuous antisolvent crystallisation in a 30 m DN15 COBC with three 

antisolvent addition ports. Several optimisation cases were considered to maximise 

yield, maximise D4,3 and to minimise CV. This was achieved by applying constraints 

to 𝑋EtOH and 𝑆II, and by varying the positions of antisolvent additions. The results of 

these optimisations provide the first continuous multi-addition antisolvent 

crystallisation process in a COBC based upon experimentally determined kinetic rate 

parameters and form a basis upon which such crystallisations can be developed. 
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7 Conclusions and Future Work 
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7.1 Conclusions 

The overall aim of this thesis was to develop continuous antisolvent crystallisation 

processes of anthranilic acid in oscillatory baffled crystallisers (OBCs) to demonstrate 

how they can be utilised to control crystal attributes. Two platforms were selected for 

investigation, consisting of a moving baffle (MBOBC) and a fixed baffle (COBC) 

construction. A variety of experimental approaches were taken to modify the 

crystallisation behaviour in these systems. 

Chapter 4 utilised a COBC platform and investigated the effect of varying the 

addition method of antisolvent, the flow rate of solution and antisolvent, and the total 

residence time in the COBC. There was inconsistency observed in the process startup 

as monitored by in-situ FBRM when the antisolvent was introduced to the COBC 

which was pre-filled with a solution of anthranilic acid in ethanol. This was attributed 

to the gradual increase in supersaturation this mode of addition produced. The process 

was operated in a controlled manner without seeds, therefore relying upon primary 

nucleation generating the surface area necessary to deplete supersaturation. This was the 

case for all antisolvent fractions, and hence supersaturations, used for this startup 

method. When the addition points were reversed, such that solution was introduced to 

a COBC that was pre-filled with antisolvent, a much more consistent process startup 

for all antisolvent fractions and flow rates investigated was achieved. The supersaturation 

ratio always reaches a maximum by this method, rapidly inducing nucleation. The 

antisolvent fraction itself did not have an effect on the polymorphism observed in the 

crystal products, and metastable form II polymorph of anthranilic acid was consistently 

obtained. 

By reducing the flow rate of antisolvent and feed solution, the residence time in the 

fixed volume COBC could be increased whilst maintaining the same antisolvent 

fraction. The longest residence time used in the experiments still produced metastable 

form II polymorph, which showed that a residence time of 24 minutes was not sufficient 

for the process to undergo solvent-mediated transformation. The concentration of the 

mother liquor at the outlet was consistent when the process was at steady state for all 

flow rates at the specified antisolvent fractions, which demonstrated that the process 

rapidly desupersaturated in the length of COBC used for these experiments. 
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Adjusting the antisolvent fraction whilst maintaining the same total flow rate resulted 

in variations in the total number of crystals produced and the size of those crystals. The 

number and size of crystals followed the trend of the maximum yield per unit volume, 

represented by c-c*, with the highest yielding condition producing the greatest number 

of crystals with the smallest size. The practical limitations of the process were also 

dependent on the antisolvent fraction, and the rate of fouling and gas liberation was 

observed to be faster at higher supersaturations for operating an unseeded antisolvent 

crystallisation process. 

Whilst it might be beneficial if the consistent environment in a COBC could be 

exploited to control primary nucleation, this proved to be unachievable. Based on the 

operational issues encountered with fouling, it is recommended that a seeding strategy 

be adopted as is suggested for cooling crystallisations [129]. Gas liberation can be 

mitigated either by making it a point of consideration during the solvent selection 

process, or by incorporating a degassing strategy into the process design. 

The use of an MBOBC as a robust platform for continuous nucleation and 

polymorph control was demonstrated in Chapter 5. Due to the design of the MBOBC, 

whereby solution and antisolvent delivery is provided by two separate inlets above the 

liquid level, it is much less sensitive to the fouling issues observed in the COBC. The 

polymorphic outcome of the process was found to be dependent on several factors. 

When the platform was started without seeds present, the polymorph produced was 

form II, consistent with observations in Chapter 4. When seeds of the stable form I 

polymorph were present at startup, the process either produced form I exclusively when 

the residence time was 2 minutes, or a mixture of forms I and II when the residence 

time was 4 minutes. This observation was made for both φ = 0.46 and φ = 0.60. The 

presence of a mixture of stable and metastable polymorphs after several residence times 

leads to the conclusion that both forms are continuously nucleating. By arresting flow 

and operating as a batch vessel, mixtures of forms I and II underwent transformation to 

form I within 20 minutes.  

Control over polymorphism is of significant interest to both industry and academia, 

owing to the differences in physical properties different forms can exhibit [154]. The 

ability to produce desired polymorphs on demand reproducibly has been demonstrated 

for continuous cooling crystallisations [127], [155]. This work has contributed towards 
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the understanding of how composition and flow can impact polymorphism and allow 

for polymorph control in continuous antisolvent crystallisation.  

Chapter 6 detailed the determination of kinetic parameters for crystal growth and 

secondary nucleation for seeded antisolvent crystallisation of anthranilic acid in a batch 

MFOBC. The population balance models developed were improved upon by the 

incorporation of an additional solvent factor. The model was parameterised and 

validated using methods described in Chapter 6, and then used for the digital design of 

a multi-addition antisolvent crystallisation in a 30 m COBC. Several conditions 

suggested to maximise or minimise a range of commonly desired outcomes, such as 

yield and CSD. Constraints were applied to ethanol mass fraction to operate within the 

regions where the kinetic parameters determined from the batch process would remain 

valid, and in some cases constraints were also applied to the supersaturation ratio that 

would prevent the nucleation of an undesired polymorph.  

The ability to predict process outcomes with the aid of modelling tools is highly 

desirable for the pharmaceutical industry, where their implementation can significantly 

reduce material cost and development time. This work has further developed the 

principles outlined in the work by Su et al. [111] by coupling the mathematical 

modelling of a plug flow crystalliser with experimentally determined kinetic rate 

parameters. 
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7.2 Future Work 

7.2.1 Fouling Mitigation Strategies 

During all continuous crystallisations performed in the COBC, there was some degree 

of fouling observed at the point of mixing of feed solution and antisolvent. There are 

several potential methods that could be employed to mitigate this fouling issue. As it 

was observed that fouling predominantly occurred on the steel inlet itself as shown in 

Figure 4.18, various other materials of construction could be investigated, as material 

of construction has been shown to affect the propensity for fouling [156]. In addition, 

the application of durable protective coatings or films could be investigated, such as 

PTFE as used for heat exchangers [157]. 

The most obvious strategy would be to perform seeded crystallisations, as this reduces 

the need to operate with the high supersaturations required to induce primary 

nucleation and relies on growth and/or secondary nucleation that best occur at lower 

supersaturation. However, this introduces additional steps in the preparation of seed 

material, and continuous transfer of seed from a seed vessel to the COBC. If primary 

nucleation could be controlled in a COBC, such that the produced material was of the 

desired polymorph and small size to allow for further crystal growth if desired, this 

would be advantageous. Localised sonication, for example, could be incorporated at the 

first point of mixing, which could promote nucleation at lower supersaturations [20] 

and help to minimise fouling. Other in-situ methods of seed generation could be 

explored such as laser-induced nucleation [158]. 

Seed generation could be explored by using an external continuous seed generating 

unit that then feeds into the COBC, similar to that shown in Figure 7.1. The apparatus 

shown in that figure was constructed and crystallisations performed; however, similar 

issues with fouling were encountered at the point of mixing and this line of investigation 

was not pursued further. Modification of the unit or use of a different compound and 

solvent system may prove more successful. 
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Figure 7.1. Proposed continuous nucleation unit to feed into the COBC. 

7.2.2 Alternative Methods of Generating Supersaturation 

All experiments reported in this thesis were performed isothermally to investigate 

antisolvent effects in isolation. A combination of cooling and antisolvent crystallisation 

is often used to increase the yield of a process, and can also assist in targeting CQAs 

over the use of either technique separately [159]. Further development of these 

combined approaches would be beneficial and the jacketed COBC is well-suited to 

deliver this. 

The COBC has recently been utilised to perform both the synthesis and seeded 

cooling crystallisation of paracetamol in a single platform [160]. Owing to the 

similarities between antisolvent crystallisation and reactive crystallisation, there is scope 

to develop such processes to further streamline crystallisation. 

7.2.3 Dissolved Gas Effects 

Gas solubility and potential methods to reduce the amount of dissolved gas has already 

been discussed in detail in 4.4.2; however, investigation was not carried out into the 

effect these dissolved gases may have on the system itself, nor any quantification of the 

extent of degassing required. These could be more thoroughly investigated in a 

systematic way to inform crystalliser selection or the requirements for pre-processing of 

solvents. 
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The method to approach dissolved gas effects may differ in the case of the MBOBC 

due to the head space of air compared to the near-closed COBC. The MBOBC 

therefore allows for both the dissolution of gas from the atmosphere into the solvent, 

and for any gas liberated from the mixing of solvents to escape the MBOBC. The rate 

of gas dissolution or liberation will be dependent on several factors, such as the relative 

solubilities of gases in various solvent and antisolvent compositions, and on the residence 

time in the MBOBC. The gas solubility may not matter if operating the MBOBC as a 

single unit or in a cascade, but if the unit were coupled to a COBC, these effects would 

need consideration.  

7.2.4 Alternative Techniques for Targeting Polymorphs 

Experiments performed in Chapter 5 resulted in the production of two of the reported 

three forms of anthranilic acid. Attempts to produce form III continuously at 25 °C by 

seeding with form III proved unsuccessful, which is understandable as form I is 

thermodynamically stable at this temperature, and form II is metastable with a lower 

stability than form III, which makes it difficult to target form III without producing 

form II instead. Due to their enantiotropic relationship, form III becomes more stable 

than form I above approximately 53 °C [105]. As continuous crystallisation of form I 

was demonstrated at 25 °C, this opens up the possibility of performing experiments at 

elevated temperature in an attempt to continuously produce form III via direct 

nucleation, which would result in the ability to produce any of the forms in desired 

quantities on demand. Furthermore, form I could be targeted as a metastable polymorph 

at elevated temperature in a similar manner to the method used to produce form II at 

25 °C. 

Unseeded experiments in Chapter 4 only resulted in form II being produced. Even 

with the longest residence time employed of 24 minutes, there was no stable form I 

detected, whereas some form I was expected to result from a solvent-mediated 

transformation based on previous research with this compound [24]. A potential strategy 

for targeting form I in the COBC other than by seeding with it directly would be to 

attempt a controlled solvent-mediated transformation from form II. This could be 

achieved by adjusting the residence time in the COBC such that complete 

transformation of form II to form I would occur. 
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7.2.5 Local Mixing versus Overall Mixing and Dispersion Effects 

It was determined in Chapter 4 that the local mixing at the point of contact between 

solution and antisolvent in the COBC had a significant effect on the crystallisation. The 

mixing provided by oscillations was fixed by using one frequency and amplitude 

throughout. The mixing effects were therefore dependent on the velocity of flow of 

solution and antisolvent, and their relative flow rates. With antisolvent processes being 

highly sensitive to mixing conditions [23], further investigation into the mixing offered 

by oscillations versus the local mixing would be warranted. This could be achieved by 

performing experiments at fixed antisolvent compositions and flow rates, and varying 

the oscillation frequency and amplitude. Furthermore, varying flow rates at constant 

supersaturations could be investigated by adjusting the concentration of the solution 

and the solvent compositions. 

Although not investigated here, the design of the addition points themselves may 

have an effect on the product outcome. An L-shaped inlet was designed and selected 

such that antisolvent or solution would be delivered into a well-baffled region, in 

comparison to a simple straight piece inserted into a collar that would have experienced 

a different hydrodynamic environment to the majority of the COBC. This also had the 

advantage of being able to visualise the mixing of solution and antisolvent at first contact 

that would otherwise have been obscured by the collar of the inlet. Further 

considerations could be made to the inlet shape, diameter, and overall design. 

Work by Kacker, Regensburg and Kramer [108] describes studies into the residence 

time distribution of solid and liquid phases in the COBC, and draws conclusions that 

optimal conditions for minimising axial dispersion for solids is not necessarily the same 

as for liquid components under the same frequency and amplitude of oscillation. This 

poses some implications for antisolvent crystallisation, as for each addition of antisolvent 

into the process, the flow rate increases and therefore the residence time decreases. This 

will affect the plug-flow behaviour of the system. This may warrant investigation to 

identify operational ranges for which axial dispersion for both solid and liquid phases is 

minimised whilst maintaining particle suspension and providing adequate mixing. 
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7.2.6 Development of the Multi-addition COBC 

The work described in Chapter 6 could be further developed by utilising a wider range 

of power densities to target secondary nucleation kinetics. Experimental validation of 

the optimisation strategies would provide added confidence in the ability of the PBE 

model to accurately predict the process outcomes. Further developing optimisation 

strategies with different constraints on the total length of the COBC would allow for 

the minimum footprint of the platform to be achieved whilst maximising performance. 

Utilising a different compound and solvent system for which kinetic parameters have 

also been determined would be beneficial to see how optimisation strategies differ based 

on kinetics. Primary nucleation was not considered due to the practical issues 

surrounding it, but if they could be alleviated by means described previously, there may 

be scope for its consideration here. The optimisation of a combined cooling and 

antisolvent crystallisation process, whilst not without its challenges computationally and 

experimentally, would represent a significant development to this platform. 
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7.3 Overall Conclusions 

This work has developed continuous antisolvent crystallisation in oscillatory baffled 

crystallisers, demonstrating the application of these platforms beyond seeded cooling 

crystallisations. OBCs are well-suited for polymorph control, being able to operate at 

steady states whilst producing stable or metastable polymorphs. This is especially 

applicable to systems with relatively fast transformation kinetics, where an MSMPR 

may be less suitable due to longer residence times they typically employ.  

Unseeded operation of the COBC can result in challenges surrounding encrustation 

and therefore is not recommended. Liberation of dissolved gases can affect the mixing 

in the COBC and therefore consideration must be taken over the solvent system and 

relative gas solubilities in solvent mixtures for antisolvent crystallisation. 

As with all antisolvent processes, careful control of supersaturation is required to 

maintain the desired CQAs of the crystal products. The modular nature of the COBC 

makes it highly customisable to the crystallisation process. By combining knowledge of 

the thermodynamics of the crystallisation system, practical points of consideration of 

the platform, PAT capabilities, and the development of kinetic models, OBCs can be a 

useful addition to a crystal manufacturing portfolio. 
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