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ABSTRACT

The emergence of Bluetooth as a wireless network solution assists in bringing together
multiple technologies in different sectors and provides rapid interconnections to form
a network paradigm. Typically, up to 8 Bluetooth devices can form a centralized
network, called a piconet, controlled by a master node, which allocates transmission
slots to all other nodes (slaves) in the piconet. However, the structure of inter-piconet
connection: called the scatternet is not defined in the Bluetooth Specification. To
develop a new scatternet structure, many challenges such as topology formation, intra

and inter-piconet scheduling and packet routing are considered. The thesis addresses

these critical 1ssues based on the scatternet formation using Bluetooth.

The scatternet, presented in this thesis, employs a tree hierarchy structure formation
with a Leader root of three hierarchies. Within the scatternet, the new concept exploits
clock and frequency synchronization for all new piconets creation. This
synchronization prevents interferences and the need for guard time while switching
piconet. Thus enabling a device to switch trom one piconet to another at every slot.
Furthermore, an innovative intra-piconet design 1s proposed to improve QoS within
Bluetooth piconet. By exploiting the device queue status, the scheme defines a
predictable polled sequence, and an adaptive traffic allocation. This offers a better

fairness, and a significant power reduction when compared to the conventional Round

Robin scheme.

Moreover, with the perfect scatternet synchronization, the devices switch to other
piconets to transmit data and, within one slot time, return to the initial piconet before
the next predicted poll time exchange occurs. This considerably improves the traffic
data transter, especially for a significant number of devices present within the area.

In addition, a new routing process is developed in this thesis, which facilitates
communication within the scatternet. From the scatternet tree hierarchy position, a

new addressing node routing is proposed to keep the overhead network low, and
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suarantees that any packet forwarded reaches its destination. The performance of the
new scatternet is evaluated for each scatternet phase, through a Matlab simulation
program, and the significant improvement of Bluetooth QoS achieved through the
proposed approach is fully demonstrated.

This thesis also presents a primary implementation of the scatternet concept using a

dedicated Bluetooth hardware system.
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CHAPTER 1
INTRODUCTION

1.1 WIRELESS NETWORK

Wireless networks can be classified into two distinct categories: with or without
fixed access points. A cellular network that 1s used in the mobile phone system
represents the most common form of infrastructure with fixed networks. In such a
system, base-stations act as bridges that connect the mobile terminals together. As

opposed to this, Ad Hoc Networks have no fixed routers or access points. Their main
characteristic 1s that all of the nodes are peers, and they can be connected to each
other dynamically in an arbitrary manner. Nodes in this network function as means

of discovering devices and maintaining routes to other nodes in the network

(Chakrabarti et al [2001]).

1.1.1 The Removal of Cable Connection

Communication within a local area network (LAN) permits computers to talk to each
other or to their peripherals such as printers and scanners. The LAN can encompass a

coverage area of several rooms, floors in different buildings, and can be either wired

or wireless.

Since each node present in the network requires access to the network at a particular
location, a wired network obviously needs lots of cable. Such an electrical system
has a significant impact in terms of cost and inconvenient cable upgrade especially in
old building, while wireless local network (WLAN) can be exploited simply by
upgrading new hardware and software into computers.

Nevertheless a wired network: such as the wired Universal Serial Bus (USB) 1.x

operates at speeds of about 12 Mb/s, and USB 2.x can send data at rates about
430Mbit/s, while IEEE 1394 works at 100 to 400 Mb/s. Bluetooth operates at a lower



rate of 1Mbit/s, and the well known WLAN institutes of IEEE 802.11b also called

Wi-fi works at up to 11 Mb/s. Hence wired network outperform the wireless speed
(Bray et al [2001])).

1.1.2 Bluetooth Wireless Technology

Bluetooth, standardized in 1999, is a new and promising technology since 1t carries
the WLAN concept to a smaller scale. Bluetooth 1s designed to be small enough to be
included in portable devices such as mobile phones and personal digital assistants
(PDAs), but many usage scenarios also involve laptops, desktops, printers, cameras
and other types of devices. Along with its low-power and short (10-meter) range,
Bluetooth is more suited for connecting devices that are located within the same
room, or even on a person. This concept 1s called the personal area network (PAN).
The goal is to accommodate seamless information transter between different devices
without the need for manual configuration or wired infrastructure. This enables
changing ability in an ad hoc manner (Bray et al [2001]).

Bluetooth offers advantages over other competing technology; these include
technical features such as non-line-ot-sight communication, low power consumption,
low cost and usage of frequency hopping.

Besides cable replacement (e.g. between an application running on a PC and a
modem), Bluetooth also provides numerous services, such as auto-detection, service
browsing (discovering of available services delivered by the devices) and so on. It

supports numerous protocols, and allows multiplexing (i.e. numerous hnks at the

same time).

In fact, Bluetooth technology can form a network up to 8 active devices called
piconet with one node becoming a master and the rest having the role of slaves. The
technology promises to enable connectivity not for only a small number ot devices 1n
an 1solated piconet, but to extend the network by interconnecting multiple piconets.

This will tform a larger ad hoc network called scatternet. A scatternet can consist of

more than hundreds devices, with connectivity distances greater than the initial short

radio range.



1.2 MOTIVATION

As a contrast to the piconet configuration and procedure, the scatternet formation and

operation 1s not standardised yet. The Bluetooth specification enables

communication between two piconets but does not specity how the bridge (device
part of both piconet) should exactly interact. In fact the scatternet research has been a
major area of study in the last few years, and has led to new concept.

The goal of this thesis is to construct a scatternet over new topology formation, new
scheduling, new routing, while keeping a superior Quality of Services (QoS) through
some Bluetooth features such as interferences, power consumption, latency,

throughput and fairness.

1.3 THESIS ORGANIZATION

To provide some background knowledge about Bluetooth, the thesis begins with a
brief description of Bluetooth history and its protocol stack technology in CHAPTER
2. The Bluetooth baseband with packet transmission features are also presented in
this chapter.

CHAPTER 3 provides different scatternet topology formation and reviews, and
describes a new topology formation using a tree structure. The originality is that all

the piconet are synchronised 1n frequency and in time with one node called Leader.

The objective is to avoid interferences and guard time, while devices switch between

piconets.

One of the most critical factors in designing a new scatternet configuration is to
attempt to reduce the power system consumption, which is one ot the major purposes
of Bluetooth. As portable devices are demanding longer battery life and higher

performance, even power reductions on the order of SmW are crucial to portable
system designer and manufacturers. Therefore CHAPTER 4 evaluates the current
Bluetooth intra-piconet polling application that utilizes the Round Robin (RR)

scheme. It 1s shown that the RR scheme performs weakly, and for that reason a new

polling scheme, called Adaptive Master/Slave Queue Polling scheme, has been



created with simplified modification. In this chapter, results through extensive
simulations compare the new features in terms of fairness, delay and power
consumption.

In CHAPTER 5, recent researches on bridge scheduling (a node becomes a bridge
while switching to different piconet) are presented. A new scatternet scheduling
piconet 1s proposed as an extension of the predicted AMSQP scheme. The
performance of the proposed predictive inter-piconet are explained and evaluated
through simulations. Results show the scheduled efficiency of the system-wide
throughput while reducing the end-to end latency.

As a scatternet consists of several piconets there 1s a pressing need to develop an
efficient ad hoc routing algorithm to facilitate communication possible between
distant devices. In CHAPTER 6, a new forwarding scheme and a new multi-slave
connection are presented and compared through simulation. And the simulation

performances of the new routing scatternet scheme are analyzed. Then two examples

of viable network connection with the new scatternet concept are presented and
discussed.

A presentation of the Bluetooth work equipment along with the Bluetooth
development boards features are given in CHAPTER 7. An implementation using the
Bluetooth software of the scatternet 1s presented in this chapter and using simulation
with real condition, the attendant data communications 1s analyzed.

Finally, a conclusion 1s provided in CHAPTER 8 with suggestions of some future

research directions.

1.4 ORIGINAL CONTRIBUTIONS

e The first major contribution is the design and development of an innovative
tree hierarchy scatternet, which pertectly synchronises a maximum of 400

devices in both time and frequency. As a consequence no guard time and no
inter-piconet interference can occur within the scatternet. No other topology,

has achieved the resolution of this two metrics.



e 'The second major contribution is the QoS improvement achieved in a
Bluetooth network by applying a novel polling scheme technique. For intra-
piconet, the innovative scheme drastically reduces the power consumption
and significantly improves the fairness of the Bluetooth system network,

when compared to the Round Robin scheme.

e The third major contribution is the combination of both designs. By
integrating successfully the new tree structure with the new polling scheme
produces an efficient inter-piconet scheduling, which adapts the traffic
accurately and allows interconnectivity between piconets within one slot

time.

e The fourth contribution is the development of a straightforward routing
process. By applying a simple node address system (that keeps the network
overhead low) each packet identifies the route path through the scatternet

itself within 6 multi-hop sequences. Furthermore, the routing facilitates the

establishment of other piconets by forwarding adequate paging information.

1.5 LIST OF PUBLICATIONS

» C.Lafon, T.S.Durrani, “New Bluetooth Inter-Piconet Schedule with a Slave
to Slave Piconet Formation”, 5" IEE Conference EPMCC 2003, pp 81-85
Glasgow, UK.

» C.Lafon, T.S.Durrani, “Bluetooth Throughput Improvement Using a Slave to
Slave Piconet”, 6th IEEE International Conference HSNMC 2003, pp 254-
263, Estoril, Portugal, July 23-25.

» C.Lafon, T.S.Durrani, “New Routing Strategy For Bluetooth Scatternet”,
ICSP colloquium 2004, Glasgow, UK.



» C.Lafon, T.S.Durrani, “New Bluetooth Scatternet synchronization”

submitted to IEEE Journal on Selected areas in communications.

» C.Lafon, T.S.Durrani, “New Bluetooth Topology and Intra-Piconet

Formation” in preparation for WINET journal.



CHAPTER 2
BLUETOOTH TECHNOLOGY

2.1 BLUETOOTH HISTORY

Bluetooth, named after Denmark's first Christian king Harald Blatand, is the name of
a technology specification for low-cost, short-range radio links between PCs, mobile
phones and other computing and electronic devices (Carey et al [2001]). Ericsson
originally developed the technology. The Ericsson inventors understood that the
technology was more likely to be widely accepted, and thus could be more powertul,

if it was adopted by an industry group that produce an open, common specification

(FAQ [2004]). The Bluetooth SIG (Special Interest Group) 1s an industry group

consisting of leaders in the telecommunications and computing industries that are
driving development of the Bluetooth technology and bringing 1t to market. The
founding companies are Ericsson, Intel, IBM, Nokia and Toshiba. Today over 2000
companies have signed the Bluetooth adopter agreement and are members of the
Bluetooth SIG (Miller et al [2000]). There are already a couple of ways to get
around using wires. One is to carry information between components via beams of
light in the infrared spectrum the second is wireless using radio band. Infrared refers
to light waves of a lower frequency than human eyes can receive and interpret.
Infrared is used in most television remote control systems, and with a standard called
IrDA (Infrared Data Association) it is used to connect some computers with
peripheral devices. Bluetooth is intended to get around the problems that come with
both infrared and cable synchronizing systems. From the user's point of view, there

are three important features of Bluetooth:

e [t is wireless. When you travel, you do not have to worry about keeping track
of a briefcase full of cables to attach all of your components. Bluetooth
devices do not need line of sight as IrDA devices for proper communication

while consuming more power.



e You do not have to buy Bluetooth enabled devices from the same

manufacturer. Bluetooth guarantee interoperability between different

manufacturers.

e [tis nexpensive.

2.2 BLUETOOTH SYSTEM CHARACTERISTICS

Devices connected via Bluetooth technology connect in an ad hoc fashion. When
only two Bluetooth devices connect they form a network, which in the Bluetooth
standard is called a piconet. Such as a portable PC and a cellular phone form a

piconet network, and may grow up to eight connected devices. All Bluetooth devices
are peer units and have identical implementations protocol to allow the

communication between two Bluetooth devices.

CaranCal —

ﬁgi

—— |

| i L2CAP -

Host Controller Interface
| LMP ]
[
BASEBAND |
2 BLUETOOTH RADIO ]

Figure 2.1: Bluetooth Protocol Stack

The complete Bluetooth protocol stack is illustrates by Figure 2.1 (7echnology

/2002]) and has been designed to include the existing protocols as much as possible

(like TCP, UDP, OBEX) as well as Bluetooth specific protocols like LMP (Link
Manager Protocol) and L2CAP (Logical Link Controller and Adaptation Protocol).



The protocol reuse ensures smooth interoperability between existing applications and
hardware. The Specification is also open, thereby allowing vendors to build
proprietary applications.

The following sections offer more detail about different subdivision of the protocol

(Nokia [2003]).

2.2.1 Bluetooth Radio

The Bluetooth radio chip functions at 2.4 gigahertz, which is unlicensed Industrial,
Scientific and Medical (ISM) band at 2.402 to 2.4808 GHz (though this bandwidth 1s
narrower in Japan, France, and Spain). The radio uses a spread spectrum, frequency
hopping, and full-duplex signal at up to 1600 hops/sec. The signal hops among 79
frequencies at 1 MHz intervals to give a high degree of interference immunity.
Compared with other systems in the same frequency band, the Bluetooth radio hops
more rapidly and uses shorter packets (Haartsen [2000]).

There are three power classes:
e (lass 1, up to 100m with a max output power of 20 dBm,
e (lass 2 up to 10m with a max output power of 4 dBm,

e C(lass 3 up to 1m with a max output power of O dBm.

2.2.2 Link Manager Protocol (LMP)

The link manager protocol is responsible for setting up link channels between
Bluetooth devices, authentication, link configuration and encryption. The LM
generates, exchanges and verifies linking and encryption keys and negotiates
Baseband packet size. The link manager discovers other link managers and

communicates directly with each other through LMP messages. The LM uses the

services of the link controller (LC) to perform its service provider role (Palowireless
[2004]).



2.2.3 Logical Link Control and Adaptation Protocol (L2CAP)

L2CAP packets carry payload, which are carried to the upper layer protocol giving
protocol multiplexing capability, segmentation and reassembly operation and group

abstractions. The L2CAP packets are defined for ACL link only.

2.2.4 Service Discovery Protocol (SDP)

Using SDP devices information, allows Bluetooth devices to discover what other
Bluetooth devices can offer. All information of the Bluetooth services attributes i1s

availlable on the service record. And each service attribute describes a single
characteristic of a service. A service describes any entity that can provide
information, perform an action, or control a resource on behalf of another entity. A
service may be implemented as software, hardware, or a combination of hardware

and software.

2.2.5 RFCOMM Protocol

Cable replacement Protocol 1s a serial line emulation protocol for serial ports over

the L2CAP protocol. The protocol supports 60 simultaneous connections between

two Bluetooth devices.

2.2.6 Host Controller Interface (HCI)

The HCI Transport is an interface designed to abstract and simplify physical
communication between the Bluetooth stack and the controller. This set of modules

implement UART, COM, or USB transports.

The purpose of the HCI software is to make the hardware that comprises the

Interface transparent to higher-level software in the system (Palowireless [2004]).
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2.2.7 Adopted Protocols

Bluetooth supports PPP, TCP/UDP/IP, OBEX and WAP protocols to maximize

interoperability.

2.3 BLUETOOTH BASEBAND

The Baseband 1s the physical layer of Bluetooth, which manages physical channels
and links. The Baseband protocol i1s implemented as a Link Controller, which carries
out tasks such as link connection and power control in collaboration with the link
manager. The Baseband also deals with asynchronous and synchronous links,

manages packets and inquiry processes to discover other Bluetooth devices in the
area, while 1t applies a time-division duplex (TDD) scheme to synchronize the

channel. All these characteristics are presented in more detail in the next sections

(SIG [2001]).

2.3.1 Master-Slave Definition

By definition, the master 1s represented by the Bluetooth unit that initiates the
connection (to one or more slave units). Note that the names "master’ and ‘slave’
only refer to the protocol on the channel: the Bluetooth units themselves are

1dentical. That is, any unit can become a master of a piconet, and once a piconet has

been established, master-slave roles can be exchanged (see in more detail Section
2.34.1). Figure 2.2 shows a typical Bluetooth piconet consists of one master

symbolises by a square, surrounded by a large circle that represents its transmission
range, while slaves are depicted as small circle. All Bluetooth units participating in

the piconet are time and hop synchronised to the channel:

¢ Time synchronised: The channel is divided into time slots of 625 us with a

nominal hop rate of 1600 hops/sec.

11



e Hop synchronised: the Bluetooth channel is represented by a pseudo-random
hopping sequence hopping through the 79 channels in Europe and US, or 23
RF channels in Japan, Spain and France (Bluetooth devices are compatible
and adapt the current hopping sequence among the country they operate).
Each slot matches a RF hop frequency, and consecutive hops correspond to

different RF hop frequencies.

Figure 2.2: Simple Piconet illustration with one master and 5 Slaves.

2.3.1.1 Bluetooth Device Address

Bluetooth device address (BD ADDR) uniquely identifies each Bluetooth device and
it 1s 48 bits long. The format of the BD ADDR 1s as shown by Figure 2.3 (SIG
[2001]). BD ADDR is used for calculating various access codes. Frequency hopping
sequences are calculated from these access codes. Thus, to know a hopping sequence

of a device one needs to know the device’s BD ADDR.

Non-significant Upper Address Lower Address
address part Part (UAP) Part (LAP)

8 24
LSB MSB

Figure 2.3: Structure of BD ADDR
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2.3.2 Packet General Format

The data in the piconet channel is conveyed in packets, the format of which 1s shown
by Figure 2.4 (SIG [2001]). The packet bit ordering follows the “Little Endian”
format: The least significant bit (LSB) of the access code i1s sent first. The packets

used on the piconet are related to the physical links they are used in.

LSB 72 34 0-2745 MSB

ACCESS | HEADER PAYLOAD

CODE

Figure 2.4: General Bluetooth packet format

There are different packet types such as access code only, access code + header, or a
full packet format with the payload in a range from zero to a maximum of 2745 bits.

Hence different packets could be formed.

2.3.2.1 Access Code

Each packet starts with an access code. The access code 1s 72 bits long, if a packet

header follows; otherwise the access code 1s 68 bits long. This access code determine
the synchronization, DC offset compensation and identification. All packets
exchanged within the piconet are preceded by the same channel access code, and
tdentify the piconet. In the receiver of the Bluetooth unit, a shding correlator
correlates against the access code and triggers when a threshold 1s exceeded. This
trigger signal is used to determine the receiver timing. The access code 1s also used
in paging and inquiry procedures (see chapter 4). The access code consists of a

preamble, a sync word, and possibly a trailer, illustrates by Figure 2.5 (SIG [2001]).

13



LSB 4 64 4 MSB

|

|

|

PREAMBLE SYNC WORD TRAILER |
|

3

Figure 2.5: Access code format

A Bluetooth device uses three different types of access codes in different operating

modes:

. Channel Access Code (CACQC): consists of a preamble, sync word, and

trailer and its total length 1s 72 bits.

. Device Access Code (DAQC): used for self-contained messages without a

header and 1s 68 bits long.

. Inquiry Access Code (IAC): do not include the trailer bits and are of length
68 bits.

For the inquiry access code there are two variations. A General Inquiry Access Code
(GIAC) 1s common to all devices. The GIAC can be used to discover which other
Bluetooth units are in range. The Dedicated Inquiry Access Code (DIAC) 1s common
for a dedicated group of Bluetooth units that share a common characteristic. The

DIAC can be used to discover only these dedicated Bluetooth units in range.

2.3.2.2 Packet header

The format of the header is as shown in Figure 2.6 (SIG [2001]):

' MSB

LSB

Figure 2.6: Packet Header Format
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The entire header is encoded with a rate 1/3 Forward Error Correction Code (FEC),

resulting in a 54 bit header.

. AM_ADDR: 3-bit active member address. The AM_ADDR represents a
member address and is used to distinguish between the active members participating

on the piconet. It identifies each slave separately and assigns a temporary address of
3 bits (maximum of 7 active slaves) to distinguish active slaves within the Piconet

connected to the master. During a packet exchanged between the master and the

slave, and the slave to the master, the packets carry the AM_ADDR of the slave. The

all-zero AM_ADDR address is reserved for broadcasting packets trom the master to

the slaves see Section 2.3.2.6.

. TYPE: 4-bit type code. The 4-bit TYPE code specifies which packet
type 1s used across sixteen different types of packets. The TYPE code also reveals
how many slots the current packet will occupy. This allows the non-addressed

receivers to refrain from listening to the channel for the duration of the remaining

slots.

. FLOW: 1-bit flow control. This bit i1s used for flow control of packets
over the ACL link. When the Received (RX) butfer for the ACL link in the recipient

1s full, a STOP indication (FLOW=0) 1s returned to stop the transmission of data
temporarily. Packets including only link control information (ID, POLL and NULL

packets) or SCO packets can still be received.

o ARQN: 1-bit acknowledge indication. The 1-bit acknowledgment
indication ARQN is used to inform the source of a successful transter of payload

data, and can be positive acknowledge ACK or negative acknowledge NAK.

o SEQN: 1-bit sequence number. The SEQN bit provides a sequential
numbering scheme to order the data packet stream. If a retransmission occurs due to

a falling ACK, the destination receives the same packet twice. By comparing the

SEQN of consecutive packets, correctly received retransmissions can be discarded.

15



° HEC: 8-bit header error check. Each header has a Header-Error-Check to
check the header integrity. The HEC consists of an 8-bit word generated by the

polynomial 647 (octal representation).

2.3.2.3 Common Packets Type

° ID packet: The identity or ID packet consists of the device access

code (DAC) or inquiry access code (IAC). It has a fixed length of 68 bits

. NULL packet. Fixed length of 126 bits, the NULL packet has no

payload and used to return link information to the source regarding the success of the

previous transmission (ARQN), or the status of the RX buffer (FLOW). The NULL

packet 1itselt does not have to be acknowledged.

. POLL packet. The POLL packet 1s very similar to the NULL packet.
But 1t requires a confirmation from the recipient. The POLL packet does not affect
the ARQN and SEQN fields. Upon reception of a POLL packet the slave must
respond with a packet. This return packet 1s an implicit acknowledgement of the
POLL packet. This packet can be used by the master in a piconet to poll the slaves,

which must then respond even if they do not have information to send.

. FHS packet. The Frequency Hopping Sequence packet 1s a special
control packet revealing, the Bluetooth device address and the clock of the sender.

The payload contains 144 information bits plus a 16-bit CRC (Cyclic Redundancy
Check) code. The payload is coded with a rate 2/3 FEC that brings the gross payload
length to 240 bits. The FHS packet covers a single time slot.

MSB

LSB
34 24 2 2 2 8 16 24 3 26 3
Page
o Un- Class of AM_ CLK

Figure 2.7: FHS packet format.
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Figure 2.7 illustrates the format and contents of the FHS payload. The payload

consists of eleven fields. The FHS packet is used for frequency hop synchronization

before the piconet channel has been established.
The FHS packet contains real-time clock information. Therefore the FHS packets are
used 1n page master response (see Chapter 4), in master slave switch and it is

retransmitted until 1ts reception is acknowledged or a timeout has exceeded. Figure

2.7 shows the FHS packet design (SIG [2001]).
e [ AP: 24-bits field contains the Lower Address Part of the unit that sends the
FHS packet.
e UAP field: Upper Address Part consisting of 8 bits
e NAP field: non-significant address part consisting of 16 bits
¢ Undefined: this 2-bit field is reserved for future use and shall be set to zero

e SR: this 2-bit field is the scan repetition field and indicates the interval

between two consecutive page scan windows.

e SP: this 2-bit field is the scan period field and indicates the period in which
the mandatory page scan mode is applied after transmission of an inquiry

response message.

e (lass of device: this 24-bit field contains the class of device of the unit.

2.3.2.4 ACL packets type

ACL packets are used on the asynchronous links. The information carried can be
user data or control data. Seven ACL packets have been defined. Six of the ACL
packets contain a CRC code and retransmission is applied if no acknowledgement of
proper reception is received. The 7™ ACL packet, has no CRC and 1s not
retransmitted (SIG [2001]).

. DM packets: The DM packet 1s a packet that carries data

information only. DM stands for Data-Medium rate. The payload contains up to 18
information bytes (including the 1-byte payload header) plus a 16-bit CRC code. The

DM1 packet may cover up to a single time slot, DM3 three slots and DMS5 five slots.
The information plus CRC bits are coded with a rate 2/3 FEC that adds 5 parity bits
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to every 10-bit segment. If necessary, extra zeros are appended after the CRC bits to

get the total number of bits (information bits, CRC bits, and tail bits) equal a multiple
of 10. The length indicator in the payload header specifies the number of user bytes

(excluding payload header and the CRC code).
. DH packets: This packet is similar to the DM1 packet, except that

the information in the payload is not FEC encoded. As a result, the DH1 frame can
carry up to 28 information bytes (including the 1 byte payload header) plus a 16-bit
CRC code. DH stands for Data —High rate. The DH1 packet may cover up to a single
time slot, DH3 three slots, and DHS five slots length.

. AUXI1 packet: This packet resembles a DH1 packet but has no

CRC code. The AUX1 packet can carry up to 30 information bytes (including the 1-
byte payload header). The AUX1 packet may cover up to a single time slot.

2.3.2.5 Packet Summary:

Table 2.1 represents the twelve different packets types depending on their physical
links: SCO and ACL link. Four segments divide the packet type: the first segment is
reserved for the four control packets common to all physical link types. The second
segment defines packets occupying a single time slot used by both SCO and ACL
link. The third segment is reserved for packets occupying three slots and the fourth

segment defines packets with five time slots, and both segment are used for ACL link

only.
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Table 2.1: Different packets Type, with DHI packet selected for the Scatternet
construction (SIG [2001]).

2.3.2.6 Broadcast Packets

Broadcast packets are packets transmitted by the master to all the slaves
simultaneously. A broadcast packet is indicated by the all-zero AM_ADDR (note;
the FHS packet 1s the only packet which may have an all-zero address but is not a

broadcast packet). Broadcast packets are not acknowledged (at least not at the Link

Controller level). Since broadcast messages are not acknowledged, each broadcast

packet 1s repeated for a fixed number of times.
Broadcast packets with a CRC have their own sequence number. The SEQN of the
first broadcast packet with a CRC is set to SEQN = 1 by the master and it is inverted
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for each new broadcast packet with CRC thereafter. Broadcast packets without a
CRC have no influence on the sequence number. The slave accepts the SEQN of the
first broadcast packet it receives in a connection and checks for change in SEQN for
consequent broadcast packets. Since there 1s no acknowledgement of broadcast
messages and there 1s no end packet indication, it 1s important to receive the start

packets correctly.

2.3.3 Time Slot

Bluetooth uses a Time Division Duplex (TDD) slot structure for resolving contention
over the wireless links. The packet start shall be aligned with the slot start.

Even Slot Odd Slot Even Slot
e f(k) N ((T5) S f(k+2)

Transmitting Slot

Receiving Slot

lllllllllllllllllllllllllllllllllllllllllllllllll

Figure 2.8: Packet exchange process between master and slave.

Figure 2.8 illustrates this TDD scheme; there is a strict alternation of slots between
the master and the slaves. The master starts its transmission in even slots, while the
slave starts 1ts transmission in odd slots. The time slots are numbered according to

the Bluetooth clock of the piconet master. The slot numbering ranges from 0 to 2°' -1

and 1s cyclic with a cycle length of 2%

. The RF hop frequency to be used is derived
from the current Bluetooth clock value.

This implies that the scheduling occurs 1n pairs of slots. Usually one time slot of 625
us 1s enough to transmit a package but in some cases, when the package is longer, the

package 1s transmitted in 3 or 5 slots. For a multi-slot packet, the RF hop frequency
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to be used for the entire packet is derived from the Bluetooth clock value in the first
slot of the packet. Figure 2.9 illustrates the hop definition on single- and multi-slot
packets. It a packet occupies more than one time slot, the hop frequency applied shall

be the hop frequency as applied in the time slot where the packet transmission was

started (Haartsen [2000)).

O0250s
t(k) : fk+1) . f(k+2) . f(k+3) . f(k+4) | f(k+5) . f(k+6)

| el | EEE i s I I
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3 Slots Length f(K) - f(k+5) | f(k+6)
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5 Slots 5

Length

Figure 2.9: Multi-slot packets communication with hop selection.

The connection state starts with a POLL packet sent by the master to verify the
switch to the master’s timing and channel frequency hopping. The slave can respond
with any type of packet. A slave transmits data only if in the previous time slots a
message 1s contained from the master for the slave. If an active slave is not
addressed, it may sleep until the next new master transmission. In fact, the packet
type indicates the number of slots the master has reserved for its transmission; during
this time, the non-addressed slaves do not have to listen on the master-to-slave slots.
A periodic master transmission is required to keep the slaves synchronized to the
channel. Since the slaves only need the channel access code to synchronize with, any

packet type can be used for this purpose.
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2.3.3.1 General Link

Bluetooth can support packets that carry Synchronous Connection-Oriented (SCO)
link or Asynchronous Connection-Less (ACL) link. Each link type is associated with
a specific packet type as shown by Figure 2.10.

. ACL Link Asynchronous Connection-Less (ACL) links are typically used
for data transmission. Transmissions on these links are established on a per-slot basis
(1n slots not reserved for SCO links). ACL links support point-to-multipoint transfers
of either asynchronous or isochronous data. After an ACL transmission from the
master, only the addressed slave device may respond during the next time-slot, or if

no device 1s addressed, the packet is considered a broadcast message if the

AMADDR=00. If there is no data to be sent on the ACL link and no polling is
required, no transmission shall take place.
o SCO Link: A SCO link provides reserved channel bandwidth of 64Kbit/s for

communication between a master and a slave, and supports regular, periodic

exchange of data with no retransmission of SCO packets. Synchronous connection-
oriented (SCO) links are typically used for voice transmission. These are point-to-
point symmetric connections that reserve time slots in order to guarantee low jitter
transmission. The slave device is always allowed to respond during the time-slot
immediately following a SCO transmission from the master. A master can support up
to three SCO links to a single or multiple slaves, but a single slave can support only

two SCO links to different masters. The master will send SCO packets at regular
intervals, the so-called SCO interval Tsco (counted in slots) to the slave in the
reserved master-to-slave slots. This time period is equal to 3.75ms, which has to be
transmitted every 6 slots. The SCO slave is always allowed to respond with an SCO
packet in the following slave-to-master slot unless a different slave was addressed in
the previous master-to-slave slot. If the SCO slave fails to decode the slave address

In the packet header, it is still allowed to return an SCO packet in the reserved SCO

slot. This message will contain timing parameters such as the SCO interval Tsco and

the offset Dgco to specity the reserved slots. The slave-to-master SCO slots shall

directly follow the reserved master-to-slave SCO slots. After initialization, the clock
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value CLK(k+1) for the next master- to-slave SCO slot is found by adding the fixed

interval Tsco to the clock value of the current master-to-slave SCO slot:
CLK(k+1) = CLK(k) + Tsco. (SIG [2001))

Figure 2.10: SCO and ACL packet transmission between Master and three Slaves.

2.3.4 Connection

The master always has full control over the Piconet. Due to the stringent TDD
scheme, slaves can only communicate with the master and not to other slaves. In
order to avoid collisions on the ACL link, a slave is only allowed to transmit in the
slave-to-master slot when addressed by the AM ADDR in the packet header in the
preceding master-to-slave slot. If the AM ADDR in the preceding slot does not

match, or an AM ADDR cannot be derived from the preceding slot, the slave i1s not
allowed to transmit. On the SCO links, the polling rule is slightly modified. The

slave 1s allowed to transmit in the slot reserved for his SCO link unless the (valid)
AM _ADDR i1n the preceding slot indicates a different slave. If no valid AM_ ADDR

can be derived in the preceding slot, the slave is still allowed to transmit in the

reserved SCO slot.

But a slave can only communicate with its master in the piconet. There is no slave-
to-slave communication as the slave has only the knowledge inside the Piconet of the
master device. For that reason, the master controls how the total available bandwidth
is divided among the slaves: it decides how often and when to communicate with

each slave using a Time Division Multiplexing (TDM) scheme with the round robin

policy.
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2.3.4.1 Master/Slave Role Switching

Bluetooth supports role switching between master and slave nodes, which means that
slave becomes the master and master becomes the slave. There are several occasions
when a master-slave (MS) switch is desirable. Firstly, a MS switch is carried out
when a slave in an existing piconet wants to set up a new piconet, involving itself as
master and the current piconet master as slave. This case implies a double role called
bridge: the device becomes a slave in the new piconet while still maintaining the
original piconet as master.

Secondly, a much more complicated example is when a slave wants to fully take over
an existing piconet, i.e., the switch also involves transfer of other slaves of the
existing piconet to the new piconet. Clearly, this can be achieved by letting the new
master setup a completely new piconet through the conventional paging scheme.
However, that would require individual paging of the old slaves, and, thus, take an
unnecessarily long time. Instead, letting the new master utilize timing knowledge of
the old master is more efficient. As a consequence of the MS switch, the slaves 1n the
piconet have to be transferred to the new piconet, changing their timing and their
hopping scheme.

A MS switch carries out an exchange of FHS packets. BD_ADDRs, clock
information and AM_ADDRs are exchanged through these FHS packets. The new

slave gets the AM_ADDR of the older slave. Moreover, since the piconet parameters
are derived from the device address and clock of the master, an MS switch inherently
involves a redefinition of the piconet as well as a piconet switch. The new piconet’s
parameters are derived from the former slave's device address and clock. Finally, for

the master and slave involved in the role switch, the MS switch results in a reversal

of their transmitting (TX) and receiving (RX) timing: a TDD switch ($1G [2001]).

24 SUMMARY

This chapter has otfered an overview of Bluetooth wireless technology, the brief

story of its evolution, the general protocol stack description, with Baseband Layer
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backgrounds investigations. And finally, this chapter has a look at packet

communication within a piconet to prepare the scatternet formation.
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CHAPTER 3
SCATTERNET TOPOLOGY FORMATION

3.1 INTRODUCTION

The problem of organising ad-hoc networks with Bluetooth devices 1s that even
though two nodes may be physically able to receive transmissions from each other,
they cannot communicate if they are not in the same piconet at the same time. For
small number of devices present in the area, devices create a single piconet but for a
significant amount of devices, multiple piconets are created to cover the same area.
Therefore to involve connectivity between piconets, a unit called bridge or gateway
must participate in two overlapping piconets. When this occurs a scatternet is
created. Though the specification limits the number of slaves 1n a piconet to seven,
the use of scatternet can increase the number of network members and make the
coverage area larger. Moreover, if several devices requiring connectivity are not
within range of the master, at least one member 1n their range could interconnect
them. An important paper fully exposing the survey of scatternet communication is
described by (Whitaker et al [2004]).

When a device is present in more than one piconet, it must time-share. The device
must spend a few slots on one piconet and a few slots on the other. That means a
protocol needs to be established to favor the creation of piconets within the scatternet

while mimimizing the inter-piconet interference. By grouping nodes accurately 1nto

piconet and selecting the proper scatternet topology, there can be a significant impact
on the network performance such as the attained throughput or reduced interference.
Knowledge of the scatternet topology that optimises performance would be of prime

importance for Bluetooth implementations (Miklos et al [2000]). However, the
complexity of the problem seems to disallow an analytical approach and the large
number of free parameters makes it problematic to exploit numerical optimisation

through simulation. Therefore, a presentation of different scatternet topology rules

and performances are proposed in Section 3.2, intended for the guideline design of an

26



innovative scatternet topology. Section 3.3 elaborates a new scatternet formation
using a tree topology. A hierarchical approach based on occasional mobility, is
addressed. The communication in the proposed scatternet is organised so that the
Leader, which 1s master of one piconet, manages all other piconets. The Leader sends
information of its Frequency Hopping Sequence (FHS), and its clock phase as
explained in Section 3.4, to synchronise all the devices inside the scatternet. Thus the

chapter concludes and clarifies that slaves could switch easily from one Piconet to

another 1n one time slot, avoiding guard time and inter-piconet interference.

3.2 SCATTERNET FORMATION REVIEW

Since no scatternet procedure has been defined in the Bluetooth specification, an
overview of the different types of scatternet formation follows, as organised by

(Persson [2004]). Scatternet formations can be differentiated among their coverage
and their range area. For 1nstance, in a single hop network, all wireless devices are in
radio vicinity of each other, as against the multi hop network, where devices are

scattered 1n an area where some of them cannot directly communicate.

3.2.1 Moving from Piconet to Scatternet

A Simple Piconet Model (SPM), proposed by (Kalia et al [May 2000]) 1s designed to

link more than 8 devices, which do not require wireless inter-piconet communication.
To support more than seven slaves, the master uses the park mode part ot the
Bluetooth protocol (see Section 4.3.2.3 for more details of park mode). Figure 3.1

illustrates seven active slaves that participate in communication with the master,
while the parked slaves are time stamped and are not part of the communication
traffic and enter in sleeping mode. A parked slave with the oldest time stamp 1s

periodically unparked and becomes active within the piconet, while the active slave

with oldest time-stamped 1s parked. This model supported by the Bluetooth
specification is very inefficient for large numbers of slaves, and can lead to low

throughputs and high delays as the master has to share its bandwidth with several

slaves.
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Aggarwal et al. [2000] introduce a scatternet formation protocol algorithm. Their
algorithm first partitions the network into independent piconets, and then elects a
[L.eader aware of all the nodes. However, the resulting network 1s not a scatternet,
because, the piconets are not inter-connected. Thus another phase of re-organisation
1s required.

To improve the design and to provide a considerable performance improvement, the
creation of various piconets is required. To create possible communication between
piconets, some nodes are required to act as intermediate devices, participating in
multiples piconets and forming a bridge to forward packets, thus allowing piconets to
enlarge the network. Hence some topologies use a bridge structure to exchange data
between two piconets. The bridge shares its time between the piconets it belongs to,
switching from one to another in a cyclical sequence. Data packets with destinations

in other piconets are queued by the master piconet, and delivered to the bridge during

1ts residence 1n the piconet.

Master B
Park Slave @
Active Slave O

Figure 3.1: Single Piconet Topology using Park Mode to connect more than 8

Devices

3.2.2 Bridge Scatternet Connection

According to the Bluetooth specification v1.1, a Bluetooth unit can act as a slave in

two piconets, but only as a master in one piconet. If a device would act as a master in

two piconets, these piconets would be synchronized and would use the same hopping
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sequence. In other words these two piconets would represent one piconet. The
chosen bridge-scheduling algorithm determines the actual duration of bridge
residence in each piconet, and the manner in which the switchover times are
arranged. Each time the bridge switches from one piconet to another, 1t has to re-

synchronize its clock.

Slave/Slave Bridge @
Master B

Active Slave O
Master/Slave Bridge 8

a) Slave/Slave Network b) Master/Slave Network

Figure 3.2: Scatternet Topology using a Bridge connection.

A slave can become a slave in a new piconet by being paged by a master of the new
piconet. Figure 3.2 a) shows a Slave/Slave bridge scatternet (SS) that uses only a
slave to form a bridge between both piconets.

Salonidis et al [2000 2001] give a distributed algorithm for constructing a (SS)
scatternet structure. They present a distributed Bluetooth Topology Construction
Protocol (BTCP), where a leader device assigns roles to the other. Using point-to-
point connections a comparison of the vote is made to elect a Leader. The node with
the larger vote is elected, and has information about all the other nodes in the
network. Then the leader informs other devices on how the scatternet should be
formed. However, in Salonidis et al concept, all devices are assumed to wake up at
the same time to participate in the scatternet formation and are in range of each other.
The mathematic co-ordinated algorithm 1s valid for at most 36 devices.

Haas et al [2002] present a Slave/Slave topology called Bluenet. They emphasize

that, in comparison to Tree Hierarchy, the average path length is shorter and a
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Bluenet can sustain higher traffic flows, since in the heavily connected mesh
topology paths are not required to go along the congested and non-optimal paths
through the root node. The tradeofts 1s that routing in the Bluenet scatternet is much

more complex than for Bluetrees. Bluenets are not able to guarantee scatternet wide

connectivity.

Figure 3.2 b) shows a Master/Slave bridge (MS) where the master would have a
double role: master in one piconet and slave in the other piconet. A MS bridge is
similar to the SS Bridge except that any type of piconet interconnection could be
formed as a slave or as a master.

Law ef al [2001] present a distributed formation protocol based on SS formation.
The paper analyse the way to reduce the formation time and message complexity.
They propose that creating small numbers of piconets avoid piconet-interferences

with low amount of devices present in each piconet.

3.2.3 Ring Scatternet Formation

The protocol introduced by Chun-choong ef al [2002] and Lin et al [2003 )] has an

entirely different format with a ring structure.

Slave/Slave Bridge @
Master B
Master/Slave Bridge B P T

----------------

---------
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a) Master/Slave Ring (MSR) b) Slave/Slave Ring (SSR)

Figure 3.3: Ring Scatternet Topology.
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Figure 3.3 a) and b) illustrate the scatternet ring structure with Slave/Slave Rings
(SSR) and Master/Slave Ring (MSR). The main reason behind a ring-structured
scatternets 1s to alleviate the bottleneck problems in TH topologies while maintaining

simple scatternet routing. Each node belongs to two piconets. In one, a node acts as a

master, 1n the other as a slave.

They have exactly two links in total to relay packets between each other, and
therefore need to be in the same radio range area. In fact a single line consisting of
all nodes 1s closed to form a ring. The ring has the advantage of two paths to any
node and has a constant path length. In terms of benefits, this leads to reliability, ease
of packet routing and scheduling. The disadvantage of this approach is excessive
packet latency for large scatternet formation with long average path (n/2), with n

representing the numbers of nodes, and lack of ring maintenance for incremental

arrivals and nodes failure.

3.2.4 Tree Hierarchy Scatternet Formation

Figure 3.4, shows a Tree Hierarchy (TH) formation. TH scatternet topologies differ
from the preceding models. A single node called a Leader 1s the root of the tree, and

scatternet are built by connecting nodes into a tree structure. The master selects more
than one root for tree formation and then the trees are merged that are generated by
each root. All resulting scatternets assume the topology of a spanning tree, where the

parent nodes are master and the slaves are children.

Master B
Active Slave O
Master/Slave Bridge g

Figure 3.4: Tree Scatternet Topology.
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3.2.4.1 TH Single Hop Solution Related work

Zaruba et al [2001] proposes protocols that result in a Bluetree topology. First, a
node called blueroot starts to page all its neighbours. A paged process is accepted if

the device 1s not part of a scatternet. Once the device becomes a slave, it initiates all
the paging of its neighbours and becomes a master in a new piconet. Thus a tree is
developed trom the root with a parent-child hierarchy. After Bluetree formation, if a
master has more than L(<5) slaves, in order to limit the number of slaves within
piconets, at least two slaves (let say S1 and S2) must be directly connected to each
other. In this case, S2 becomes the slave of master (S1) and is no more part of the
other piconet. Such branch reorganisation is carried out through the network and

generates that each master has at most L slaves (where L is 5). The weakness of this
algorithm is that both formation and maintenance of scatternet protocol requires
communication overhead, which is not measured and presented in the paper.

Tan er al [2001 2002] employ a Tree Scatternet Topology. For every new link

created one devices 1s converted into the master role: the root node and the other into
a slave: the leat node. Roots can only contact other roots with one becoming a
master. These restrictions prevent loops inside the scatternet. If a connection breaks,
the roots become free nodes and attempt to re-connect with other root nodes.

Sun et al [2002] proposed a self-routing Bluetree scatternet topology. The
BD_ADDR nodes determine the new nodes position in the Bluetree. Once the root

finds the correct insertion position, the new node is placed in as a leaf node. Hence a
root node receiving a connect request from a node, can easily determine the

childrens’ range to which the node belongs.

3.2.4.2 TH Multi Hop Solutions Related Work

Petrioli1 et al (2002, (6-9)MAY 2002, NOV 2002, MAY 2002] define protocols for
device discovery, piconet formation and inter-piconet connection. In their three-

phased approach devices exchange an information weights and among other things
the knowledge of their neighbour. Devices with the higher weights become master

while the other masters are converted into i1ts slaves and the structure leads to a

Bluestar formation. The Bluestar master instructs the slave to page specific
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neighbours to facilitate connection with other Bluestar formation where the slaves
becomes bridge nodes.

Cuomo et al [2003] present the SHAPER algorithm. Their approach employs a TH
topology. SHAPER allows both root and non-root nodes of partitioned sub-trees to

structure links and 1nitiate tree reconfigurations. The trade-off is that non-root nodes
have less time to engage in communication, which reduces the communication
efficiency.

Liu et al [2003]: propose a solution that builds the scatternet on-demand as element
of the route discovery. A route request packet is flooded in the network from the
source. Once the destination receives a route request packet, it sends a route reply
packet along the reverse path. The route flooding is more difficult in Bluetooth, since
a link has to be established before information can be exchanged. The authors note
that establishing point-to-point links along all potential paths, in order to broadcast
the route request, imposes an excessive amount of overhead. Instead they incorporate
the route request packets 1n the pre-existing inquiry broadcast mechanism. After the
destination receives the first route request, the scatternet is formed backwards along
the reverse route. To reduce the path latency due to bridge switching overhead, the
authors propose that the time slots should be aligned along a route for efficient path
traversal. However, when multiple routes are in affect this becomes increasingly
difficult. The scheme also requires modification to the Bluetooth specification in
order to work.

Stojmenovic et al [2002] defines a protocol that limits to 7 the number of slaves per

master by applying degree reduction techniques to the network topology graph. The

proposed algorithm assumes that each node knows its posttion and that of its

neighbours.

The main advantage of TH topologies over the preceding models 1s that they simplify
scatternet routing and scheduling. On the other hand, if one parent node is lost, the
entire family of children and grandchildren connected to the parents are disconnected
from the rest of the network. Secondly there is a lack of efficiency in routing because

all routing paths have to traverse the tree in the upward and downward directions,

which implies a significant trattic for the leader just to forward packets.
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3.3 NEW SCATTERNET TOPOLOGY

Following the precedent topology view given above, the solution proposed in this
thesis 1s based on a new scatternet structure, which facilitate the creation of inter-
piconet connection within the scatternet. While a slave is exchanging data with its
master, other slaves within the piconet does not transmit any data. Therefore these
slaves should create new links (piconet) to be connected with more devices, and
while the master 1s not sending data to them they switch to other piconets. This data
transfer will increase the overall throughput of the scatternet. However the creation
of numerous piconet within a small area will contribute to increase the interference
(increase the packet collision) and thus decrease the throughput (Sun et al [2002]).
To avoid packet collision, the new topology design could distribute the hopping
sequence of adjacent piconet, and apply a different frequency hopping for each slot
for all the piconets present within the scatternet. To facilitate the hopping sequence
distribution a Tree Hierarchy structure has been chosen.

A designated node (Leader) initialises the protocol and a centralised algorithm is
executed to assign roles to the network nodes. A hierarchical approach is developed

to coordinate devices and to avoid interference.

3.3.1 New Piconet Creation

Initially all nodes are free nodes when they are turned on. Once two devices get
connected, one device acts as a master and the other as a slave. A maximum of eight
devices could join the piconet and become slaves as given in the Bluetooth
specification. A slave could then try to discover other device present within the area
and could create a new piconet. The slave will be assigned the new role of a new
master in a new piconet while maintaining its position as a slave in the other piconet
with its master becoming Leader.

This creates an innovative hierarchy Leader - Master - and second generation slaves,
called (Child)Slave. During the communication with its (Child)Slaves, the new
master does not perform another random FHS as defined by the Bluetooth
specitication; in opposition the new master retains the same phase as its old master

(Leader) and apply a derived frequency from the Leader. In fact the new master
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forwards the estimated clock of the Leader to be synchronised on time, and operate a
frequency unexploited by the leader to avoid frequency interference. Hence,
(Child)Slave 1n order to estimate the master clock, estimate the clock of the Leader
by adding an offset to its native clock

Each master child hierarchy forwards its estimated clock (Section 3.4) and compute a
unique FHS (Section 3.3.1) and so on, in a “wave expansion” fashion, till the whole

tree 1s formed.

3.3.2 New Frequency Hopping Sequence for the 1st Tree Hierarchy

LEADER (Initial Clock and FHS)

Figure 3.5: Tree hierarchy with FHS synchronisation.

The new hopping frequency sequence, used for new piconet creation, 1s derived from
the current Leader hopping sequence. As shown by figure 3.5, every new hop
frequency is decreased by a value, which 1s 10 x Address of the slave creating a new

piconet.

Using standard Bluetooth specifications, with only seven different addresses (called

AM_ADDR: Address to distinguish between slave units participating in the Piconet)
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possible inside a piconet and with the communication channel represented by a

pseudo random sequence through the 79 (1-MHz) channels; decreasing each FHS by
10 times the AM_ADDR will avoid inter-piconet interference with a minimum of
9MHz difference between piconets.

For example, figure 3.5 shows a predictable hop sequence generated by the Leader
for its piconet: (2,402 + k) MHz, with k = 77, 47, 65 ... leading to new piconets
hopping sequence depending on the AM_ADDR of slaves:

Piconet;, (creating by Slave(y,): will have a FHS: (77-10*1) and so on such as 67, 37,
55 ...

Piconets, (Slavey): (77-10*3) = 47, 17, 35...
The hop Frequency remains fixed for the duration of the packet; consequently to

avoid other interferences only one slot (DHI1 packet) is taken into account. Hence as

1llustrates by figure 3.6, while the Leader transmit data with one of 1ts slave, at the
same time the new master could exchange data with its Child(Slave) without creating
interference. Interference is avoided by sending packets when both piconet hop a

different frequency.
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New (Child)Slave:?l

Hopping
Sequence

Leader

Slave 2

Slave 3

Slave 4
New H

Figure 3.6: Creation of a Scatternet with one slave becoming Master and

communicates with a new Slave.
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3.3.3 Second hierarchy implementation

In the presence of more devices, to have fluidity between piconets, another master
hierarchy 1s established. (Child)Slaves becoming (Child)Master have to specify their
own unique Hop Frequency (HF) to be used within the scatternet and to avoid any
hopping frequency interference. In fact, (Child)Master still retains the same clock as
the Leader by forwarding its estimate to all its new (GrandChild)Slave, (as done by
its master). But its new HF will be the derived from the frequency of its master, by
decreasing it by, for instance, 29 and adding its own AM ADDR. Figure 3.5 shows
the tree hierarchy with all the different hopping sequence used by each Piconet at one
slot time. For example, (Child)Slaves) (AM_ADDR = 6) of Master, creates a new
Piconet. Leader uses the 36 Hop Frequency, Mastery) will use a HF of 75, (which is
36 — 4*10 = —4 (Modulo 80) = 75) and the frequency of the new (Child)Master g,
becomes 52 =75 -29 + 6.

—————————

LAVE 4 SLAVE 5

“u .

(CHILD)SLAVES

...............
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i
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Figure 3.7: Frequency Hopping Synchronisation.

The frequency 52 1s then a unique frequency in the scatternet. Hence at the same slot

time, Leader communicates to one of its slaves using a hop frequency of 36

(2.438GHz), the Master) to one of its (Child)Slaves with HF of 75 (2.477GHz) and
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the (Child)Master, to one of its (GrandChild)Slaves at HF of 2.454GHz. Since all
piconets share the same set of 79 channels, for a small area, the proposed scatternet
algorithm could support up to 400 devices: Leader plus seven Masters (= 8) and 7*7
(Child)Masters along with (GrandChild)Slaves give: 8+7*(8%7)=400 devices
maximum. There will be a maximum of (8+7*7) 57 piconets sharing the 79 channels
without any interference.

As shown in Figure 3.7, the 57 piconets will perform a different hop sequence at
every slot leading to non-channel interference even in a small area, which has never
been conducted before in any scatternet; this sequence is based on the AM_ADDR,
which 1s known by each device inside its Piconet. (GrandChild)Slave cannot create
another Piconet but it can be part of any already existing Piconet see Section 6.5. In
that case, the (GrandChild)Slave could for example become a slave of the Leader (if
the Leader has less than 7 slaves) and still stay (GrandChild)Slave to its
(Child)Master by just changing its HF. As a device can switch from one Piconet to
another 1n a slot time with perfect synchronization, all devices will try to be part of

two different piconets.

34 CLOCK SYNCHRONIZATION

To operate as a member of another piconet, a node 1s capable ot switching to the
specified hopping frequency sequence of the other piconet. However, a new problem
occurs since each switch introduces switching delay and re-synchronisation
requirements. To overcome this fact, the devices have to be perfectly synchronised.

The Leader, Masters, (Child)Masters and (GrandChild)Slaves need to have a perfect
clock synchronisation. Each master has a clock that determines the timing of its

Piconet. As this clock is free running, the clock speed may differ between different

masters.
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3.4.1 Bluetooth Clock Overview

Every Bluetooth unit has an internal system clock, which determines the timing and
hopping of the transceiver. The Bluetooth clock is derived from a free running native
clock, which is never adjusted and is never turned off. For synchronization with other
units, only offsets are used that, added to the native clock, provide temporary
Bluetooth clocks which are mutually synchronized. It should be noted that the
Bluetooth clock has no relation to the time of day; it can therefore be initialized at
any value. The timing and the frequency hopping on the channel of a piconet is
determined by the Bluetooth clock of the master. When the piconet 1s established, the
master clock 1s communicated to the slaves. Each slave adds an offset to its native
clock to be synchronized to the master clock. Since the clocks are free running, the
offsets have to be updated regularly. The clock determines critical periods and
triggers the events in the Bluetooth receiver. Master-to-slave transmission starts at
the even-numbered slots when CLLKO and CLK1 are both zero. In the different modes

and states a Bluetooth unit can reside in, the clock has different appearances:

e CLKN-native clock
e CLKE-estimated clock
» CLK-master clock

CLKN i1s the free-running native clock and is the reference to all other clock
appearances. In states with high activity, the reference crystal oscillator drives the
native clock with worst-case accuracy of +/-20ppm. CLKE and CLK are derived
from the reference CLKN by adding an offset. CLKE is a clock estimate of the
native clock of the recipient; i.e. an offset is added to the CLKN of the pager to
approximate the CLKN of the recipient. CLK is the master clock of the piconet. It is
used for all timing and scheduling activities in the piconet. All Bluetooth devices use
the CLK to schedule their transmission and reception. The CLK is derived from the

native clock CLKN by adding an offset. The offset is zero for the master since CLK

1s identical to its own native clock CLKN. Each slave adds an appropriate offset to
its CLKN such that the CLK corresponds to the CLKN of the master. Although all

CLKNs 1n the Bluetooth devices run at the same nominal rate, mutual drift causes
inaccuracies in CLK (SIG [2001]).
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3.4.2 Scatternet clock synchronization

The clock offsets in the slaves must be regularly updated such that CLK 1s
approximately CLKN of the Leader. Bluetooth allows a clock drift of max. = 20

ppm (parts per million) against the ideal timing during activity. The absolute packet

transmission timing {Tk} of slot boundary must tulfill the equation [3.1].

K
I, = [E(Hdi)TN] + ji + offset (3.1)

Where Ty is the nominal slot length (625us), jx denotes jitter (|j«< 1us) at slot
boundary k, and, d, denotes the drift |di< 20ppm within slot k (SIG [2001]). The

jitter and drift may vary arbitrarily within the given limits for every slot, while the
offset 1s an arbitrary but fixed constant. The maximum value of the mutual clock dnft
of Bluetooth devices could be up to 40 ppm (parts per million). From Bluetooth
specification, the maximum size of the slave's receive window 1n active mode 1s 10
us, this means that the Leader has to send packets to 1ts slaves at least every 0.25
seconds, in order to keep them synchronised to the piconet. It we assume that Leader

sends packet to the Slaves/Masters in the Piconet more frequently than 0.25 seconds,

the receive window can be smaller than 10 us: (0.25 s * 40 ppm = 10us).

A meeting time 1s required between the Leader and masters to permit a master to
readjust 1ts clock to the Leader. The rendezvous point is a pre-arranged slot agreed
between the Leader and the masters. The establishment of rendezvous points allows
for the easy development and application of the inter-Piconet scheduling algorithms
and is explained in Chapter 5 in more detail. For the meeting time from equation
(3.1) the clock drift will increase as the number of hierarchies increase.

When the master creates a new Piconet at this time the clock drift will increase and
could be up to 60ppm for its (Child)Slave compare to the Leader’s clock. This leads

to a meeting point (rendezvous), which will be less than 0.166s where the master

needs to exchange clock synchronisation with the (Child)Slave. And for the

(GrandChild)Slave to get a perfect clock synchronisation of the scatternet, the
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(Child)Master needs to communicate every 0.125s to its (GrandChild)Slave. Figure

3.8 1llustrates the clock drift as a function of master hierarchies and numbers of slots.

3 Master hierarchies

Drift 4
2 Master hierarchies
1 Master hierarchy
10us f
Y o 0 A B e e s o i 0 o e s A
0 200 300 400 Slots

Figure 3.8: Drift time increases in time with master hierarchies, and shows the

minimum time in slots for master-slave communication to synchronise.

3.5 CONCLUSION

In this chapter the structure and realization of different scatternet topologies has been
investigated; the study shows that for wireless network structure requiring a suitable
routing and access delay, the tree hierarchy might be the most appropriate. The new
Bluetooth scatternet formation protocol proposed in this thesis is based on a tree
structure, with all devices synchronized among one leader. To make this structure
effective some of the Bluetooth standard had to be changed. Hence every time a new
piconet is created it will exploit the Leader’s clock and a derived frequency sequence

from the Leader’s piconet. All lead to a tree scatternet with three different levels
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using a maximum of 400 devices. These modifications have major repercussion on

two main characteristics.

First, the fact that piconets are perfectly synchronized avoids the guard time while
devices switch from one piconet to another. Second, the fact that all piconets employ
a derived frequency hopping sequence from the leader, ensure that the piconets do
not interfere between each other.

The presented scatternet topology should be able to rapidly adapt to changes In
traffic conditions, as devices could switch piconets easily in one slot time.
Furthermore, the creation of numerous piconets will not affect piconet interferences.
The benefits of the new scatternet are in terms of reliability, which avoids devices
from wasting slots for synchronisation, and therefore improved coordination, which
could have a major impact on scheduling performance and routing protocols.

These two characteristics presented here are the first attempt towards consideration
of such scatternet features. One disadvantage of this protocol could be that one slot
packet length could be transmitting which provide less bandwidth. However, large
packets (3 or 5 slots packet length) could be employed, but according to this
topology only the same type of packet could to be used within the protocol, which
means that for low traffic, 5 or 3 slots packet length could lead to a waste of slot and
power consumption once the system has very low rate. On the other hand a high data

rate suffer from a higher error probability and may be inappropriate for use due to

frequent retransmission.
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CHAPTER 4
INTRA PICONET SCHEDULING

4.1 INTRODUCTION

The end-to-end quality-of-services (QoS) delivered to users in Bluetooth networks
depend on a large amount of parameters at different levels. In Bluetooth, packet

butfering i1s desirable in numerous protocol stacks, e.g. baseband, L2CAP, IP and

TCP. To satisfy the specified delay and throughput constraints it is essential that each
protocol has sufficient buffer space and power since power in many “skinny nodes”
1s imited. Users in corresponding applications, such as video, or data services, in
which Bluetooth devices are deployed, demand these QoS constraints. To deal with

all these restrictions, Bluetooth uses a Round Robin scheme, which poorly satisfies
the QoS, and is the heart of a number of considerations (Chen et al [2002], Misic et
al [2004]).

This chapter is organized as follow. In Section 4.2, the Round Robin (RR) scheme is
explained in more detail, followed by different studies carry out on new RR design to
improve some QoS features within intra-Piconet network. The different powers

consumptions within Master-Slave communication are presented in Section 4.3. The
new RR scheme call AMSQP intra-piconet schedule 1s explained in Section 4.4 in
combine with simple scenarios. A simulation model is performed with numerous

performance analyses over the QoS, such as traffic throughput, delay and power
consumption are presented in Section 4.5. The last sections are devoted to some open

1ssues and conclusions.

4.2 INTRA-PICONET OVERVIEW

Devices in a Bluetooth piconet communicate using a centralised polling scheme

organized by the master in a time-slotted system. A slave is allowed to transmit only
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1f the master in the preceding time slot has polled it. As a result, the master not only
resolves contention but also allocates bandwidth among slaves. The total capacity for
communication for a Bluetooth piconet using a single slot transmission is about
I'72Kbit/s symmetric (Table 2.1). Thus, it is highly undesirable to allocate slots for
polling a slave connection only to have nothing to transmit in one or both slots, i.e.

one or both slots are wasted.

4.2.1 Round Robin Scheme

The major advantages of the Master/Slave model in Bluetooth are simplicity and low
power. The Bluetooth specification suggests a Round Robin (RR) policy to schedule
the Master-Slave polling algorithm. Such a basic scheduling policy, equally divides
the total number of polls among slaves active in the piconet. A fixed cycle order is
defined without taking into account the different requirements of each slave.

A single chance to transmit is given to each Master-Slave queue pair according to the
cyclic order. Considering a piconet that consists of a master and seven slaves, each

slave gets a seventh of the total number of available polls. As a consequence, some
slaves who do not have to send data are polled much more than is necessary, while
high-traffic slaves may be polled less than is required. Bandwidth not used by a
lightly loaded slave is lost and cannot be used by other slaves. Only if the overall

tratfic 1s low, or if the flow rates are similar, this kind of polling scheme can handle

traffic well. But, in any other situation, the RR policy is very inefficient.

4.2.2 Related Work on Intra-Piconet Schedule

A number of researchers have addressed the issue of intra-piconet scheduling in

Bluetooth, (Rao et al [2001], Lin et al [2003,,,], Yang et al [2004], Miorandi et al
[2004], Yaiz et al [2003]). The fundamental question is the polling discipline used

by the piconet master to poll its slaves (harmonize the intra-piconet scheduling

schemes). Studies put forward two categories: The master has complete knowledge
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of the slave queue status while other studies do not make such assumption and try to

estimate the tratfic.

Kalia et al [99, 2000] were among the first to analyse and compare the behaviour of
two new scheduling scheme in the medium access control (MAC) and the
Segmentation And Reassembly (SAR) layer. They propose the Priornity Polling (PP)
and the K-Fairness Policy (K-FP) instead of the Round Robin. Their algorithms take
into account the fact that the master has complete and updated knowledge of the
queue status of each slave and vice versa. They utilise the queue status information
of backlog, traffic arrival rate and the packet size at each master-slave pair to decide
on the next slave to be polled. They give priority (PP) to the slaves with two-way
traffic over the one-way traffic to improve throughput by avoiding slot wastage,
while also guara<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>