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Abstract

There are many pressures facing the future of human presence on the Earth. These are the effects

of a changing climate and the finite resources of Earth. This thesis sets out several space-based

scenarios that can be implemented to reduce these pressures, namely space-based geoengineering

to offset the effect of a warming climate and the use of orbiting reflectors to reduce the challenges

of human exploration of the Moon.

Several dust cloud based geoengineering methods are investigated, with the aim of improving

on the previously held view that these methods are extremely costly and far-term. These include

an initially static dust cloud located in the vicinity of the L1 position, a dust cloud created by

ejection from the L1 point, a dust cloud anchored at L1 by the mass of a large, captured, near-Earth

asteroid and an Earth ring. For all of these concepts the orbital dynamics and other contributing

factors were considered to determine the mass of dust required to sustain the dust cloud, which

is used as the main benchmark of feasibility. As well as this, the engineering feasibility of each

concept is considered with a consideration also of the effect each method has on the climate. From

this analysis it is concluded that the dust cloud ejected from the vicinity of the L1 point is the

most feasible concept.
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Chapter 1

Introduction

The increase in global population and consumption of natural resources over the past century

has led to an increased pressure on the global environment, chiefly in terms of global warming

and the depletion of natural resources. With a western lifestyle requiring the resources of multiple

worlds1 and the aspiration of emerging economies to attain the same level of development, these

pressures will increase considerably over the coming decades. To reduce this pressure, humanity

must adapt to these new realities by developing new methods and technologies and alter how we

interact with the environment in which we live. However, this process may not be fast enough to

prevent a significant change in the Earth’s climate. This thesis shall set out several methods by

which the pressures exerted on the Earth can be reduced in the form of geoengineering. This will

begin, in this chapter, with a review of the current state of the environment, and our situation

within it, as well as an introduction to geoengineering. This will include a technical description

of different geoengineering methods as well as the associated risks, and finally a discussion on the

surrounding ethical and legal aspects of the implementation and governance of geoengineering. In

the following chapters several methods of geoengineering based outside of the Earth’s atmosphere

will be described and their effects on the environment will be assessed.

1The Global Footprint Network [35] estimates that the global ecological footprint is 2.7 gha/per (global hectares

per person) whilst the global bioproductivity is only 1.78 gha/per. In contrast the ecological footprints of consumption

for Europe and North America are 4.68 gha/per and 7.9 gha/per giving values of 2.42 and 4.43 times the global mean

bioproductivity.
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1. INTRODUCTION

1.1 Climate Change

One of the most pressing long-term concerns to humanity is the threat of climate change. This

is driven by multiple factors, with the main contributors being the increasing concentrations of

several “greenhouse gases” (GHG), mainly CO2, CH4 and N2O, in the atmosphere. These gases

have the effect of trapping outgoing longwave radiation, leading to a mean global temperature

increase. There is now little doubt within the scientific community that the dominant factor in the

changing climate of the Earth is the anthropogenic emission of these gases, as well as the emission

of other contributors such as black carbon [18]. The probability of this assessment being accurate

is termed “very likely” (90% probability) by the IPCC [46]. The respective contributions of the

three main GHGs to date can be seen in Fig. 1.1, as well as the contributions of other factors. The

contributions are presented in terms of radiative forcing [Wm−2], which is the equivalent increase

in mean solar input to the Earth’s surface for the measured effect.

As seen in Fig. 1.1, the global climate has many contributing components which lead to an

increase in global mean temperature. The increase in temperature and the physics of individual

components can create feedback loops, which can be positive or negative. For example, the positive

ice-albedo feedback, whereby increasing temperatures leads to ice loss, will cause more energy being

absorbed into the climate system since less incoming solar radiation is reflected back into space.

These feedback effects, many of which are not yet fully understood, make a complete understanding

of the climate difficult. Apart from the anthropogenic factors affecting the global climate system

there are also other natural factors that must be noted. For example, the solar cycle weakly

modulates energy input into the climate system. Even small changes in input can lead to measurable

differences in global temperature. During the 11-year solar cycle solar luminosity varies by 0.07%,

leading to a global temperature variation of 0.2◦C [101]. A long decrease in northern hemisphere

temperature, known as the little ice age, is thought to be due to modulation of solar activity [51].

It is expected that global mean temperatures will rise by 1.1-6.4◦C, with respect to the

1980-1999 mean temperature, by the end of the century [46]. This wide range of predictions, as

seen in Fig. 1.2, is partly due to the uncertainty in the future level of CO2 emissions, but also the

uncertainties in the modelling of the climate system. The main scenarios for GHG emission can

also be seen in Fig. 1.2 and are described in Sec. 1.1.1. The scenarios are not rated in terms of

probability but are suggested as a guide to what could be done to reduce the effects of climate

change. The A1T and B1 scenarios demonstrate the pathways that should be employed to mitigate

climate change, yet they still show an increase in global mean temperature of greater than 1.1◦C,

but most likely higher. The climate model results also show that, if the concentration of CO2 in the

atmosphere remains constant at the level measured in the year 2000, an increase in temperature
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1. INTRODUCTION

with respect to pre-industrial levels will still be apparent, since CO2 remains in the atmosphere for

a long duration. The apparent lack of agreement on ways to reduce global GHG emissions suggests

that it is likely that some temperature increase will be inevitable, with the negative impacts that

this will bring, such as more extreme weather events, thawing of glaciers and ice caps and changing

coast lines. This lack of action on the mitigation of climate change has led to an increase in the

number of proposals for a purposeful direct alteration of the Earth’s climate. This field of research

is termed climate engineering or geoengineering.

1.1.1 IPCC Emissions Scenarios

Several scenarios for the future emissions of CO2 have been constructed by the IPCC to demon-

strate possible future trends in climate change [76]. The scenarios are characterised based on three

categories; economic growth, population growth and technological change. The key properties of

these scenarios, described in [76], are summarised below for a better understanding of the range

wide in global temperature increase seen Fig. 1.2.

• A1 - The A1 group of scenarios are generalised by a global attitude to the economy and

environment i.e. problems are solved with a global solution. In this scenario there is rapid

economic growth, particularly in developing countries, with a reduction in global income

inequality. As a result of this there is an intermediate level of population growth which peaks

in the middle of the 21st century. This group is split into three sub-groups based on technology.

◦ A1FI - In this subgroup the cost of fossil fuel extraction decreases, thus decreasing

the rate of uptake of ’green’ alternatives.

◦ A1T - This subgroup is characterised by a reduction in the cost of ’green’ fuels,

thus leading to greater uptake of these technologies and decentralised production e.g.

microturbines.

◦ A1B - The subgroup displays a balance between the previous subgroups, with a general

reduction in energy cost and increase in energy efficiency.

• A2 - This group has the general characteristic of self-reliance of individual countries which

leads to slow economic growth due to lower global trade. Due to this global, population growth

is high and continues past the end of the century. As a result of slower economic growth there

is a slower rate of technological improvement and therefore a continued reliance on fossil fuels.
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• B1 - The B groups show a high level of social consciousness, with the B1 scenario displaying

this in global solutions to problems. This results in a convergence in global incomes and a

reduction in social inequality. There is an intermediate level of population growth which

peaks mid-century. There are large improvements in energy efficiency and a large penetration

of non-fossil fuel energy sources.

• B2 - As for B1, the B2 scenario shows high social consciousness, except that in this

scenario it is applied to local attitudes on sustainability. As a result there is relatively low

economic growth with a slow rate of convergence of global incomes. The population growth

is intermediate and plateaus by the end of the century. There is a moderate conversion to

non-fossil fuel energy sources.

The characteristics of these scenarios result in varying rates of CO2 emissions, as seen in Fig.

1.2. For example the A1 group of scenarios show similar trends, a peak in CO2 emissions, though

the level is strongly effected by the uptake of ’green’ technologies. As would be expected the fossil

fuel intensive scenario shows the highest emissions and a relatively late peak. In contrast those

scenarios with higher income inequality show higher levels of population growth which manifests

itself in a continued increase in global emissions.

1.2 Geoengineering methods

Several proposals for possible geoengineering methods have been made and these can generally be

placed into two categories; solar radiation management (SM) and carbon dioxide removal (CDR)

[95]. Solar radiation management focuses on the reduction of the amount of sunlight being ab-

sorbed by the Earth’s atmosphere by one of two key methods; increasing the Earth’s albedo to

reflect more incoming sunlight or by reducing the flux of sunlight reaching the surface, mainly

by scattering incoming solar radiation before it reaches the surface. Alternatively, carbon capture

techniques aim to deal with the fundamental cause of global warming, by either directly taking

CO2 out of the atmosphere, or indirectly, by inducing an increase in the ability of current carbon

sinks to absorb CO2. In general, solar radiation management techniques are expected to be fast

acting, once implemented, whereas carbon sequestration will take many years to significantly re-

duce CO2 levels in the atmosphere. Due to the nature of the two methods, carbon sequestration

in its direct form, is inherently safer than solar radiation management methods, since the root

cause is treated with the expectation of there being fewer side effects. However, this is dependent

upon the storage mechanism used. Additionally, SM methods cannot mitigate all the effects of

increased CO2 concentrations, primarily the acidification of the oceans which is likely to harm the
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Figure 1.1: Radiative forcing of various environmental components that alter the state of the climate

[46].

Figure 1.2: Measured and predicted global mean temperature between 1900 and 2100 [46].
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Figure 1.3: Geoengineering methods rated in terms of affordability, effectiveness, timeliness and

safety by the Royal Society [95].

populations of algae and other photosynthetic organisms that provide much of the organic matter

used in the ocean’s food chains [80].

A report into geoengineering conducted by the Royal Society in 2009 [95] examines the

feasibility of all types of geoengineering schemes based on the criteria of effectiveness, affordability,

timeliness and safety, the key result of which can be seen in Fig. 1.3. In general, the report appears

to show that there is no perfect solution, with the schemes that appear most effective suffering in

other criteria such as affordability. Several of the different techniques shall now be discussed.

An example of an albedo enhancement technique is to increase the reflectivity of roofs and

roads in an urban environment, thus reflecting more sunlight. There is also the added benefit

that highly reflective roof coatings will cool the building on which it is implemented, a significant

benefit in warm climates since significantly less energy is required for air conditioning. However,

this method will have a reduced effectiveness in higher latitudes where darker roofs are beneficial

during winter to reduce heating requirements. This method of geoengineering is rated as having

a low effectiveness and affordability since the effects are small due to the low surface coverage

of urban surfaces, 0.128% of the Earth’s surface [48]. This method is also suggested to have a

high safety index. Furthermore, more recent research suggests that altering all roofs globally will

contribute a decrease of 0.02K through local cooling whilst increasing temperatures globally by

0.07K [48]. However, as noted in the study, the reduced emissions due to lower energy consumption

from air conditioning is not accounted for.
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Currently the most popular method of geoengineering suggested proposes that large quan-

tities of sulphur particles be deposited into the upper atmosphere to reflect sunlight before it can

be absorbed by the atmosphere, the densest area of which is below 1 km in altitude. This method

is inspired by observations of volcanic eruptions which eject large numbers of dust particles into

the upper atmosphere. For example, the El Chichón eruption in 1982 led to a decrease in the

solar radiation reaching the Earth’s surface of 35Wm−2 [38, 84]. Since sunlight scatters from small

particles in many directions there was also an observed shift from direct solar irradiance on the

Earth’s surface to diffuse radiation. This had the unexpected side effect of increasing the growth

of vegetation, which can increase the size of the terrestrial carbon sink [84]. There are also many

negative aspects to this geoengineering method however, as noted by Robock [84], with the key

drawback being that the ozone layer will be impacted. The key benefits are its relative cheapness

in comparison to other geoengineering methods and that it can likely be deployed with existing

technologies.

Several carbon capture methods have been suggested, the most prominent of which is carbon

capture at source, as well as ocean fertilisation methods. Also worthy of discussion is afforestation.

Carbon capture and storage (CCS) essentially consists of taking carbon dioxide out of the exhaust

chimneys of fossil fuel power stations before being stored. This method is not a true geoengineering

method as the GHG emissions are being reduced rather than atmospheric concentrations being

altered directly. However, carbon capture directly from the atmosphere also exists as a geoengi-

neering method and so CCS is included in the methods of geoengineering. Carbon capture at

source has been demonstrated on a small scale, though there are few real world examples of power

stations with carbon capture fitted. The key issues with CCS are the safe storage of the captured

gas underground to prevent leakage back into the atmosphere and the efficiency of the capture

process, since it is estimated that an extra 11-40% of fuel will be required to generate the same

level of power. The extra power is required to provide energy for the carbon dioxide capture and

storage process, and would increase energy prices by 21-91% whilst reducing the emitted CO2 by

81-91% [72]. These values depend on the type of power plant in question.

Afforestation is technically a geoengineering method since the planting of trees decreases the

concentration of CO2 in the atmosphere. However, similarly to CCS it does introduce questions

over the definition of what constitutes a geoengineering scheme, as will be discussed later. If it

were to be used as a geoengineering scheme there will undoubtedly be a benefit to the climate,

though the effectiveness will be low in the long term as ultimately once a tree has reached the end

of its life it will decompose releasing the stored carbon back into the carbon cycle. The use of felled

trees as a source of energy through biomass power stations is a possible remedy to this. There are

many other benefits to afforestation, which is why afforestation is disputable as a geoengineering

method. For example, trees are important in reducing flooding, landslides and soil erosion and
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increasing urban quality of life, whilst a reduction in deforestation is essential for the preservation

of many ecosystems [8, 74, 102].

Ocean fertilisation aims to increase the amount of CO2 absorbed into the oceans by injecting

iron particles into the upper layers of the oceans to encourage the growth of algae, which will then

use increased amounts of CO2 in photosynthesis. Though promising in principle, this scheme is not

likely to be a successful method, as the rate of increased uptake of CO2 is only likely to be a fraction

of the total emitted annually [95], though much of the captured carbon could be sequestered for

several centuries [96]. Other downsides are that side effects are likely. There is predicted to be a

reduced carbon uptake in other regions of the ocean whilst some areas could become starved of

oxygen. This will create ’dead zones’ [95], whilst likely increasing the acidification of the ocean due

to the uptake of carbon dioxide [80].

1.2.1 Space-based geoengineering

One of the most effective solutions suggested by the Royal Society is the use of space-based solar

reflectors to reduce incident solar insolation. Whilst this technique is not rated by the Royal

Society as being affordable or timely [95], it does have a key advantage over other schemes; neither

the Earth’s surface nor atmosphere needs to be physically changed directly. This is significant in

comparison to stratospheric aerosol or ocean fertilisation techniques discussed previously, which

are likely to have side effects. However, there will likely be some side effects related to the launch of

the SBGE systems, since a large amount of launches will be needed to transport the material to the

required location. These launch vehicles will inject several hundreds of tonnes of water vapor into

the Earth’s atmosphere each launch [97]. Therefore a large amount of launches could potentially

have a significant effect on the atmosphere.

It has been estimated that in order to offset the effects of global warming caused by a

doubling of the CO2 concentration in the atmosphere (compared to pre-industrial levels and cor-

responding to an increase in global mean temperature of approximately 2◦C) solar insolation must

be reduced by 1.7% [39]. Similarly for a quadrupling of CO2 the required insolation change is 3.6%

[41].

There have been several different proposals to date regarding the reduction of solar insolation

using space-based methods, the key characteristics of which can be seen in Table 1.1. The methods

either utilise a cloud of dust [79, 98, 100] or solid reflectors or refractors [5, 34, 67, 69, 79] to reduce

the level of solar insolation. Typically the methods that require the least mass are those that use

solid reflectors/refractors, whilst the mass for dust cloud methods are orders of magnitude higher.
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This is mostly due to the increased level of control that can be placed upon the solid reflectors,

hence they can be stationed in optimum positions with active control to extend their lifetimes. In

contrast, dust clouds cannot be controlled and can only be placed with suitable initial conditions,

with subsequent replenishment necessary due to orbital decay or perturbation of the particle orbits.

Conflicting with this is the consideration of the engineering complexity of the system. Whilst dust

clouds are a relatively crude method, the material can be readily produced with little processing

required, whereas solid reflectors must either be manufactured terrestrially and then launched into

position or manufactured in-situ. Clearly taking this into account, the low rating for affordability

and timeliness indicated in the Royal Society report can be understood. The main methods of

space-based geoengineering (SBGE) will now be described in more detail.

The method proposed by Pearson [79] is to place a ring of dust or reflecting satellites in

Earth orbit. Though the masses of these two methods are comparatively low, there are clearly

possible side effects, including an increased danger to Earth orbiting satellites and to the Earth, as

the dust ring method requires two shepherding satellites, each of which would be 1 km in size. As

well as having a highly uneven insolation reduction pattern on Earth, discussed further in Chapter

6, the ring will have the additional side effect of increasing reflected light onto the night side of

the Earth under certain conditions. For these reasons this method is not seen as the most optimal

space-based geoengineering solution.

An additional factor that affects the relative mass of the different methods is the amount

of time that the reflectors spend along the Sun-Earth line. For example the method proposed by

Struck [98] to place clouds of dust at the L4/L5 Lagrange libration points of the Earth-Moon

system has a clear benefit as these points are passively stable. Throughout this thesis the term

’stable’ will refer to Lyapunov stability, i.e. that a ’stable’ particle released near an equilibrium

position will remain close to, or converge towards, the equilibrium position, whilst an unstable

particle will move away from the equilibrium position. However, as these points effectively orbit

around the Earth, they are only occasionally in a position to reduce solar insolation. Furthermore,

the movement of the clouds will create a ’flickering’ effect, albeit on a long time-scale, since the

insolation reduction will alternate between having a high effect and none at all. On the occasions

when insolation reduction is possible, the insolation change required will be much greater than the

net 1.7% reduction.

The methods proposed by McInnes [69] and Angel [5] suggest the placement of large swarms

of reflective or refractive devices at the first Lagrange point, L1, between the Earth and the Sun.

This point is unstable and thus the devices will require an active control mechanism, increasing

the complexity of the system. The main challenge with these scenarios is the manufacture and

placement of the reflective or refractive devices. To terrestrially manufacture and then place the
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mass of material required to the L1 point would require many thousands of launch vehicles, leading

to a large amount of GHG emissions into the atmosphere. Angel describes a system of mass drivers

to overcome this, though this is a hypothetical scenario, as the technology to build such a device

cannot be anticipated in the near or mid-term. A more likely scenario suggested by McInnes is the

in-situ manufacture of the devices from captured near-Earth objects (NEOs). Similarly, this method

cannot be seen as a near-term option, though recent advancements in 3D printing technology and

the interest in capturing NEOs for resource utilisation [22] suggest that this method could be seen

as a mid-term possibility.

Position Method Insolation

Change [%]

Required

Mass [kg]

Estimated

Energy [J]

Reference

Earth orbit Dust ring 1.6 2.3× 1012 2.4×1019-

1.0×1021

[79]

Earth orbit Dust ring 1.7 1.0× 1012 1.0×1019-

4.3×1020

Chapter 5

Earth orbit Solar

Reflector

1.6 5.0× 109 2.0× 1018 [79]

Earth-Moon

L4/L5

Dust cloud 1.4 2.1× 1014 2.2× 1020-

4.6× 1021

[98]

Sun-Earth L1 Solar

reflector

1.8 2.6× 1011 1.8× 1020 [69]

Sun-Earth L1 Solar

refractor

1.8 2.0× 1010 1.3× 1019 [5]

Sun-Earth L1 Dust cloud

(10 yr

duration)

1.7 1.9× 1011 1.5× 1017 Chapter 2

Table 1.1: The key characteristics of proposed space-based geoengineering schemes to offset global

warming.

1.2.2 The geoengineered world

Before large-scale geoengineering schemes can be implemented, modelling of the climate response

must be performed to analyse both the effectiveness and safety of the different mechanisms. Climate

modelling has been performed in multiple scenarios, though still more are required before any

geoengineering method can be concluded to be safe, as the current generation of climate models use

many simplifying assumptions to reduce computational time to acceptable levels [7]. In addition,

more experimental-scale studies are needed to verify the principles upon which geoengineering

methods are based. To date the majority of modelling experiments have been conducted on solar
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radiation management methods [9, 25, 33, 39, 41, 47–49, 64, 66, 74, 83, 84, 92] with some also

modelling carbon capture scenarios [8, 74].

In general, these simulations show that whilst solar radiation management can be used to

offset an increase in mean global temperature, this cannot be easily achieved on a regional scale.

This is mainly because a global reduction in insolation will have a greater effect in the equatorial

regions than in the poles, whereas the radiative forcing due to a given climate process is likely

to act equally anywhere on the Earth’s surface. For example, the simulation conducted by Bala

et al. [9], which assumes a 1.8% reduction in the incoming solar flux to counteract a doubling of

CO2, shows a reduction in regional temperature in the equatorial regions in comparison to current

levels, whereas the higher latitudes still show a warming effect. This effect is also shown in other

simulations [64, 66]. As another example, in a similar simulation Irvine found a reduction of 0.5 K

in the equatorial regions and a warming of 1K at the poles [47].

More detailed models of specific SM methods have also been performed. For example, the

simulation run by Jones et al. [49] models the ejection of 5 Tg yr−1, for 20 years, of sulphur aerosol

particles at an altitude between 16-23km at a single point along the equator. This simulation showed

a global cooling of 0.74K and 0.69K, averaged over a period of 10-20 years after geoengineering

is started, for two different models. For one of the two models the Arctic region showed a strong

decrease in temperature due to the significant transport of particles away from the equator towards

the northern hemisphere [49].

It has thus far been concluded that, whilst a mean temperature increase can theoretically

be counteracted on a global scale, there will be cooling or warming anomalies on a local scale.

Simulations performed by Caldeira and Wood [25] investigated the reduction in local and global

temperature from a reduction of incoming solar insolation in the Arctic. It was found that by

reducing the incoming insolation above a latitude of 61◦N by 10%, a global average of 0.37%, the

local temperature increase is reduced from 3.46K to 0.68K for a doubling of CO2, with a global

temperature increase of 1.83K, less than the 2.13K for the unengineered case.

As well as the changing temperature on a regional scale in a geoengineered world there are

other factors that will be effected. For example, in all simulations reviewed here, there is predicted

to be a global decrease in precipitation, since reduced temperatures lead to less evaporation. The

amount predicted varies, with an expected range of 1.6-3.1% [9, 41, 64, 92]. This is likely to have

a negative effect on global food productivity, with increased risk of droughts in Africa and Asia

possible [84], and a possible disruption of the monsoon, which provides much of the moisture for the

food production for several billion people [83, 92]. However, it was noted by Lunt et al. [64] that in

the tropical regions a decreased temperature will lead to a reduction in evapotranspiration, resulting
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in a reduced loss of soil moisture, likely negating some of the effects of reduced precipitation over

this region. It has also been noted that in a world stabilised by a reduction in solar insolation,

the net primary productivity (NPP) will increase due to the greater abundance of CO2 in the

atmosphere, despite the decrease in solar insolation [40, 84].

It is desirable to know in what time frame SM can be expected to become effective. Studies

demonstrate that SM methods are typically fast acting with the reduction in insolation leading to

a maximum decrease in temperature in about a decade [49, 66]. This also has a negative aspect.

Should geoengineering be abruptly stopped, then the world could experience climate change at a

rate approximately 20 times the current rate of warming (0.2◦C yr−1), reaching the un-engineered

state in 10-20 years [49, 66]. The climate reacts quickly to changes in solar flux and, if a strong

warming due to increased GHG concentrations is present, an abrupt cessation of solar radiation

management will lead to this fast increase in temperature.

Other negative aspects of solar radiation management methods are that sea ice cover will

be reduced with respect to the present state [7, 25, 49, 64], since a global reduction in temperature

will be weighted preferentially towards the equatorial regions, the cooling of the stratosphere could

lead to greater ozone depletion [7, 84] and the output from solar power stations could be reduced

(by up to 40% for the stratospheric aerosol method) [84]. To counteract sea ice loss it has been

determined that a 21% reduction in insolation is required above 71◦N to return the surface cover

to pre-industrial levels [25].

The two results modelling carbon capture techniques show the effect of afforestation in differ-

ent latitude regions [8] and the effect on sea levels of afforestation, biochar (a carbon sequestration

technique) and bioenergy with carbon capture at source [74]. The first result suggests that only

afforestation in the tropics will lead to any significant cooling, since for higher, snowier, latitudes

the increased presence of trees will reduce the local albedo leading to less reflected sunlight, off-

setting any gain from the sequestration of CO2. The second result shows that individually carbon

capture techniques only modestly reduce sea level rise, but in combination can reduce the peak

rise to 22-38cm [74]. It has also been shown that for a realistic space reflector or sulphur aerosol

SM method sea level rise can be capped at approximately 24cm, though for larger reductions in

insolation the peak can be much lower [74].
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1.3 Ethical and political considerations of geoengineering

Apart from the technical considerations regarding the effectiveness and safety of the different

geoengineering schemes, there are also considerations regarding ethical and political issues. These

can be summarised as follows:

1.3.1 Should we geoengineer the climate?

When considering the ethical issues associated with geoengineering the primary question that

must be answered is ‘should we geoengineer the climate’. There are several considerations related

to this question, originating from different global perspectives. The first of these arguments can

be summarised by Bunzl [23]; “even if geoengineering were successful it would still have a bad

effect of reinforcing human arrogance and the view that the proper relationship to nature is one

of domination (Jamieson 1996) (p 332).” This point of view essentially argues that the need for

large-scale geoengineering, or even the preliminary research into the topic, signifies a failure of

humanity; a failure to treat the environment with respect; a failure to act without political agenda

and reach an agreement based on a need to do a common good for future generations. Though by

conducting research, or even implementation of geoengineering, we may fulfill this fear, it is not a

significant argument against geoengineering the climate, should it become necessary.

Another widely cited argument against geoengineering, based on more pragmatic principles

than the previous argument, is that of ‘moral hazard’, that by merely envisaging a system that

can save us from catastrophic climate change, our resolve to act to mitigate climate change will

be weakened [93, 108]. This is potentially a significant problem, with some nations or institutions

that are likely to lose out heavily in the mitigation process possibly favouring geoengineering of

some form rather than attempt serious mitigation. However, should the argument be accepted

that geoengineering is necessary, as a precaution for the eventuality that a global agreement on

mitigation is not forthcoming, then research must still continue and increase in scale to be ready

when needed. This will further increase the risk of moral hazard, as the closer geoengineering is

to being ready to implement, the greater the pressure for it to be used, as either a solution to the

problem or to gain time for mitigation. In consequence this will likely increase the timescale for a

mitigation agreement. Following on, if we start to geoengineer the climate, then at what point will

we stop? At what point does our potential domination of nature, suggested by Jamieson, become

a problem, if it has not done so already. There are many methods of geoengineering other than the

large-scale global efforts described above. Some of these other schemes target specific processes,

such as controlling the severity of El Niño [33] or increasing the strength of the westerly winds in
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the southern ocean [112]. This opens up the question of what processes we will choose to manage.

As will be discussed in Sec. 1.3.3, currently the manipulation of weather systems are prohibited,

but at some point a line between the manipulation of specific weather events, such as hurricanes,

will meet the global manipulation of the climate.

These two arguments lead many to disregard geoengineering as a possible tool to combat

climate change before conclusive research has been performed. Undeniably, a world where geo-

engineering is not needed is ideal and the most useful, if not timely, way of reducing the effects

of climate change is to treat the root cause by reducing GHG emissions [37, 93]. However, the

complete rejection of geoengineering as a possibility also carries risks. Should we fail to reduce

our emissions promptly, then geoengineering may be the only option in preventing catastrophic

climate change. Should we decide not to conduct research into the feasibility of geoengineering

methods, because of a fear of geoengineering, then should the need arise, we will be unprepared.

In this eventuality, geoengineering could still be implemented since some methods, particularly the

stratospheric aerosol method, are effective over a short period whilst not requiring a significant ad-

vance in technology, though obviously the risks will be greater. It will be a step into the unknown,

where, if there is no advancement of knowledge, it could create as much change as global warming.

For this reason many authors recommend an organised geoengineering programme to develop and

evaluate technologies so that should they be needed they are ready, and if nothing else to show

that geoengineering is not feasible. This need for an organised research programme is highlighted

by the recent ‘renegade’ ocean acidification field test carried out by a private group [63].

Other arguments against geoengineering relate to the possible side effects discussed pre-

viously. In a scenario where geoengineering is implemented on a global scale, the effects will be

uneven (see Sec. 1.2.2), just as the effects of climate change are uneven. In effect this means that

there will be winners and losers, though it is not yet known precisely how this will unfold. Due

to this uncertainty, the large-scale implementation of geoengineering cannot currently be justified.

That there will likely be such winners and losers for large-scale deployment, especially for SM

techniques, is a compelling reason for prohibiting geoengineering at present. As discussed before,

risk is incurred by preventing research into geoengineering, so the side effect argument can only be

used against the full implementation of geoengineering, but not against geoengineering research.

The argument against geoengineering based on unknown side effects could be countered with

the argument that the geoengineered world will on average be better than the world with global

warming, such that even if some regions experience a worse climate, on the whole the world will be

better. This emphasises the need to mitigate climate change and not rely on geoengineering alone

to solve the problem. Related to this is the possibility of local scale geoengineering that faces less

risk of international disagreement, such as afforestation and urban albedo, since the global effects
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are in general small. In these ways nations can probably act unilaterally. Though this is not a risk

on a local scale, should a nation decide to act on a global scale, which is technologically possible

[108], the risk will increase significantly. This is because it is presumed that the greatest positive

effect will be tailored to the needs of that nation, likely increasing the side effects for other nations.

It is imperative that the possibilities of unilateral action be minimised. As discussed by Victor,

it is misleading to think that a ban on geoengineering will achieve this, since any research thus

carried out will be in the hands of nations that ignore or do not participate in any such agreement

[108]. In this situation other nations will have no influence on the outcomes of such research or the

decision to implement. A possible method of preventing unilateral action, though the risk cannot

be eliminated, is for an internationally organised research programme to determine the merits and

demerits of geoengineering [108].

Returning to the first argument, is geoengineering playing God? Can we ever know enough

about possible side effects to predict with any accuracy what the effects will be. To quote Schneider

“to tamper with a system that determines the livelihood and life-styles of people the world over

would be the height of irresponsibility if we could not adequately foresee the outcome” [93]. This

can only be understood with more research, though this technological aspect may not be the

greatest obstacle to the implementation of geoengineering. With such winners and losers there must

be suitable methods for the governance of geoengineering with appropriate organisations that can

control the multilateral implementation and allocate suitable reparations to any losers. Considering

that there is little progress in the agreement of a mitigation strategy, the likelihood of there being a

quick or easy agreement for an implementation strategy or regulatory mechanism for geoengineering

is currently slim, with there being a strong possibility that global scale geoengineering schemes

will therefore never be implemented [37].

1.3.2 What constitutes geoengineering?

The definition of geoengineering is the ’deliberate modification of the Earth’s climate’. However,

it has been noted previously that it is debatable whether some methods of geoengineering, such

as afforestation, are truly geoengineering options. For example, afforestation has been shown to

have a global effect on the climate, though clearly every planting of a tree cannot be viewed as

an act of geoengineering. It does however raise interesting questions regarding our interaction

with the global climate and what is and is not regulated and what should and should not be

regulated. For example, Schneider states that humanity has been participating in a process of

“inadvertent geoengineering” through our use of fossil fuels. Since that paper was published in

1996, knowledge of the causes and effects of climate change has increased significantly, as well as
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the wider dissemination of this knowledge to the public. It could now be argued, therefore, that

we no longer are accidentally modifying the climate but are in fact wilfully negligent regarding our

use of fossil fuels to the extent that it is widely known that we are modifying our climate for the

worse. This opens up the argument of what constitutes geoengineering? Is it the technical act or

is it merely the intent to modify the climate. The planting of trees for the purposes of returning

a landscape to its natural form may not be geoengineering, but planting the same trees with the

intent to remove CO2 from the atmosphere is. Similarly, manufacturing artificial trees to remove

CO2 is geoengineering, whilst the emission of CO2 as a by product of a manufacturing process is

not. It can be argued that there must be a broader recognition that everything that we do affects

the climate and should come under the same legislation regarding the protection of biodiversity.

1.3.3 How will geoengineering be governed?

Considering the history of technical fixes to problems in natural systems that have spawned unpre-

dicted and catastrophic side effects, and also considering the, at present, highly uncertain nature

of geoengineering, the governance of such schemes is just as important, and just as challenging,

as the technical implementation of goengineering. An example of a technical fix with unpredicted,

devastating side effects, that could provide a useful analogy for geoengineering, is the introduction

of invasive species. An example of this is the introduction of the cane toad into Australia to control

the cane beetle, which damages sugar crops. After the introduction of the toad the population has

increased dramatically and is spreading, uncontrollably, having a negative impact on native species

of some flora and fauna [104].

The intentional introduction of alien species is an interesting example from which much

can be learned regarding the regulation of geoengineering. For example, many of the worst ex-

amples of biological control, such as the cane toad, occurred at a time when there was very little

control over the introduction of non-native species. Now there are recommendations released by

the UN Convention on Biodiversity regarding the effective control of non-native species [94]. It

is recommended for every country to “establish an appropriate institutional mechanism such as a

‘biosecurity’ agency or authority as part of legislative reforms on invasives” [94]. Geoengineering

should use the example of the control of non-native species to set up suitable regulations and

ensure thorough scientific research is performed, prior to implementation, to ensure the safe use of

geoengineering and to avoid the possibly catastrophic consequences of not fully understanding the

side effects of implementation.

It was observed by Bodansky [16] that current laws, up to 1996, only provided a “general

frame of reference” for geoengineering in environmental law. In brief, nations have a responsibility
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to prevent significant harm to other nations or neutral areas by their actions. It is also generally

recognised that a precautionary principle should be followed whereby, when an action is proposed

that carries significant risk, the burden of proof should lie on the nation carrying out the act to

show no harm will occur to others. In addition, the UN Framework Convention on Climate Change

(FCCC) has the requirement that a state should minimise the unfavourable outcomes of actions

taken to mitigate the effects of climate change. This shall be discussed later. In these examples

there is no legal framework for the enforcement of these principles or an appropriate court to seek

reparation if these principles are ignored. This is partly due to the stance of the United States

towards the International Court of Justice (ICJ), which is that they will agree to be subject to the

court’s ruling on a case-by-case basis.

The only international ‘law’ specifically relating to geoengineering is the declaration by the

FCCC, agreed in 2010 at the Convention of the Parties (COP), that “no climate-related geo-

engineering activities that may affect biodiversity take place, until there is an adequate scientific

basis on which to justify such activities” [103]. This is often stated as being a moratorium on

geoengineering. However, this essentially extends the precautionary principle to specifically relate

to geoengineering, that the burden of proof lies on the perpetrator to demonstrate the safety of their

actions before it is permitted to take place. Indeed, the ruling also continues to give an exception

for “small scale scientific research studies that would be conducted in a controlled setting ... and

only if they are justified by the need to gather specific scientific data and are subject to a thorough

prior assessment of the potential impacts on the environment”. This statement, in effect, prevents

full scale deployment of geoengineering until enough is known about possible side effects and, since

there is no legal framework to truly prevent this from happening, it is also a voluntary regulation.

The voluntary nature of this ‘law’ was tested in 2012 when a large-scale ocean fertilisation field

study dumped 100 tonnes of iron sulphate near the Canadian coast [63]. There is some uncertainty

as to whether this was indeed a geoengineering study as the project lead, who has been linked to

geoengineering in the past, claims that it was an attempt to increase the population of salmon in

the local area [77]. Essentially, this event proved the voluntary nature of the current moratorium on

geoengineering as well as highlighting the possible ambiguity of what constitutes geoengineering.

Two other ‘laws’ relate to certain geoengineering activities, these being the Outer Space

Treaty (OST) and the UN Convention of the Law of the Sea (UNCLOS) [16]. The OST allows

free and open access to space for any nation with the requirement that nations “conduct all

their activities in outer space.., with due regard to the corresponding interests”. With there being

no regulatory body that has the jurisdiction to decide on any breach of these laws or enforce

them, this law means little. For example the anti-satellite missile test carried out by China in 2007

created many thousands of particles capable of severely damaging low Earth orbit (LEO) satellites.

However, despite this being inconsistent with the peaceful uses of outer space there was no direct

17



1. INTRODUCTION

legal consequence from the event. Though this is a serious event, the potential impact to the space

and terrestrial environments of SBGE will be far more significant and will undoubtedly arouse

more attention, though will technically still be permissible. For example, the Earth ring concept

envisages many millions of tonnes of micron-sized particles in a medium Earth orbit (MEO). This

will undoubtedly have an effect on LEO satellites by increasing the quantity of dust grains passing

through LEO before they burn up in the atmosphere. The L1 mirror concept will also lead to

difficulties in international relations since placing a large swarm of reflectors or cloud of dust in

this position will prevent access by other spacecraft and will essentially lead to the participating

nation or nations staking claim over its ownership. It is suggested that in any discussions on

geoengineering that such technical aspects of the law as this could well sidetrack the key discussion

on the feasibility of geoengineering [108]. Bodansky states that UNCLOS is broadly similar to the

OST providing that geoengineering, which in this case would be ocean fertilisation, does not take

place within a non-participating nations territorial waters [16].

A summary of the laws relating to geoengineering thus far can conclude that there is no

framework for the implementation or organised research of geoengineering that most authors think

necessary [16, 24, 93]. This is undeniably needed before the large-scale implementation of geoengi-

neering, though it is suggested by Victor that a binding treaty cannot be agreed upon at this time,

as too little is known regarding the effects of geoengineering to make a worth while attempt at

regulation [108]. Instead, research into geoengineering should be organised with the suggestion that

multiple, transparent, competitive institutes be allowed to independently research geoengineering

schemes under a set of internationally agreed guidelines [108]. The rules on protecting biodiversity

agreed at COP10 are a likely starting point for these rules. In future, once more is known regarding

the effects of geoengineering, a treaty will be required which allows the input of all nations to voice

their opinions on all feasible geoengineering methods. It is strongly preferable to have a multilateral

approach to geoengineering, though inevitably not all nations will agree on the same method(s)

with which to proceed. Therefore, an arbiter is required that can arrange reparations to any nations

that feel that they have suffered from geoengineering, whether they are pro-geoengineering or not.

Who should provide the funds for the implementation of geoengineering, as well as reparations,

will be a difficult question and one that will inevitably prove a significant obstacle to an agreement.

Typically, the richest nations have contributed the greatest to global warming, with the poorest

nations being most at risk to climate change and therefore have the most need for geoengineering.

As an example, the pacific island nations can contribute very little to funding global geoengineer-

ing and so will essentially be subsidised, though they are at great risk due to rising sea levels.

It may seem only fair that those that have contributed most to climate change pay the most for

implementation. However, due to the short-term nature of politics it is unlikely that this will be

easily agreed, especially as geoengineering schemes can potentially be extremely costly.
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In summary, the laws regarding geoengineering are currently inadequate, with no single body

being responsible for the regulation of geoengineering activities and with no body to enforce the

current moratorium of geoengineering implementation. Therefore, a single body that can organise

a concerted effort into the research of the feasibility of geoengineering, as well as the possible side

effects of implementation, is required. This will likely reduce the probability of rogue geoengineers

acting unilaterally and enable geoengineering to be more accurately assessed as a climate change

mitigation option.

1.4 Thesis Contributions and Structure

Ultimately none of the SBGE concepts discussed in Sec. 1.2.1 are ideal for geoengineering, though

should the technology become available and the necessity to act quickly on climate change become

apparent they could still be implemented. The main contribution of this thesis is therefore to devise

new space-based geoengineering concepts that reduce the manufacturing requirements associated

with prior space-based geoengineering concepts, thus improving the affordability and timeliness

of these methods. This will be achieved by investigating the use of large clouds of dust at the

Sun-Earth L1 point and re-visiting the Earth dust ring concept suggested by Pearson [79].

Previous SBGE concepts have been proposed that utilise the L1 equilibrium position. The

new contribution in this thesis is the use of dust grains, and considers the three-body dynamics of

the dust grains around L1, to generate a steady state cloud, accounting for the motion of the dust

grains. This has been achieved assuming both an initially static dust cloud and dust grains ejected

with a range of feasible velocities. These steady state clouds have then been used to determine

the pattern of the insolation reduction experienced on Earth. The use of an initially static and

dynamic dust cloud has been investigated separately in Chapters 2 and 4 respectively. An image

of this method can be seen in Fig. 1.4.

An extension to the steady state cloud is the inclusion of the mass of the asteroid using

four-body dynamics. This novel approach enables the calculation of the size of cloud that can be

gravitationally anchored by the asteroid in the vicinity of the L1 point. This has been performed

for the largest known near-Earth objects in Chapter 3, as well as an investigation of the effect of

grain size on the size of the anchored dust cloud.

The Earth ring concept has been investigated previously by Pearson [79]. However, the

strong surface force effects of solar radiation pressure and atmospheric drag were not accounted

for. The orbital dynamics that include these forces shall be used in this thesis to demonstrate the
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1. INTRODUCTION

feasibility of an elliptical, heliotropic, ring around the Earth. This analysis shall be detailed in

Chapter 5.

A key contribution of this thesis is the use of a solar radiation model to determine a solar

insolation reduction map over the Earth’s disk. This is used in this thesis, in combination with

a simple climate model, to assess the feasibility of each new dust cloud method of achieving

the required mean global temperature decrease. The climate model used, and the temperature

reduction, is discussed in Chapter 6. To assess whether there is an improvement in the suitability

of these new space-based geoengineering methods, the engineering challenges involved are discussed

in Chapter 7. This includes a discussion of a technology development roadmap, suggesting a likely

timeframe for the implementation of the dust cloud methods of geoengineering.

Figure 1.4: Impression of an L1 positioned dust cloud for space-based geoengineering [Image created

by Charlotte Bewick using material from ESA and NASA].

1.5 Published Work

Much of the original work presented in this thesis has been published in the journal and conference

papers listed below.

Journal Papers

• Bewick, R., Lücking, C., Colombo, C., Sanchez, J.P. and McInnes, C.R., Heliotropic Dust

Rings for Earth Climate Engineering, Advances in Space Research, In Press

20



1. INTRODUCTION

• Bewick, R., Sanchez, J.P. and McInnes, C. R., Gravitationally bound geoengineering dust

shade at the inner Lagrange point, Advances in Space Research, 50(10), 1405-1410, 2012

• Bewick, R., Sanchez, J.P. and McInnes, C. R., The feasibility of using an L1 positioned

dust cloud as a method of space-based geoengineering, Advances in Space Research, 49(7)

1212-1228, 2012

• McInnes, C.R., Ceriotti, M., Colombo, C., Sanchez, J.P., Bewick, R., Heiligers, J. and

Lücking, C., Micro-to-Macro: Astrodynamics at extremes of length-scale, Acta Futura, 4,

81-97, 2011

Conference Papers

• Bewick, R., Lücking, C., Colombo, C., Sanchez, J.P. and McInnes, C.R., Geo-engineering

using dust grains in heliotropic elliptical orbits, 62nd International Astronautical Congress,

Cape Town, 2011, IAC-11.D1.1.9

• Bewick, R., Sanchez, J.P. and McInnes, C.R., An L1 positioned dust cloud as an effective

method of space-based geo-engineering, 61st International Astronautical Congress, Prague,

2010, IAC-10.D1.1.7
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Chapter 2

Static Cloud at L1

The L1 position offers significant benefits for Space Based Geoengineering (SBGE) with respect

to the climate system, with respect to other locations such as Earth orbit or the Earth-Moon

L4/L5 points, as there is no flickering effect and an even distribution of the insolation reduction is

possible, as discussed previously. However, the effect that the instability of the L1 position has on

the feasibility of this method of SBGE must be understood. This shall be discussed in the following

chapter, begining with the description of a model of a static cloud of dust at L1 followed by the

propagation of this dust cloud through the dynamics of the circular restricted three-body problem

(CR3BP). A solar radiation model (SRM) to calculate the subsequent reduction in solar insolation

shall be described and then used to determine the annual dust mass flow rate requirement for a

variety of dust clouds.

2.1 Dust Dynamics

The following section will detail the dynamics of a dust cloud in the vicinity of the interior Lagrange

point in the Sun-Earth three-body problem.

2.1.1 Three-body problem

The cloud shall be assumed to be moving in a system where only the gravitational forces due to

the Sun and the Earth are significant. Hence, the circular restricted three-body problem (CR3BP)

shall be used to describe the motion of the dust particles in the cloud. To use these dynamics it is
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2. STATIC CLOUD AT L1

assumed that the orbits of the primary bodies are circular, the bodies are spherical and there is no

interaction between the dust particles. The linearised dynamics around the L1 point will be used

to determine the motion of the dust cloud on a large-scale. The equations of motion that describe

this system are given in Eq. (2.1) [88].
ẍ

ÿ

z̈

 =


ω2x+ 2ωẏ −G

(
M1

r31
(x+ x1) + M2

r32
(x− x2)

)
ω2y − 2ωẋ−G

(
M1

r31
y + M2

r32
y
)

−G
(
M1

r31
z + M2

r32
z
)

 (2.1)

where G is the gravitational constant, M1 and M2 are the masses of the two primary bodies, i.e.

the Sun and Earth, ω is the angular velocity of the bodies around their common centre-of-mass,

and r1 and r2 are the separations of an infinitesimal dust particle from the primary bodies and are

defined as;

r1 =
√

(x+ x1)2 + y2 + z2 (2.2)

r2 =
√

(x− x2)2 + y2 + z2 (2.3)

where x1 and x2 are the positions of the two primary bodies along the x-axis. Since the bodies

orbit around a common centre-of-mass they must be on opposite sides of the origin on the x-axis,

hence the +x1 term in Eq. (2.2). It is useful to describe the equations of motion in a dimensionless

system that is in a rotating reference frame, thus the primary bodies will remain stationary and

the motion of a particle with respect to them can be easily discerned. Under the assumption of

circular motion the angular velocity can be defined as;

ω =

√
G(M1 +M2)

r3
12

(2.4)

where r12 is the separation between the two primaries. In the dimensionless system we define this

separation to be unity and thus r12 = 1AU, equal to the separation between the Earth and Sun of

1.496× 108km. The mass of the system is also set to unity and thus the unit of mass is M1 +M2

from which the parameter µ = M2/(M1 + M2) is defined. Since the mass of the system is 1 the

mass of the secondary body is now equal to 1−µ. The orbit period of the system can be set to 2π

and since T = 2π/ω the value of ω in this dimensionless system must be 1. It follows that as the

distance and mass in this system are both unity then G must also be 1. Using these definitions the

dimensionless equations of motion in a rotating reference frame can be defined to be;
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ẍ− 2ẏ =
∂U

∂x

ÿ + 2ẋ =
∂U

∂y
(2.5)

z̈ =
∂U

∂z

where the non-dimensional potential function, U , is;

U(x, y, z) =
1

2

(
x2 + y2

)
+

1− µ
ρ1(x, y, z)

+
µ

ρ2(x, y, z)
(2.6)

Here the parameters ρ1,2 are the non-dimensional distances of the dust particle to each of the

primary and secondary masses, defined by Eq. (2.7) and Eq. (2.8), and shown in Fig. 2.1. In

dimensionless co-ordinates the Sun and Earth are positioned at M1(−µ, 0, 0) and M2(1 − µ, 0, 0)

respectively. Hence;

ρ1 =
√

(x+ µ)2 + y2 + z2 (2.7)

ρ2 =
√

(x+ µ− 1)2 + y2 + z2 (2.8)

The equilibrium, or libration points, are located where the combined gravitational force of

the two primary bodies on a particle is equal to the centripetal force required for it to orbit in a

fixed position relative to the two primary bodies. These positions are at the stationary points of the

potential function, Eq. (2.6). In particular, the equilibrium points required for this geoengineering

method must lie along the Sun-Earth line and must therefore be along the x axis hence y = z = 0

with ẋ = ẏ = ż = 0. Using this requirement, and substituting Eq. (2.6) into Eq. (2.5), results in

Eq. (2.9), from which the position of the L1 point, xL1
, can be found numerically;

x : xL1
− 1− µ

(xL1
+ µ)2

+
µ

(xL1
+ µ− 1)2

= 0 (2.9)

For the Sun-Earth system (µ = 3 × 10−6) the L1 point is located approximately 1.5 × 106 km

sunwards of the Earth.
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Figure 2.1: Geometry of the circular restricted three-body problem with the Sun, M1, Earth. M2

and dust grain m.

2.1.2 Perturbation forces

Due to the small length-scale of the dust particles considered the effects of natural perturbation

forces must be analysed to determine whether they will significantly effect the motion of the

dust grains. The perturbations to be analysed are due to solar radiation pressure, the Poynting-

Robertson effect, interactions with the solar wind and the Lorentz force.

2.1.2.1 Solar Radiation Pressure

The effects of solar radiation pressure (SRP) will be discussed more thoroughly in Sec. 2.1.3. This

effect is caused by the transfer of momentum from solar photons to the dust grain where the force

can be approximated as follows [32];

FSRP =
L�σgrQ
4πcr2

�
(2.10)

where L� is the solar luminosity, σgr is the grain cross-sectional area, c is the speed of light, r� is the

distance to the Sun and Q is the solar radiation pressure coefficient. The parameter Q determines

the coupling effect of SRP and is dependent upon the material properties of the dust grain. For
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example, a completely transparent material will have a value of Q = 0 whilst for a completely

absorbing grain Q = 1 and for a completely reflecting grain Q = 2. The values of Q that shall be

used to calculate FSRP for a range of particles are interpreted from a study by Wilck and Mann

[110] on the effect of SRP on interplanetary silicate grains where ρ = 3, 500kgm−3. The study shows

a peak for Q in the range where the grain size is approximately equal to the wavelength of visible

light. Analysing Eq. (2.10) shows that as the grain size decreases the acceleration experienced by

a grain increases due to the greater area-to-mass ratio since area scales as the square of the grain

size while mass scales as the cube.

2.1.2.2 Poynting-Robertson Effect

This perturbation is due to the motion of a dust grain with respect to the stream of solar photons

due to two effects. Firstly, the Doppler shift of sunlight due to the grain’s velocity in the radial

direction, and secondly the motion of the grain causes solar photons to be incident from a slightly

forward direction. The resultant force, due to the Poynting-Robertson (PR) effect can, be found

as follows [32];

FPR = FSRP

(−2vr
c

r̂,
−vθ
c
θ̂

)
(2.11)

where c is the speed of light, vr is the radial velocity and vθ is the transverse velocity in the radial,

r̂, and transverse, θ̂, directions respectively. Thus, there will be a drag force acting against the

velocity vector of the grain.

2.1.2.3 Solar Wind

The effect that the solar wind has on a dust grain is much the same in principle to the Poynting-

Robertson effect, the difference being that the momentum transfer is due to protons, electrons and

Helium nuclei in the solar wind striking the dust grain. The force due to the solar wind is therefore

found to be [73];

Fsw = psw

(
1− −2vr

vsw
r̂,
−vθ
vsw

θ̂

)
(2.12)

where vsw is the speed of the solar wind and psw is the momentum transfer to the grain defined

by;
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Figure 2.2: Momentum transfer coefficient of a silicate particle with respect to the solar wind [73].

psw =
2EswΩswσgrCsw

vsw
(2.13)

Here Esw is the average energy of a solar wind particle, Ωsw is the flux of solar wind particles, σgr

the cross-sectional area of the grain and Csw is the momentum transfer coefficient. The value of

Csw, as can be seen in Fig. 2.2, is close to unity for grain radii > 0.1 µm, decreasing significantly

below this due to the “small particle effect” [73].

The solar wind can be considered to have three states, the fast solar wind, the quiet solar

wind and the state of coronal mass ejection. The properties of the solar wind are summarised in

Table 2.1. The slow and fast solar wind states do not vary significantly, with velocities at Earth

in the region of a few hundred kilometers per second and proton densities close to 107 m−3. The

number density of α-particles for the fast and quiet solar winds are typically 2-4% [52] and thus

for an initial estimate they can be ignored. For the case of a Coronal Mass Ejection, where the

solar wind velocity is typically 400-2,000 km s−1 this percentage rises to approximately 30% [52],

thus in this scenario their greater mass must be taken into account.
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Solar Wind Quiet Fast

Flux [protons m−3] 5-8×106 0.8-1.2×107

Velocity [km s−1] 300-500 500-900

Magnetic Field [T] 3-10×10−9 8-16×10−9

Table 2.1: Solar Wind properties in the vicinity of Earth [32].

2.1.2.4 Lorentz Force

The Lorentz force perturbation is due to the motion of a charged grain through the solar magnetic

field. The direction of this force is defined by the cross product of the grain velocity vector, v, and

the direction of the magnetic field, B, as seen in Eq. (2.14);

FL = qv ×B (2.14)

where q is the surface charge on the grain. The magnetic field of the Sun is carried by the solar wind

and forms a 3D structure, the “heliospheric current sheet” [109], the shape of which is described

as a Parker spiral. The magnetic field is described by de Pater in [32] as having approximately

equal radial and azimuthal components at the Earth’s orbit with the strength being in the region

of 3-10×10−9 T for a quiet solar wind and 8-16×10−9 T for the fast solar wind. In addition, the

magnetic field switches polarity intermittently, depending on the polarity of the region on the Sun’s

surface where the solar wind, found at a given position and time, originates.

An important factor that must be considered is the charge on the dust grain. This has been

found to vary little with distance from the Sun [53]. For a silicate grain the surface potential is of

order Ugr = 3.2V at 1AU for a grain radius of 0.281µm. Above this particle size the surface charge

does not vary, with only a marginal increase below. Thus, this surface potential shall be assumed

to apply for all grain sizes. The charge on the grain can be found using;

q = 4πε0UgrRgr (2.15)

where ε0 is the permittivity of free space and Rgr is the grain radius. Subsequently the force on

a grain can be found using Eq. 2.14. It should be noted that no assumptions are made regarding
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Figure 2.3: Acceleration due to solar radiation pressure (SRP), solar gravity, the Poynting-

Robertson effect (PR), the solar wind (CME event) and the Lorentz force for a range of dust

grain sizes for radial (-r) and transverse (-t) directions. For the solar wind and Lorentz force cases

only the strongest acceleration is plotted for clarity.

the charging timescale of the dust grain as a worst case scenario is sought to determine the effect

of the perturbation forces.

2.1.2.5 Perturbation Summary

To demonstrate the relative strengths of the different perturbations, the acceleration on a range

of dust grain sizes shall be calculated. The grain is assumed to be initially placed at the classical

L1 position and will thus have an orbital speed of approximately 30 km s−1 in the transverse

direction. Using the equations described above and assuming the grain is spherical with a density

of 3, 500kg m−3 the accelerations can be calculated, as seen in Fig. 2.3.

It can clearly be seen that above a radius of 0.06 µm the dominant perturbation is SRP,

with only the Lorentz force being greater below this. This force decreases rapidly with grain

radius becoming an order of magnitude lower than SRP for a grain radius of 0.1 µm. Following

this investigation it can be concluded that above a grain radius of 0.1 µm only SRP needs to be
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taken into account. Only grain sizes above this limit will be considered and therefore only the

perturbation due to SRP need be considered.

2.1.3 Effect of solar radiation pressure

Generally the effect of SRP is relatively small due to the low area-to-mass ratio of conventional

satellites. However, for dust particles this is not the case. Here the surface area-to-mass ratio is

large and therefore a significant momentum transfer will take place between solar photons and the

dust particles. The effect of SRP can be quantified using the ‘lightness’ parameter, β, which is the

ratio of the force due to SRP and solar gravity [32];

β =

∣∣∣∣FSRPFg

∣∣∣∣ ≈ 570
Q

ρRgr
(2.16)

where ρ [kg m−3] is the grain density and Rgr [µm] is the radius of the grain.

For relatively large radius particles, Rgr > 1µm, the value of Q varies little, with a value

of approximately 1, but as the size decreases the interaction between the solar photons and the

dust grains becomes more complex. The β-value for a range of particle radii is calculated using Mie

theory for different composition models by Wilck and Mann [110]. The results for a typical asteroid

dust grain can be seen in Fig. 2.4. This shows that the β-value peaks with a value of approximately

0.9 at a radius of 0.2µm before decreasing to 0.1 for a radius of 0.01µm. Also shown in Fig. 2.4

are lines defining the grain sizes that will be modelled, as described later, to their corresponding

β values.

Since SRP has an inverse square relationship with heliocentric distance, its effect is to reduce

the effective gravitational force of the Sun. Hence, the mass parameter, µ, for the three-body

problem is now;

µ =
M2

(1− β)M1 +M2
(2.17)

Due to the increase in the value of µ with increasing β the L1 equilibrium point is found to shift

towards the Sun. The magnitude of this effect can be seen in Fig. 2.5. For particles with β > 0

placed at the conventional L1 point a shorter instability timescale will also be observed due to the

displacement from the equilibrium position.

30



2. STATIC CLOUD AT L1

A beneficial effect of increased β is that the gradient of the potential function, Eq. (2.6),

will be reduced around the new equilibrium point in comparison to the classical L1 point. This will

lead to improved stability if the dust cloud is positioned at this new point, though the effect that

the dust cloud has on the solar insolation reduction is likely to be reduced as a smaller solid angle

is subtended when viewed from the Earth.

It should be noted that it is assumed, for simplicity, that all particles within the cloud receive

the same incident solar radiation. In reality this would not be the case as the attenuation of the

solar photons would lead to a decreased value of FSRP for particles not at the Sun facing boundary

of the cloud and hence the effect of SRP would reduce. The magnitude of this effect would vary

depending on the size and level of insolation change required. For example, a relatively small cloud

may require a very large average attenuation of solar radiation and hence the particles at the Earth

facing boundary are likely to have a smaller β-value than expected. There may also be unforseen

side-effects due to other factors, for example the self gravity of the cloud or collisions between the

dust grains. For the cloud lifetimes associated with this scenario these factors should be small. A

large potential source for error is the mechanism by which the cloud is generated, for example the

initial velocity given to the particles. These issues will be discussed later in Chapters 4 and 7.

2.1.4 Transition matrix

Critical to this study is the ability to predict the motion of dust particles relative to the L1 point.

This is because the libration point is unstable and therefore particles will naturally drift away if

there is no control strategy implemented, as is the case for a passive dust cloud. The most efficient

method for determining the motion of a large group of particles is to generate a transition ma-

trix, Φ(t, t0), which describes the motion of the cloud as a whole. This is in contrast to methods

which propagate the equations of motion for each dust particle within the cloud individually. For

predicting the motion of large groups of particles the transition matrix method is more computa-

tionally efficient and is sufficiently accurate for small time periods. For example, the propagation

of a single particle over a period of 200 days requires a computational time of ≈0.1s. Assuming a

total of 1× 107 particles are propagated to give a sufficient spread, 11 to 12 days will be required,

without computing the reduction in solar insolation. The transition matrix maps the initial state

vector, X(t0), of each single dust grain into the state vector X(t), as in Eq. (2.18).

X(t) =

 x(t)

v(t)

 = Φ(t, t0)X(t0) (2.18)
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Figure 2.4: Variation in β with particle radius for an asteroid dust grain model as described by

Wilck and Mann in reference [110]. The vertical lines correspond to the mass requirement results

shown later in Fig. 2.13 and Fig. 2.14.
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where x(t) is position, v(t) is velocity and the transition matrix, Φ(t, t0), is defined by;

Φ(t, t0) =

 ∂x(t)
∂x(t0)

∂x(t)
∂v(t0)

∂v(t)
∂x(t0)

∂v(t)
∂v(t0)

 (2.19)

This transition matrix, Φ(t, t0), can be generated by numerically solving the initial value

problem:

Φ̇(t, t0) = A(t;X0)Φ(t, t0) (2.20)

with;

Φ(t0, t0) = I6 (2.21)

where Φ(t0, t0) denotes that initially all state vectors map over themselves, thus I6 represents a

6×6 identity matrix and A(t;X0) is the Jacobian matrix of the flow field of the dynamical system

evaluated over a reference trajectory [88]. The latter can be computed as:

A(t;X0) =

 0 −I3
G 2B

 (2.22)

where;

G =


Uxx Uxy Uxz

Uyx Uyy Uyz

Uzx Uzy Uzz

 (2.23)

is the Hessian matrix of the potential function, U , Eq.(2.6), and finally;

B =


0 1 0

−1 0 0

0 0 0

 (2.24)
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Hence the transition matrix describing the transformation of an initial state vector to a final state

vector with a large time step from t0 to time t can be generated [55].

As this method uses the first order approximation to the equations of motion, i.e. the lin-

earised dynamics around L1, there will be a loss of accuracy for an increased time step. An error

analysis between the method using the transition matrix and the propagation of the equations of

motion was performed to determine the maximum length of time for which useable results can be

generated. This concluded that for a particle with a displacement of 10,000 km from the equilib-

rium position, with zero initial velocity, an error in the region of 0.1%, 1% and 10% is achieved for

a final time of 56, 155 and 191 days respectively.

An example showing the movement of a 3,000 km radius cloud with a grain β-value of 0.061

is shown in Fig. 2.6. It can be seen that the motion of the cloud is away from the L1 point when

the initial position is displaced from the equilibrium point. The original cloud becomes stretched

with increasing distance from the equilibrium point as the relative dynamics of the particles varies

throughout the cloud as described by the state transition matrix, Eq. (2.19).

2.2 Solar Radiation Model

The solar radiation model (SRM) is used to determine the reduction in insolation due to the

presence of the dust cloud. The basic principle of the model is that the path length through the

cloud can be found for a line connecting a point on the Sun’s surface to a point on the Earth’s

surface. This path length is then used to calculate the fractional intensity reduction caused by the

passage through the cloud.

2.2.1 Model structure

The structure of the SRM can be seen in Fig. 2.7. The surface of the Earth and Sun will be divided

into segments with equal latitude and longitude spacing. At the centre of each segment there will

be a node, Fig. 2.8, which has a surface area and central co-ordinates. The flux contribution to

each Earth node provided by each Sun node can be calculated to determine the effect of the dust

cloud.

The flux emitted by the Sun node, I0, can be estimated using the following relation;
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Figure 2.6: Motion of a 3,000 km radius spherical cloud of particles displaced from the equilibrium

position for β = 0.061 in the x-y plane over a period of 50 days. The green dotted lines represent

the extent of the useful zone along the Sun-Earth line, in which solar insolation is reduced.

I0 = I�ΩEAE cos θ (2.25)

involving the solid angle subtended by an Earth node, ΩE , the area of the Earth node, AE , and

the angle of the line-of-sight to the Earth from the surface normal of the Sun, θ, and finally the

solar radiance, I�, of 2.01× 107 W m−2 sr−1.

The calculation of the solid angle subtended by the Earth node as seen from the Sun node

is simplified by assuming that the Earth segment is a flat rather than curved surface but with the

same area. The cross-sectional area of the sheet is then found by considering the angle of incidence

of the light path in relation to this sheet, which is the angle between the light path and the surface

normal, φ. The solid angle is then found by means of Eq. (2.26), using the distance between the

nodes r;
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ΩE =
AE cosφ

r2
(2.26)

Clearly more accurate simulations, as discussed later, will use a larger numbers of nodes.

This is because as the surface area of each node decreases the assumption of a flat sheet becomes

more accurate and also the angle θ will better represent the whole radiating segment. For the same

reason the estimation of the path length through the cloud will be more appropriate for the entire

surface segment.

2.2.2 Attenuation calculation

The key to the calculation of the flux received by the Earth node is the use of the Beer-Lambert

law for which the general case, Eq. (2.27), can be seen below;

I = I0e
−

∫
αgr(l)dl (2.27)

where I and I0 are the intensity of the attenuated and incident light, l is the path-length through

the cloud and the factor αgr is the extinction coefficient due to the scattering and absorption of

photons. A general approximation of this coefficient is the physical cross-section σgr of the particles

multiplied by their number density ρn. This, in addition to the assumption of homogeneous particle

size gives;

I = I0e
−σgr

∫
ρn(l)dl (2.28)

So that only the cloud number density is now required.

2.2.3 Static model

A static model was first constructed to test the principles of the SRM. The cloud at t0 is assumed

to be spherical with a homogeneous distribution of dust particles with zero velocity. Thus, the

particle density in the phase-space can be described as;
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ρ(x,v, 0) = δ(v(0)) ·H(rcloud − ||x(0)− xcentre||) (2.29)

where the Dirac-delta function δ(v(0)) describes the initial distribution of the velocity states of

the dust as starting from rest, and the Heaviside function H(rcloud − ||x(0)− xcentre||) defines the

volume of the spherical cloud of radius rcloud centred at xcentre. Here, and for the dynamic model,

the path length integral through the cloud, Eq. (2.28), is calculated by the use of a numerical

quadrature method. For the case of the static cloud the density variable is that described by Eq.

(2.29). Thus the solar flux transmitted from each Sun node to each Earth node can be calculated,

and hence the flux received by each segment of the Earth’s surface can be determined and an

intensity map can be constructed.

2.2.4 Dynamic model

For the case of a cloud that has been propagated using the transition matrix, the method involved

in calculating the path length is slightly different and can be described as follows:

Assuming that the dynamics of the dust cloud satisfies Liouville’s Theorem1, which is equiv-

alent to neglecting dissipation of energy by processes such as inelastic collisions, fragmentation or

coalescence, one can define the density on the phase space at time t as:

ρΓ(x,v; t) = ρΓ(φ−t(x,v); 0) (2.30)

where φ−t(x,v) denotes the flux of the system, or evolution of the state X(t) = [x(t) v(t)]T

over a time-span −t so that φ−t(x,v) is equal to [x(−t) v(−t)]T . This flux of the system can be

computed as described by Eq. (2.18), which requires the transition matrix, as seen in Eq.(2.19),

to be computed. Now, since the density of dust particles for a given time t is required, the phase

space density, ρ(x,v; t), must to be integrated over the velocity components at time t:

ρ(x; t) =

∫
Γ

ρΓ(x,v; t)dυ(t)

=

∫
Γ

ρΓ(φ−t(x,v); 0)dυ(t) (2.31)

1Liouville’s theorem states that the density of particles is constant along a trajectory in any given phase-space

i.e. the relative density is constant with time.
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where dυ(t) is the product of the one-dimensional differential components of the velocity, dvx ·dvy ·
dvz. Now, Eq.(2.31) can be rewritten using Eq.(2.29) as:

ρ(x; t) =

∫
Γ

δ(φ−t(x,v)v) ·H(rcloud − ||φ−t(x,v)r||)dυ(t) (2.32)

where φ−t(x,v)r and φ−t(x,v)v are, respectively, the components of the position and velocity of

the flux, φ−t(x,v). The integral in Eq. (2.32) can be solved using the Dirac delta definition by

substituting the infinitesimal volume of the phase space dυ(t) by:

dυ(t) =

∥∥∥∥ ∂v(t)

∂v(0)

∥∥∥∥ dυ(0) (2.33)

Thus resulting in;

ρ(x; t) =

∥∥∥∥ ∂v(t)

∂v(0)

∥∥∥∥H(rcloud − ||φ−t(x,v∗)r||) (2.34)

where v∗ is the solution of the equation φ−t(x,v∗)v = 0, such that δ(φ−t(x,v)v) = 1.

This definition of the density can then be substituted into Eq. (2.28) to enable the solar

insolation reduction to be found for any time.

2.2.5 Static model testing

To test the accuracy of the SRM, the average solar insolation over the Earth’s surface can be found

for different numbers of longitude and latitude nodes on the Sun’s surface whilst the number of

nodes on the Earth’s surface remains constant at 21 × 21. The results can be seen in Fig. 2.9.

This shows that as the number of nodes increases the solar constant levels off quickly to a value of

1381.9 W m−2. This value compares favourably against those found in the literature, e.g. 1367 W

m−2 [41] or 1371 W m−2 [32] as there is an approximately 1% difference at the highest number of

nodes used.

A similar test was carried out to determine the number of longitude and latitude nodes

required on both surfaces to provide a reliable result of the insolation change. This test essentially

aims to determine the node number where a further increase would lead to a negligible change in

the result. This was performed by placing a spherical cloud of radius 4,000 km with a grain size
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Figure 2.9: Average solar constant over the Earth’s surface obtained using the SRM for varying

numbers of longitude and latitude nodes on the surface of the Sun with 21×21 nodes on the Earth’s

surface.

0
40

80
120

160
0

40
80

120
160

1300

1320

1340

1360

   Number of 
Latitude Nodes

Number of 
  Longitude Nodes

S
ol

ar
 C

on
st

an
t [

W
m

−
2 ]

Figure 2.10: Average solar constant on the Earth’s surface calculated for varying node numbers in

a test of the SRM using a 4,000 km cloud placed at the L1 point.
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of 10 µm and number density of 110 m−3 at the L1 position. The average solar constant on the

Earth’s surface was then calculated for varying numbers of nodes on the surfaces of both bodies

with the number of longitude and latitude nodes being equal. The quadgk function in MATLAB,

using adaptive Gauss-Kronrod quadrature, is used for this process. The result of this test can be

seen in Fig. 2.10. This shows a similar shape to that seen in Fig. 2.9 and it can be concluded that

node numbers of 61×61 is the number required to produce a consistent result. The variation in the

result between this number of nodes and the highest used, 151 × 151 nodes, is of the order 10−5.

However, it is possible to use 21 × 21 nodes on the surfaces of both bodies with a variation from

the highest node result of the order of 10−4. The motivation for finding the minimum number of

nodes is to minimise the computation costs. For example, a simulation involving 41× 41 nodes on

each sphere requires 15 times more path length calculations in comparison to a 21×21 simulation.

Thus using 21× 21 nodes rather than 61× 61 nodes will considerably decrease the computational

requirement whilst maintaining an acceptable level of accuracy. As an example, to calculate a data

point shown in Fig. 2.13 or Fig. 2.14 for 21× 21 nodes requires 2.1hr to calculate whilst the same

point for 61× 61 nodes requires 143.5hr for a 3GHz processor.

2.3 Results

2.3.1 Stability analysis

This section will discuss the numerical quantification of the stability of the L1 point i.e. the length

of time a particle takes to drift away. This is necessary as the L1 point does not have Lyapunov

stability. The stability analysis begins by considering the simplest case, a spherical cloud of dust of

uniform density with a grain β-value of zero placed at the classical L1 point. For all cases considered

the initial velocity is assumed to be zero. For various radii of cloud the movement of a sample of

evenly spaced test particles can be observed using the transition matrix, Eq. (2.18). The lifetime

of a particle is then determined to be the length of time that it is in a position to block solar

photons near the Sun-Earth line. The boundary of this ‘useful zone’ can be seen in Fig. 2.6 and

Fig. 2.7. For cloud radii from 500-14,000 km the average lifetime of these test particles can be seen

in Fig. 2.11. The maximum size of 14,000 km was chosen as this is the approximate extent of the

useful zone at the classical L1 point. It can clearly be seen that the average lifetime of the particles

decreases significantly with cloud radius. This result sets a limit for later stability analyses as the

effect of SRP is not added. It is expected, therefore, that for the scale of dust grains investigated,

the average lifetime of the dust particles will fall below this level when the cloud remains at the

L1 point. In contrast, it is expected that the average lifetime of a cloud placed at the displaced
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equilibrium position should increase slightly with β due to the reduced gradient of the potential

function at this position.

The average lifetime of a cloud positioned at the L1 point for varying radii and β-values can

also be seen in Fig. 2.11. This shows that when SRP is taken into account the average lifetime of

particles within the cloud decreases significantly when placed at the classical L1 point, as expected.

This is irrespective of cloud radius, though the smaller clouds do show a slightly increased average

lifetime. As noted previously, this is due to the increased displacement from the classical equilibrium

point. In contrast, when a cloud is centred at the new displaced equilibrium point the average

lifetime increases with β, shown in Fig. 2.12. Again the smaller cloud radii have longer lifetimes.

This increased lifetime is due to the shallower gradient of the potential function caused by the

decrease in the effect of solar gravity as β increases. Comparing these results indicates that a cloud

placed at the displaced equilibrium point is likely to be a more mass efficient option. However, it

cannot yet be concluded that this equilibrium point is the most suitable position without taking

into account the engineering challenges involved. These aspects will be discussed later in Chapter

7.

2.3.2 Dynamic solar radiation model results

The key quantifiable parameter for this method of geoengineering is the cloud mass necessary to

create the required level of solar insolation reduction. This shall be presented in terms of the mass-

per-year of asteroid material required. This is calculated using the SRM as described in Sec. 2.2.4

which allows the path length through the cloud to be calculated for any given time. Hence, the

evolution of the reduction in solar insolation due to the cloud dynamics can be found for different

initial cloud and grain radii.

The results shall be found for dust clouds placed at the classical Lagrange point and the new

displaced equilibrium points created for different β-values of asteroid material. The initial clouds

are assumed spherical with sizes ranging from 1,000-12,000 km for five different grain sizes. These

grain dimensions are based on the investigation performed in [110] and can be found in Table

2.2, along with their corresponding values of β shown in Fig. 2.4. In terms of terrestrial aerosol

particles the three larger grain sizes correspond to relatively coarse particles, e.g. terrestrial silt

particles blown up by the wind. In contrast the smaller particles correspond to the size of condensed

gas particles. The distance by which the equilibrium point for the different particles is displaced

sunwards of the conventional L1 point can also be seen in Table 2.2.

Each result was calculated using 20 time steps with the length of each step being dependent
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Figure 2.11: Average lifetime of particles in a dust cloud positioned at the classical L1 point for

varying radii and values of β.
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Figure 2.12: Average lifetime of particles in a dust cloud positioned at the displaced equilibrium

point for varying radii and values of β.
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Grain Radius [µm] β Displacement [km]

32 0.005 2,500

10 0.018 9,000

3.2 0.061 32,000

0.32 0.772 950,000

0.1 0.751 875,000

Table 2.2: Grain radii simulated and the corresponding values of β and displacement of the equil-

brium position with respect to the classical L1 point.

upon the lifetime of the cloud. A steady state solution is then calculated using the combined effect

of the cloud at each time step by summing the relative phase-space densities, as in Eq. (2.34), for

the times used for each individual path.

I = I0e
−σgr

∫ t
t20

∫
ρ(l,t)dldt

(2.35)

= I0e
−σgr

∑20
t0

∫
ρ(l,tn)dl (2.36)

Following this, the initial density of the cloud was optimised to achieve the required 1.7%

insolation reduction when the attenuation is calculated. Subsequently, knowing the time step and

grain properties, the mass that is required to be ejected per year can be determined. The results for

all five grain sizes for clouds ejected at the L1 point can be seen in Fig. 2.13 and for the displaced

equilibrium position in Fig. 2.14.

In general, the result expected was that the larger particles, which have smaller values of β,

would require less mass per year due to their greater average lifetime. This is not the case however

and the decrease in grain size provides a greater mass saving than the longer lifetime of the larger

particles with the optimum solution occurring for the smallest grain radius of 0.1 µm.

For the optimum cloud radius of 4,000 km, which is similar to the stationary SRM result,

the mass requirement is 7.60× 1010 kg yr−1. In comparison to the method proposed by Struck [98]

this is a mass saving of several orders of magnitude. For this scenario the average mass ejection

rate must be of the order of 850 kg s−1. The feasibility of this estimate will be discussed later. The

results for the steady state solution for a cloud ejected at the equilibrium point show a similar shape

to the results shown in Fig. 2.13 with the optimum mass requirement being 1.87× 1010 kg yr−1.
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Figure 2.13: Mass requirement of dust for the steady state solution of clouds ejected at the L1 point

for varying initial cloud radii for the five grain β-values used.
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Figure 2.14: Mass requirement of dust for the steady state solution of clouds ejected at the new

displaced equilibrium points of the four grain β-values used for varying initial cloud sizes.
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Figure 2.15: Variation in insolation reduction expected during the activation phase of the geoengi-

neering method for the case of a cloud of 32 µm and 3.2 µm sized grains placed at the L1 point for

a final insolation change of 1.7%.

The result for the case of a 0.1 µm grain is clearly more optimal than for larger grains in

more than just the mass requirement. Since the effective lifetime of smaller particles is shorter the

steady state will be achieved sooner and is thus a more immediate solution. Figure 2.15 shows the

time to achieve a steady-state for grain radii of 3.2 µm, this value is shown rather than for 0.1 µm

for clarity, and 32 µm where at each time step a new cloud is released. As can be seen, the 3.2 µm

case reaches the desired insolation change in approximately 20-30 days whilst the 32 µm case takes

of the order of 100 days. For a grain size of 0.1 µm this falls to approximately 10 days.

The same principle applies to the deactivation period for the cloud. When geoengineering

is no longer required, or if the cloud proves to have unforeseen side-effects on the Earth’s climate

and must be discontinued, then the lower grain size cloud will be beneficial since the cloud will

disperse in a much shorter time. This will not apply to a scheme where the cloud is released at the

classical equilibrium point however, as the smaller particles are likely to have a longer lifetime.

The change in insolation seen in Fig. 2.15 is highly uneven. This is due to the periodic

46



2. STATIC CLOUD AT L1

Figure 2.16: Percentage insolation reduction over the surface of the Earth for the steady state

solution of an initial cloud of radius 4,000 km and grain size of 0.1 µm released at the classical L1

point.
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Figure 2.17: Percentage insolation reduction over the surface of the Earth for the steady state

solution of an initial cloud of radius 4,000 km and grain size of 0.01 µm released at the displaced

equilibrium point.
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mass ejections used to generate the steady state condition. A steady state condition based on a

continuous ejection of mass would eliminate this ‘flickering’ effect.

A map showing the insolation change over the Earth’s surface for a cloud of radius 4,000 km

and grain size 0.1 µm released at the L1 point and the new displaced equilibrium point for 61× 61

nodes on the surface of each body can be seen in Fig. 2.16 and Fig. 2.17. It should be noted that

the tilt of the Earth’s axis is not taken into account and the axes labelled ‘Latitude” refer to a

reference sphere with its equator parallel to the ecliptic plane. The correspondence to the Earth’s

latitude and time of day will change over the course of a year due to the tilt and orientation of the

axis of rotation of the Earth. The results in terms of this motion will be discussed in Sec. 6.4. As

can be seen, the schemes where the cloud is released at the new displaced equilibrium point show a

more symmetrical pattern. The insolation appears evenly spread as the cloud is initially positioned

directly along the Sun-Earth line. This is additionally caused by the largest dispersion of the cloud

occurring within the ecliptic plane whilst dispersion does not occur along the z-axis. The insolation

change map for the case of a cloud released at the classical L1 point shows a different pattern.

Here the insolation change is shifted towards one side of the Earth due to the movement of the

cloud away from the initial position being in one direction. This will lead to greater shading in the

‘morning’ region of the Earth. The possible effects of uneven shading will be discussed further in

Sec. 6.

2.3.3 Anticipated accuracy

A final issue concerning the accuracy of the methodology proposed here can be tackled by com-

paring the particle evolution by using both the transition matrix and direct propagation of the

equations of motion, Eq. (2.5). The results show that high β-value clouds are significantly ef-

fected by propagation error, accumulating averages of 10% error after only a few tens of days.

Fortunately, on the steady state solution the dust that has been drifting for these periods only

contributes less than 5% of the solar insolation reduction, thus the overall accuracy of the method

is not compromised.

2.4 Discussion

From Sec. 2.3 the mass of asteroid material required to create an insolation reduction of 1.7%

for dust clouds placed at the classical Lagrange point and new displaced equilibrium point has

been calculated to be 7.60× 1010 kg yr−1 and 1.87× 1010 kg yr−1 respectively. This is considerably
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lower than the dust cloud methods suggested by Struck [98] and Pearson [79]. It is also in line

with the solid reflector/refractor proposals by Angel [5] and McInnes [69] whilst reducing the

need for manufacturing considerably. As well as mass, the first order feasibility of these different

methods can be compared using the energy required to be placed in the required position. This

shall be discussed in the following section. A discussion of the engineering requirements of the

different cloud generation mechanisms will be discussed to determine the feasibility of this, and

other SBGE, methods in Chapter 7.

2.4.1 Comparison to previous proposals

The estimates of the energy required for launch, or material transport, energy required for each

of the proposals discussed in this section can be seen Table 1.1. The energy required to launch

a 2,100 kg spacecraft, with 1,000 kg payload, to the L1 point using a mass driver is estimated

by Angel to be 6.35× 1011 J [5]. Given the total system mass of 2.0× 1010 kg for the refractor

method proposed by Angel results in a total energy requirement to launch of 1.27× 1019 J. It can

be assumed that the solid reflectors proposed by McInnes can be launched in a similar fashion, thus

giving an energy requirement of 1.78× 1020 J, from a total system mass of 2.6× 1011 kg. To supply

the material for the dust cloud method described in this Chapter would require 1.19× 1019 kg yr−1

and 4.83× 1019 kg yr−1 for the displaced equilibrium position and classical L1 position clouds

respectively. The annual global energy consumption in 2009 was 8.353 Mtoe2[45], which equates to

3.5× 1020 J. Thus, at current levels of energy consumption, the dust cloud method would require

in excess of 3.4% of the global energy budget if launched with mass drivers from Earth. This figure,

for the dust cloud method as well as the other methods mentioned in this section, does not include

the energy required for the manufacture, maintenance and operation of the SBGE method.

Struck comments on the capture of comets or use of lunar material as possible sources for

the dust cloud. A lower bound on the energy required to re-position a comet can be made for the

proposal by Struck by computing the change in Jacobi constant associated with the transfer of

material. The Jacobi constant is expressed as;

C = V 2 − 2U (2.37)

where V is the speed of the object and U is the gravitational potential described in Eq. (2.6). For

this calculation it is assumed that the object is stationary at both the initial and final positions.

2A common unit of energy is tonnes of oil equivalent (toe) and is the approximate amount of energy released

upon the consumption of one tonne of crude oil. This value is equivalent to 41.87GJ [45].
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The transfer of material from the Sun-Earth L4/L5 points to the Earth-Moon system is assumed

to occur in two phases. First a transfer from the Sun-Earth L4/L5 points to the Sun-Earth L1

point, after which the object is assumed to be in the Earth-Moon system. Then, the change in

Jacobi constant between the Earth-Moon L2 point and L4/L5 points is considered as a worst case

scenario. The energy required for the first phase is 0.79 MJ kg−1 with an additional 0.19 MJ kg−1

being required within the Earth-Moon system. For the total system mass of 2.1× 1014 kg the

energy required for the transfer is 2.06× 1020 J. Alternatively, the energy required to overcome

the gravitational potential associated with moving an object from the surface of the Moon to

the Earth-Moon L4/L5 points can be determined. Using the lunar escape velocity of 2.37 km s−1

gives an energy of 5.90× 1020 J though in reality a greater mass will be needed to account for the

spacecraft that are required to deliver the lunar dust. By following the methods used by Angel [5]

for a mass driver but neglecting losses due to atmospheric drag and the associated shielding gives

an energy of 4.6× 1021 J.

The energy requirement for the two proposals made by Pearson [79] for a dust ring and

satellite ring can similarly be estimated using the methods described by Angel [5]. These energies

are 2.0× 1018 J and 1.0× 1021 J for the satellite ring and dust ring respectively. These energies are

optimistic in the respect that the atmospheric drag is likely to be greater than calculated. This is

because to achieve the orbital radius required of 1.2-1.6 times the radius of the Earth the elevation

of the mass driver tube will be much lower than for a transfer to L1. In comparison, for the dust

ring, the energy required to capture the material in the form of a near Earth object is 8.9× 1019 J.

This was calculated in a similar way as the estimate for the Earth-Moon system dust cloud. First

a transfer to the Sun-Earth L1 point was calculated followed by a transfer to an Earth orbit in the

Sun-Earth CR3BP. The Jacobi constant was averaged over an entire orbit for an orbital radius

of 10,250 km. An additional factor must be added to the energy of the particle ring. This is the

energy required to capture two shepherding asteroids, the upper mass of which is 1.4× 1011 kg.

This will add an extra 5.4× 1018 J to the dust ring energy.

A similar estimate can be used to determine the energy required to manoeuvre the necessary

mass of asteroid material to the L1 position for the method proposed in this paper. Assuming that

geoengineering is required for a minimum duration of 10 years the energy required to capture

the required material is approximately 1.5× 1017 J. This figure will be increased when the energy

required to launch the spacecraft used to capture the NEA is taken into account but this can be

assumed to be negligible in comparison to the mass of the asteroids. The method of geoengineering

proposed in this chapter can be seen to have a lower energy requirement than other proposals.

As a comparison, the energy required for this proposal is equivalent to the maximum generation

capacity of the Three-Gorges Dam running continually for approximately 3 months. Using the same

comparison, the mass of concrete used to construct the Three-Gorges Dam is in the region of 1010 kg
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[60]. Hence the geoengineering schemes discussed here will be large-scale ventures, highlighting why

the engineering demands of space-based geoengineering must be reduced.

2.5 Conclusion

In this Chapter a method of geoengineering has been investigated that involves the use of large

clouds of dust placed in the vicinity of the L1 point as an alternative to the use of thin film

reflectors. It has been concluded that the mass requirement for a cloud placed at the classical

L1 point, to create an average solar insolation reduction of 1.7%, is 7.60 × 1010 kg yr−1 whilst a

cloud placed at a displaced equilibrium point created by the effect of solar radiation pressure is

1.87× 1010 kg yr−1. These mass ejection rates are considerably less than the mass required in the

methods proposed in [98] and [79] and are comparable to the thin film reflector methods proposed

in [5], [69] and others. It has also been shown that the energy required to position the method

proposed here at the L1 position is less than other methods.

The method described here assumes an initially static dust cloud. In Chapter 7 this will

be shown to be difficult to accomplish, though as will also be discussed in Chapter 3 it may be

possible for small dust clouds. Therefore, the effect that the initial velocity has on the evolution of

the dust cloud must be investigated. This shall be discussed in the following chapters.
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Chapter 3

Gravitationally Anchored Dust

Cloud at L1

The concept of an L1 positioned dust cloud for geoengineering has been described in the previous

chapter. These methods use the dynamics of the CR3BP and do not take into account the mass of

the asteroid from which the dust cloud is generated. This is a logical assumption for small asteroids.

However, there are many asteroids in the population of near Earth objects that have a considerable

mass. This mass can be accounted for using four-body dynamics and the resultant effect on the

gravitational potential in the vicinity of the L1 point can be observed. These dynamics can be seen

to generate a zero velocity curve which bounds the asteroid and within which dust grains ejected

from the asteroid will remain trapped if ejected below the escape velocity. This will gravitationally

anchor a dust cloud in the vicinity of the L1 point which can be then used for geoengineering. The

methods required to generate such an anchored dust cloud will be discussed in this chapter as well

as a combined method of geoengineering that uses the dynamics described in Chapter 2 to utilise

any escaping particles.

3.1 Four-Body Problem

The dimensionless equations of motion of a dust grain in the circular restricted Sun-Earth three-

body problem (CR3BP) were defined in Sec. 2.1. These equations can be modified to define a

circular restricted four-body problem (CR4BP) which includes a small asteroid captured at L1.

Assuming that the effect of the asteroid on the Earth’s orbit is negligible and the asteroids gravity
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Figure 3.1: Four-body problem with Sun mS, Earth mE, asteroid mA and dust particle m.

field is homogeneous the new effective potential is defined by;

U =
1

2

(
x2 + y2

)
+

1− µ
ρ1

+
µ

ρ2
+

γ

ρ3
(3.1)

The parameter γ is the mass fraction of the asteroid in relation to the mass of the three-body

system, γ = mA/(ms + mE), and µ is the mass ratio of the Earth to the mass of the Earth and

Sun, µ = mE/(ms + mE). The scalar distances ρ1, ρ2 and ρ3 are the separations between the

primary and secondary bodies, the asteroid and dust particle respectively, as shown in Fig. 3.1,

and can be defined as;

ρ1 =
√

(x+ µ)2 + y2 + z2 (3.2)

ρ2 =
√

(x+ µ− 1)2 + y2 + z2 (3.3)

ρ3 =
√

(x− x3)2 + y2 + z2 (3.4)

When the gravitational potential of a body placed at the classical L1 point is considered,

two new collinear equilibrium positions appear. These can be found by substituting the potential

function of the CR4BP, seen in Eq. (3.1), into the equations of motion defined in Eq. (2.5). The
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location of the equilibrium positions along the x-axis can be then found by setting y = z = 0 and

ẍ = ẏ = 0, thus resulting in the following equation:

x : x− 1− µ
(x+ µ)2

+
µ

(x+ µ− 1)2
± γ

(x− x3)2
= 0 (3.5)

The new collinear equilibrium positions are located on either side of the classical L1 position, as

shown in Fig. 3.2 and Fig. 3.3. These new equilibria, like the conventional L1 position, are unstable,

but will bound the asteroid, thus approximating the size of the dust cloud. Similar to the previous

work, small dust grain sizes will be used and therefore the effects of SRP must be included by

the addition of the factor β to the equations of motion to reduce the effective mass of the Sun by

(1− β).

3.2 Zero Velocity Curve

Assuming that the asteroid is rotating in the same plane as, and in phase with, the CR3BP the

speed of a particle in the restricted 4-body system can be described by the Jacobi integral as;

V 2 = 2U(x, y, z)− C (3.6)

where V is the particle speed and C is the Jacobi constant. Since kinetic energy can only be strictly

positive, it follows from Eq. 3.6 that the particle can only move within a region delimited by a zero

velocity curve (i.e., when the right hand side of Eq. 3.6 vanishes). This constraint can then be used

to investigate the size of the region around the third body, the asteroid at L1, where a particle can

become trapped if the energy, or Jacobi constant, of the particle is not large enough for escape. It

is assumed that within this region particles are collisionless, as will be confirmed later. Clearly, the

maximum enclosed volume will be found for a zero velocity surface with a Jacobi constant equal

to that of one of the new equilibrium points in the CR4BP. Combining Eq. (3.1) and Eq. (3.6),

the Jacobi constant can be expressed as;

C = x2 + y2 + 2

(
1− µ
ρ1

+
µ

ρ2
+

γ

ρ3

)
(3.7)
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where x3 is the position of the asteroid, again shown in Fig. 3.1. Noting that the equilibrium points

lie on the x-axis, i.e. y = 0, the Jacobi constant for these positions can be found using Eq. (3.7).

By numerically solving Eq. 3.7 to find the positions of the new equilibrium points for a body

of a given mass, these two values of C can be then found. The surfaces that arise from this analysis

can then be plotted in the CR4BP, two examples of which can be seen in Fig. 3.2 and Fig. 3.3

for an asteroid with a mass of 1 × 1015kg placed at the classical L1 position for β = 0 and for

β = 0.001 respectively. It can be seen that for even small values of β the shape of the zero-velocity

curve becomes distorted and shrinks in size. It is also observed that only one of the two equilibrium

positions will have a Jacobi constant that creates a surface that fully bounds the asteroid position,

which is of particular importance for the case of the asteroid placed at the L1 point. The fully

bounding surface corresponds to the equilibrium point with the higher Jacobi constant which will

be termed the critical Jacobi constant, Ccrit.

The volume and approximate width of the zero velocity surfaces for a selection of near Earth

asteroids, discussed later, can be seen in Fig. 3.4. An asteroid at the classical L1 position and the

displaced equilibrium position is considered. The displaced position accounts for the radiation

pressure perturbation on the dust grains and ensures that a large zero velocity curve still exists.

The volume enclosed within the zero velocity surface, VZV C , can be determined by noting that

within the bounded volume the Jacobi constant will be higher than the value of Ccrit. The Heaviside

function can then be used in a numerical integration as follows;

VZV C = 4(xS,2 − xS,1)ySzS

∫ xS,2

xS,1

∫ yS

−yS

∫ zS

−zS
H(C(x, y, z)− Ccrit)dzdydx (3.8)

where xS,1 is the distance between the asteroid position and the bounding equilibrium position and

xS,2 is the distance to the point on the zero velocity surface on the opposite side to the equilibrium

position where the Jacobi constant is equal to Ccrit for y = z = 0. The factors yS and zS are the

maximum width of the zero velocity curve in the y and z axes over the range of x values and are

determined by finding where Eq. (3.7) equals Ccrit first for z = 0 to find yS and subsequently for

y = 0 to find zS . Since the zero velocity surface is symmetrical about the x-axis only the volume

integral is multiplied by (xS,2 − xS,1)2yS2zS to find the final volume.

The absence of results for the classical L1 case for small asteroid masses in Fig. 3.4 arises

because the contour with the Jacobi constant of the equilibrium positions no longer bounds the

asteroid surface. As expected both the width and volume enclosed is higher for an asteroid placed

at the new displaced equilibrium position. Hence it can be concluded that, to maximise the inso-
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lation reduction possible, an asteroid should be positioned at the slightly displaced equilibria. The

feasibility of achieving this will be discussed in Sec. 3.3.1.

3.3 Effect on Solar Insolation

3.3.1 Asteroid selection

The effect that the dust cloud, confined by the zero velocity surface, has on the solar insolation

has been determined for a set of real asteroids. Firstly, in order to assess the best set of candidates

for the geoengineering scheme proposed, a complete list of near Earth objects was retrieved from

the NASA NEO program database1. Even if only the absolute magnitude of each object is known,

the approximate mass of each near Earth asteroid can be estimated by means of the Bowell et al.

relation [20] and assuming an average density and albedo (i.e. 2,600 kg m3 and 0.154 [29]). Then,

the minimum ∆v of the Lambert-arc connecting the asteroid and the Earth is optimised for the 250

largest objects, which includes all objects larger than 1× 1013kg. A global optimisation procedure

is used to select the optimal Lambert arc conditions to transfer the asteroid to an Earth-like orbit.

The design parameters of the optimisation are the true anomalies at both departure and arrival.

A global optimisation method is used that blends a stochastic search with an automatic solution

space decomposition technique [105, 106]. Next, a Pareto front with the largest objects and lowest

transfer impulse (i.e. I = mA∆v as a measure of incremental engineering effort) can be constructed

leaving a set of 28 candidates as gravitational anchors. The Pareto front is shown in Fig. 3.5 and

provides the list of the, a priori, most efficient asteroids to capture with masses ranging from

1 × 1013kg to the largest known near Earth asteroid mass of approximately 1.3 × 1017kg for the

asteroid 1036 Ganymed. The impulse obtained from the Lambert arc method is used here as a

sorting parameter only, since we envisage continuous low thrust used for capture.

The masses of these near Earth asteroids range from 1×1013−1.3×1017kg. It was previously

stated that the optimum position is likely to be the displaced equilibrium position to compensate

for the radiation pressure on the dust grains. However, it must be determined whether it is feasible

for asteroids of such large mass to be so displaced. The acceleration required to maintain the

position at the displaced equilibrium position for a value of β of 0.005, corresponding to a physical

displacement of 2,500km, can be determined using Eq. (2.5) by assuming ẏ = ẋ = 0. This gives a

result of 9 × 10−7 ms−2, which is small, as would be expected. However, when the force required

to maintain the position is calculated the displaced equilibrium point appears challenging. The

force required for the largest asteroid Ganymed is 1.17× 1011 N whilst the force required for the

1Data available online at http://neo.jpl.nasa.gov/ [retrieved 11/2010].
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Figure 3.2: Contour plot showing the variation in the effective potential of the four-body problem

for a body of mass 1×1015kg placed at the conventional L1 point for β = 0, with bold lines showing

the contours with the Jacobi constant of the equilibrium points.
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Figure 3.3: Contour plot showing the variation in the effective potential of the four-body problem

for a body of mass 1× 1015kg placed at the conventional L1 point for β = 0.001, with the bold line

showing the contour with the Jacobi constant of the equilibrium point that encloses the asteroid.
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Figure 3.4: The width of the zero velocity curve and the volume it encloses for a selection of asteroid

masses placed at the conventional L1 point and new displaced equilibrium positions assuming grains

with a value for β of 0.005. Each data point represents an asteroid from the NASA NEO program

database.
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Figure 3.5: Impulse required for capture to the L1 point for the population of near Earth asteroids

with masses above 1× 1013kg with a Pareto front showing the optimum bodies for capture.
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smallest asteroid is 9 MN, a figure similar to capabilities of current launch technology, though it

still cannot be seen as feasible. The insolation change for both positions shall be calculated as a

comparison.

The maximum possible change in solar insolation was calculated for the masses on the Pareto

front for both positions for a dust grain size of 32µm, equivalent to a β value of 0.005 [110]. This

grain size was initially chosen as representative of real material and, as the largest of the grain

sizes investigated by Wilck and Mann [110], will lead to the least distortion on the zero velocity

curve at L1 and thus will give the largest enclosed volume of the grain sizes. Larger grain sizes will

be discussed later in Sec. 3.3.4.

3.3.2 Solar radiation model

The insolation reduction was computed using the solar radiation model (SRM), described previ-

ously in Sec. 2.2, which uses the Beer-Lambert law to calculate the attenuation experienced by a

beam of photons travelling through the dust cloud. In contrast to the previously discussed SRM,

this version uses the value of the Jacobi constant, of the bounding equilibrium position Ccrit, to

determine whether a point along the integration path is within the cloud in order to determine the

attenuated path length. This can be expressed mathematically as:

l =

∫ X(xS,2)

X(xS,1)

H(C(x, y, z)− Ccrit)dl (3.9)

where X(xS,1) and X(xS,2) are the start and end points of the integration path (corresponding with

the maximum extent of in x of the ZVC), with x, y and z components, between the respective Sun

and Earth nodes, discussed in Sec. 2.2.1, and correspond to the values of x that set the limits of the

zero velocity curve, xS,1 and xS,2. A matrix can be generated containing the path lengths through

the cloud when passing between each Sun node to each Earth node and, since the distribution of

dust grains within the zero velocity curve is assumed to be homogeneous, the Beer-Lambert law

describing the attenuation will reduce to its basic form for each path:

I = I0e
−σgrρnl (3.10)
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with σgr being the cross sectional area of a single grain and ρn being the number density of particles

within the zero velocity curve. Using the matrix of path lengths the total insolation reduction can

be estimated for a given value of ρn by applying Eq. (3.10) to all paths.

3.3.3 Results for Rgr = 32µm

Initially, where the maximum achievable insolation reduction is desired, it is assumed that all

light passing through the zero velocity curve is blocked, implemented by setting ρn =1× 1099 m−3.

These results, Fig. 3.6, show a linear trend on a log-log plot with the maximum insolation reduction

of 6.58% being achieved for the asteroid Ganymed at the displaced equilibrium position, as was

expected, with a maximum insolation reduction of 3.3% for the L1 position for the same asteroid.

This result meets the required 1.7% reduction in solar insolation required to offset expected climate

change [39]. The maximum change in solar insolation reduces significantly for the next largest

asteroid, to 1.42% and 0.42% for the displaced equilibrium and L1 positions respectively. These

values do not meet the required 1.7% insolation reduction noted previously to offset anticipated

global warming. However, these results, and some of the insolation reductions achieved by the

next few asteroids, could still be significant enough to be considered as part of a portfolio of

geoengineering schemes. The smallest asteroids considered, with a mass in the region of 1013-1014 kg

are capable of offsetting the 1-2 W m−2 variation in solar insolation experienced over a solar cycle

[101, 111] though are not capable of contributing significantly to a space based geoengineering

scheme.

3.3.4 Results for Rgr > 32µm

As discussed previously, positioning a sizeable captured asteroid at the displaced equilibrium po-

sition is likely to be challenging due to the large station-keeping force required. Therefore, the

potential for insolation reduction at the conventional L1 position must be maximised. Since the

zero velocity curve at the L1 point quickly disappears as β increases, the use of dust grains much

larger than the 32µm previously investigated will now be discussed. Figure 3.7 shows the variation

in maximum insolation reduction for the asteroid Ganymed for increased grain radii. As well as

for the mean Sun-Earth distance, the maximum insolation reduction was also calculated for the

separation of the Earth and Sun at aphelion and perihelion. This was achieved using the same

model as described in this chapter by simply altering the mean distance to the perihelion and

aphelion distances of 0.983 AU and 1.017 AU respectively. The results shown in Fig. 3.7 show that

as the grain size increases, and β decreases, the maximum insolation reduction can be seen to
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Figure 3.6: Maximum insolation change available for the masses of the asteroids on the Pareto

front situated at the displaced equilibrium position and the classical L1 point.
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Figure 3.7: Maximum insolation reduction for the asteroid Ganymed at the L1 position for the

Sun-Earth distance at perihelion and aphelion and the mean distance for grains sizes of 32µm and

above. Also shown is the maximum insolation reduction for the same asteroid placed at the dispaced

equilibrium position for a grain size of 32µm.
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increase significantly before levelling off for the largest grain radii assessed, at a level similar to

the equilibrium case. This is because as β decreases the zero velocity curve shape will resemble the

equilibrium position shape and volume as seen in Fig. 3.2.

A similar analysis can be carried out for the next largest asteroid Eros to determine the

maximum potential insolation reduction of the L1 position. It can be seen that the insolation

reduction at the L1 point can be improved by the use of larger grain sizes, though as the maximum

reduction at the displaced equilibrium position is less than 1.7%, the maximum for the L1 position

will similarly be less than the desired amount. Nevertheless it can be shown that the geoengineering

potential is close to the amount necessary and can therefore be considered as an option to provide

a large portion of any insolation reduction required.

The negative aspect of the increase in grain size is the reduction in efficiency associated

with a decrease in area-to-mass ratio. Therefore, a greater mass of dust grains is required to block

the same level of sunlight. The fraction of the asteroids Ganymed and Eros that must be used,

assuming no loss of particles (an assumption that will be discussed in Sec. 3.4), can be seen in

Fig. 3.8. To achieve the maximum insolation reduction for the largest grains would require a mass

greater than that of each asteroid, whilst to achieve an insolation reduction of 1.7% for Ganymed,

the mass fraction does increase though remains many orders of magnitude less than the mass of

Ganymed itself.

3.3.5 Insolation reduction map

Finally, the reduction in insolation over the Earth’s surface, calculated using the SRM described

previously, can also be shown. In contrast to the SRM used in Chapter 2, this version requires a

higher fidelity due to the potentially small size of the zero velocity surfaces, as shown in Fig. 3.4. In

this instance a minimum of 101×101 nodes were used on each body with this resolution increasing

for the lower mass asteroids. The insolation reduction for the asteroid Ganymed at the equilibrium

position and the classical L1 point is shown in Fig. 3.10 and Fig. 3.11 respectively. It can be seen

that the insolation reduction is relatively flat when close to the centre of the Earth for both cases,

whilst towards the limbs the insolation reduction decreases significantly. This is because the zero

velocity curve is centred along the Sun-Earth line and so many photons emitted towards the limbs

of the Sun will pass without being attenuated. This is in contrast to the method described in the

previous chapter where the dust grains will cover a larger region away from the Sun-Earth line due

to the motion in the CR3BP, thus creating a greater spread of the insolation reduction over the

surface.
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Figure 3.8: Mass fraction of the dust cloud necessary to achieve the maximum insolation reduction

possible for the asteroid Ganymed and Eros and a 1.7% reduction for the asteroid Ganymed for

grain sizes larger than 32µm. Also shown is the corresponding values for β.
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Figure 3.9: Maximum insolation reduction for the asteroid Eros at the L1 position for the Sun-Earth

distance at perihelion and aphelion and the mean distance for grain sizes of 32µm and above. Also

shown is the maximum insolation reduction at the displaced equilibrium position for a grain size of
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Figure 3.10: Maximum reduction in insolation over the Earth’s surface for the zero velocity curve

generated by the asteroid Ganymed at the displaced equilibrium position for a β value of 0.005.
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Figure 3.11: Maximum reduction in insolation over the Earth’s surface for the zero velocity curve

generated by the asteroid Ganymed at the classical L1 point with a β value of 0.005.
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3.4 Discussion

3.4.1 Loss mechanisms

Of importance to this method of geoengineering is knowledge of the lifetime of the dust grains

within the zero velocity curve. There are several possibilities for natural loss of material from the

dust cloud. These include re-contact with the surface of the asteroid, variations in solar intensity,

particle collisions leading to a spread of velocities, with an energetic tail reaching escape, and

finally the escape of material smaller than the designed grain radius when assuming a certain size

distribution.

It has previously been assumed that the particles within the zero velocity curve are col-

lisionless, thus implicitly assuming that no particle ejected with a velocity less than the escape

velocity will escape. A short calculation will follow to prove this assumption. To achieve an in-

solation change of 1.7% it is found that a homogeneous number density within the zero velocity

curve, at the displaced equilibrium position, of 29 m−3 is required. This was determined by using

the fminsearch function in MATLAB to optimise the value of ρn for a target insolation reduction

of 1.7% using the method described in Sec. 3.3.2. If it is assumed that the particles move as a gas

a mean free path of approximately 2,500 km can be calculated using Eq. (3.11);

λ =
1

4πR2
grρn

(3.11)

where Rgr is the grain radius. The escape velocity from the surface of Ganymed, assuming a radius

of 31.7 km, can be calculated using Eq. (3.6) to be 23.3 m s−1. Using this value the collision time

scale can be determined as follows:

τ =
λ

Vcrit
(3.12)

where Vcrit is the ejection velocity required to reach the zero velocity curve. This results in a

collision timescale of 1.3 days. It is therefore assumed that the relaxation time of the particles will

be greater than their lifetime limited by other process, as will be discussed later, thus validating

the assumption of collisionless particles.
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It has been stated previously that the effect of solar radiation pressure is the dominant

perturbation on the dust grains. In addition, as the variation in solar insolation over the course of

the solar cycle is only 1 − 2 Wm−2 [101, 111], it is assumed that the effect that this has on the

possible loss of material is negligible. The eccentricity of the Earth’s orbit around the Sun will have

a noticeable effect on the size of the zero velocity curve around the asteroid. When placed at the

conventional L1 position the volume, as calculated using Eq. (3.8) at perigee and apogee, varies by

±5% with respect to the mean volume with a corresponding variation in the maximum insolation

reduction of ±0.1%, calculated using the solar radiation model. This fluctuation in volume will

not lead to any loss of material as the Jacobi constant of the bounding zero velocity curve will not

change and hence the dust grains will remain bound.

Loss of material due to the size distribution of the dust grains is likely. The grain sizes

below those desired will have a greater value for β and thus the size of the zero velocity curve

will decrease, thus decreasing the effectiveness of these smaller particles. In addition, as the grains

will be ejected with a similar velocity, the smaller dust grains will have an energy above that of

the bounding Jacobi constant and thus are likely to escape. For example, assuming a log-normal

distribution, Eq. (3.13), with a mean of µlog = −10.34 and standard deviation of σlog = 0.25, 21%

of the mass ejected has a radius below 32µm and hence is likely to escape. Conversely for a greater

standard deviation of σlog = 0.5, only 6.5% will escape due to the mass being dominated by the

larger particle sizes. The distribution can be modelled as;

fµlog,σlog (Rgr) =
1

Rgrσlog
√

2π
e
− (lnRgr−µlog)

2

2σ2
log (3.13)

where fµlog,σlog (Rgr) represents the probability density function.

3.4.2 Grain lifetime

The motion of dust grains around an asteroid is a non-trivial problem as discussed by Scheeres [89],

where it is noted that the majority of particles randomly ejected, in a simulation of a meteorite

impact, will fall into one of two short-lived classes of orbit; immediate re-contact or immediate

escape. As the escape velocity is known then this second category can be avoided and therefore

avoiding immediate re-impact is the most important issue. The large range of random velocities

that fall into the immediate re-impact category is due to the origin of the orbit being on the surface

of the asteroid. Other classes of orbit exist and are expected to be more long-lived, up to the region

of hundreds of days, and are achieved through the specific selection of the initial conditions [91]. It
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is assumed here that the grains can be given the correct ejecta velocity to achieve long-lived orbits

whilst it is conservatively assumed that the grains with a β value greater than 0.005 will escape

very quickly.

Previously, it has been shown that the collision timescale is long and thus it can be assumed

that the velocities of the grains will not follow a Maxwell-Boltzmann distribution, meaning there

will be little spread in their speed. Therefore, it is assumed that this will have a negligible effect

on particle escape. For the grains that escape due to higher values of β the useful lifetime will be

greater than their lifetime within the zero velocity curve as they will be in a position to block solar

radiation for approximately 50 days after escape [12].

An approximate calculation can now be made of the rate that material must be ejected from

the surface to achieve the required 1.7% reduction in insolation. The number density of particles

of radius 32µm required at the L1 point is 120 m−3 giving, for a total volume of 1× 1019 m3, a

cloud mass of 6× 1011 kg. Scheeres shows that for the asteroid Toutatis orbits exist with a lifetime

of several hundred days and possibly up to several years, with a specific example given of an orbit

with a lifetime of 257 days [91]. Here, it will be assumed that dust grains will have a lifetime of 180

days before re-impact or escape, giving an ejection rate of 1.4× 108 kg hr−1. As a comparison to

the thrust required to maintain the asteroid at the displaced equilibrium position, this ejection rate

gives a force of 0.9 MN, assuming ejection in one direction only. This is much less than the required

thrust to maintain a position at the displaced equilibrium point for the asteroid Ganymed. However,

it would contribute 10% of the required thrust to maintain a displaced position for the smallest

asteroid mass considered. The reduced efficiency of the system due to the dust size distribution

can be approximated. For a log-normal mean of µlog = −10.34 (32µm) and standard deviations

of σlog = 0.25 and σlog = 0.5 the mean masses are 1.4m32µm and 3.2m32µm respectively, where

m32µm is the mass of a grain with a radius of 32µm, whilst the ratio of the mean cross-sectional

area of the distribution and that of a 32µm radius particle are 0.81 and 1.42. This gives final

ejection rates that are 1.7 and 2.2 times larger than the nominal case. These mass ejection rates

are large, however, should the technology become available to capture such an asteroid become

available these mass ejection rates may not be unfeasible.

3.4.3 Contribution of escaped grains to the insolation reduction

The contribution that this loss of mass from the zero velocity curve has on the reduction of

insolation can be estimated using the model described in Chapter 2. The reduction in insolation

for a cloud with an initial size equal to that of the zero velocity curve can be calculated and weighted

proportionally to the escape lifetime of dust. This can then be combined with the calculation for
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the insolation reduction of the zero velocity curve and the number density of grains surrounding the

asteroid can be re-calculated. This process suggests that for the asteroid Ganymed positioned at the

L1 point the number density of particles reduces to 93 m−3 whilst for the equilibrium position the

number density required is 27 m−3, a reduction from 30 m−3. The reduction in insolation that the

propagated cloud has can also be determined. For the equilibrium position, the escaped particles

will contribute 0.65% of the 1.7% requirement whilst for the L1 point this reduces to just 0.13%.

This is due to the smaller lifetime of the particles with respect to the escape lifetime. For example,

if the escape lifetime were assumed to be 90 days rather than 180 days, then the contribution of

the escaped dust would increase to 0.20% though naturally the mass required would double. The

mass of escaped dust in the first case is 9.35× 1011 kg yr−1, which is a third of the mass required

for the static dust cloud placed at the L1 point, for a value of β of 0.005, described in Chapter 2.

3.4.4 Implementation roadmap

The loss timescale suggested here is short in comparison to the probable lifetime necessary for

geoengineering, which is likely to be for several decades or even potentially centuries. This will

reduce the risks associated with this method and enables some control by simply decreasing the

ejection rate of material. Should the insolation reduction need to be immediately stopped due

to major unforeseen side effects, then the asteroid can be displaced away from the L1 point and

allowed to drift. It will still be prudent to test the safety and efficiency of the method suggested

here by first capturing a small asteroid 5-10 m in size to the L1 point. Then the station-keeping and

dust ejection mechanisms as well as the ability of the dust to block sunlight on a small scale can be

tested as well as verifying that solar radiation pressure is the dominant perturbation on the dust

grains. Subsequently, a larger asteroid 100-200 m in size, can be captured to test the principles of

the zero velocity curve using larger dust grains to maximise the size of the zero velocity curve. The

zero velocity curve is likely only to be marginally bigger than the asteroid but the dynamics can

be observed and tested against current predictions [90]. In addition a small insolation reduction at

Earth can be generated by ejecting dust grains from the asteroid using the principles described in

Chapter 4 to verify space-based geoengineering in general. This test can be used to help determine

whether there are any unintended side effects with large-scale solar radiation management. The

effect that the dust enclosed within the zero velocity curve generated by an asteroid of this size

will be negligible in comparison to the reduction provided by the ejected dust. Subsequently, the

necessity for such large-scale geoengineering schemes can be assessed before continuing as well as

the cost efficiency of this method of space based geoengineering.

68



3. GRAVITATIONALLY ANCHORED DUST CLOUD AT L1

3.5 Conclusion

In this section a novel method of space-based geoengineering has been presented which uses the

mass of a captured near Earth asteroid to gravitationally anchor a cloud of unprocessed dust in the

vicinity of the L1 position to reduce the level of solar insolation at Earth. The captured asteroid

also provides the source of dust in-situ. It has subsequently been shown that a cloud contained

within the zero-velocity curve of the largest near Earth asteroid, Ganymed, can lead to an insolation

reduction of 6.58% when placed at the displaced equilibrium position and 3.3% when placed at

the classical L1 point. Both of these values are significantly larger than the 1.7% required to offset

the worst effects of a global warming of 2◦C. The masses of the next largest near Earth asteroids

are not quite large enough to achieve the required level of insolation reduction, however, they are

significant enough to be used as part of a portfolio of geoengineering schemes.

It has also been shown that there are significant challenges associated with placing an object

the size of Ganymed at the displaced equilibrium position and therfore the L1 point is a much

more reasonable position. It is possible to use larger dust grain sizes to increase the size of the

zero velocity curve when placed at the L1 point to increase the viability of these options. The

mechanisms by which dust grains can escape from the bound region caused by the asteroid mass

have been discussed and used to estimate the lifetime of the dust grains within the zero velocity

curve. The contribution of the escaped dust to the reduction in insolation has been determined

and used to show that the mass required to maintain the cloud is reduced. The mass escaping from

the zero velocity curve for the asteroid Ganymed at the classical L1 position for a scenario where

there is a reduction in solar insolation by 1.7% is 6.77× 1011 kg yr−1. This result is an order of

magnitude reduction in comparison to the lowest mass requirement for the static loud released at

the L1 point for a grain size of 32µm, as calculated in Chapter 2.
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Chapter 4

Ejected Cloud at L1

The method of space based geoengineering described in Chapter 2, of an initially static, spherical

dust cloud propagated over time, is a first approximation of the dynamics of a cloud of dust in

the vicinity of the first Lagrange point. This simplified model fits to the cloud generation scenario,

of a cloud generated by the escape of dust from a zero velocity curve, found when the mass of a

significantly large asteroid is included into the circular restricted three body problem (CR3BP),

as discussed in Chapter 3. This is due to the approximately spherical shape of the zero velocity

curve and, since a particle can be given a velocity which is just above the escape velocity, it can

be approximated as being stationary at the boundary of the zero velocity curve. However, the

feasibility of capturing such a large asteroid cannot be viewed as a near-term option. Therefore,

the effects of the ejection mechanism, namely the initial velocity, to generate a dust cloud from a

small asteroid must be determined. This will be achieved by investigating the dynamics of dust

ejected from a single point with an initial velocity distribution. This will simulate the ejection of

material from the surface of a captured near Earth object using a machine, such as a mass driver,

or the sublimation of material from the surface using concentrated solar radiation or a laser. These

ejected particles will then drift and spread from the ejection point to create a steady-state cloud

which can be used for the purposes of geoengineering.

4.1 Dynamics

The linearised dynamics of a cloud of dust in the vicinity of the L1 point have been discussed in

Chapter 2 using the CR3BP. It was stated that, due to the relatively short lifetimes of dust grains

around the classical L1 and new displaced equilibrium positions, found when the effects of solar
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radiation pressure (SRP) on the dust grains are accounted for, that these linearised dynamics are

suitable to describe the motion of the dust grains, without the need to propagate each particle

with the full equations of motion. This will greatly reduce the computational cost of propagating

the dust cloud over time. It is assumed here that the asteroid mass will be small and therefore

the asteroid will not effect the motion of the ejected dust grains. Using the three-body dynamics

discussed in Chapter 2 a transition matrix can be generated. This uses the linearised dynamics

around L1 to propagate large numbers of particles, whereas the full equations of motion would

require particles to be propagated individually. The process by which this matrix can be generated

is shown in Sec. 2.1.4. The transition matrix, Φ(t, t0), finds the final state vector, X(t), using the

initial state vector, X(t0) as follows;

X(t) =

 x(t)

v(t)

 = Φ(t, t0)X(t0) (4.1)

where the transition matrix is defined by;

Φ(t, t0) =

 ∂x(t)
∂x(t0)

∂x(t)
∂v(t0)

∂v(t)
∂x(t0)

∂v(t)
∂v(t0)

 (4.2)

Since the number density of particles, at a specific location and time, is required to calculate the

reduction in insolation, only the final position vector component must be calculated using the

transition matrix. Therefore the state vector equation can be simplified to;

x(t) = x(t0)
∂x(t)

∂x(t0)
+ v(t0)

∂x(t)

∂v(t0)
(4.3)

As for the static dust cloud discussed previously in Chapter 2, the size of grains assumed here

requires the inclusion of the effects of solar radiation pressure, described by the lightness parameter

β, defined as the ratio of the force due to solar radiation pressure and solar gravity. Small dust

grains have a high area-to-mass ratio, meaning that surface forces act strongly upon such objects.

Solar radiation pressure is the strongest surface force for grains greater than 0.1µm in radius, as

described in Sec. 2.1.2. As discussed in Sec. 2.1.3, for values of β greater than zero, the equilibrium

position for the dust grains, accounting for the gravitational forces of the Sun and Earth on the

dust grain, as well as the acceleration due to the circular motion of it’s orbit around the Sun, will

shift towards the Sun with respect to the classical L1 point. This will lead to any particles initially

positioned at the classical L1 point no longer being in equilibrium, meaning they will drift away
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from their initial position. This arises from the increased gradient of the gravitational potential

function, U , which includes the three forces acting on a dust grain.

4.2 Solar radiation model

The solar radiation model that will be used to determine the reduction in insolation in this scenario

is principally the same as that described in Sec. 2.2, whereby the surfaces of the Earth and Sun are

divided into sections, each with a central node which is considered to have the properties of that

section, such as surface area. Every node on the surface of each body is connected to each individual

node on the surface of the opposite body by a path. The solar radiation model will integrate along

this path to determine the attenuation of the flux emitted by the Sun node, described by Eq.

(2.25), which would normally be incident upon the Earth node. As for the previous versions of the

solar radiation model described in this thesis, the solar radiation model will use the Beer-Lambert

law to calculate the attenuation. In this scenario only a single dust grain size is assumed, thus the

Beer-Lambert law can be expressed as;

I = I0e
σgr

∫ l
0
ρn(l)dl (4.4)

where I0 is the flux emitted by the Sun node defined by Eq. (2.25), σgr is the cross sectional area

of the dust grain and ρn(l) is the number density of grains at position l along the integration path.

The key difference between the model used in this scenario and previous models is that this

model first calculates the motion of an ejecta cloud with the given characteristics of mean velocity,

µv, velocity standard deviation, σv, and the initial angular width of the ejecta cloud, θ, over a

given time frame. This motion is then used to construct a “density matrix” which divides the area

around L1 into regions, each containing the number of propagated particles that fall within it after

the propagation of the cloud over a given period of time. The number density of particles within

each region can then be estimated by dividing by the total volume of the region. This data can

then be used by the integration of the Beer-Lambert law shown in Eq. (4.4) to determine ρn(l).
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Mean Velocity

µv [m s−1]

0.01, 0.1, 1 3.2, 10, 32, 100

320, 1,000, 3,200, 10,000

Velocity Standard

Deviation, σv [m s−1]
0.001µv, 0.01µv, 0.1µv

Angular

spread, θ [◦]
1, 10, 32, 90

Table 4.1: The range of velocities considered for the mean velocity, velocity standard deviation and

angular spread.

4.2.1 Initial velocity distribution

It is necessary to describe the initial velocity of the ejecta particles with a distribution of velocities.

This is because the ejection mechanisms used to generate the ejecta cloud will not be able to eject

at a single velocity alone, or similarly in a single direction. Therefore a mean velocity will be

assumed for a normal distribution of velocities with a given standard deviation. The values for

mean velocity and velocity standard deviation that are considered in this chapter can be seen in

Table 4.1. The velocity standard deviation will be expressed as a fraction of the mean velocity for

consistency. As well as the velocity distribution, the spread of the material must be considered.

For simplicity a homogeneous distribution was assumed for all angles within a set angle away from

the centre of the ejected cloud. An example of this can be seen in Fig. 4.1.

4.3 Results

Before the density matrix can be generated for use in the solar radiation model it is advantageous

to understand the practical implications of the dynamics of material ejected in the vicinity of the

L1 point. It would be expected that for particles ejected from the classical L1 point, for a value

of β > 0, that there will be an optimum angle and velocity that maximises the lifetime of ejecta.

Therefore, two methods will be used to analyse the feasibility of this method of geoengineering.

These are, firstly, the homogeneous ejection of material into all directions and, secondly, the ejection

of material into a cone with an angular spread of θ. Both of these scenarios will use varying values

of mean velocity and standard deviation of the velocity.
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It is expected that for dust grains ejected at the displaced equilibrium position, created by

the inclusion of the β lightness parameter into the equations of motion, that the highest average

lifetime will be found for the smallest velocities. This hypothesis is drawn from the fact that the

equilibrium position is the most stable point in the region and hence any initial velocity will push a

dust grain towards a steeper gradient of the potential function, which will accelerate the dust grain

away from the equilibrium position. In contrast, for dust grains ejected at the classical L1 point it

is anticipated that there will be an optimum velocity and ejection angle where the average lifetime

of the dust grains will be at its maximum. This is, again, due to the gradient of the potential

function. If the correct velocity and angle of ejection is given to the ejecta, such that the dust

grains approach the equilibrium position, then the value of the potential function, U , will increase.

The values of U and the speed, V , are related by the following relationship;

C = 2U − V 2 (4.5)

where C is the Jacobi constant. The value of CJ will remain constant after ejection unless an

additional thrust were given to the dust grains by some means. Hence, for an increase in the

value of U , the velocity will reduce, causing the dust grains to linger at the equilibrium position

temporarily. This will increase their overall lifetime.

For dust grains ejected at both the classical L1 and displaced equilibrium positions it is

expected that a narrow angular spread of the ejecta cone will increase the average time a dust

grain spends in between the Sun and Earth, as this will increase the efficiency of placing the

ejected material into the optimum direction. The same applies for the variation in the standard

deviation of the velocity, with a smaller standard deviation expected to lead to an increase in the

average lifetime of the ejected dust grains.

An example showing the mean lifetime of a set of ejecta particles for evenly spaced initial

ejection angles, within the rotational plane of the CR3BP, can be seen in Fig. 4.2. In this scenario

the grains were assumed to have a mean velocity of 100 m s−1, a standard deviation of 20 m s−1

and cone spread of 10◦, with a β value of 0.751. For both the ejection at the classical L1 and

displaced equilibrium positions it can clearly be seen that there is an optimum angle at which the

lifetime is greatest. Of particular interest is the L1 case where the lifetime of the ejected material

oriented towards the displaced equilibrium point, at an angle of 180◦, is greater than the maxima

in the opposite direction. These results also highlight the likelihood that a smaller range of ejection

angles will lead to a greater mean lifetime of the ejecta particles. For example, the maximum mean

lifetime seen in Fig. 4.2 is 17 days whilst the values within an angle of 15◦ reduces to 10.8 or 10.3
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days, a reduction of over a third.

4.3.1 Optimisation of the ejection angle

The optimum ejecta angle within the plane, φ, will be determined for a range of initial parameters,

as noted previously, by propagating the cloud, ejected in a cone, over a period of 200 days, using the

transition matrix with a time step of 0.5 days. The mean lifetime of a particle is the length of time

spent within the ‘useful zone’, defined as the region where a grain can block sunlight impinging

on the Earth. This is the primary variable that will be optimised. It is useful to also determine

what effect the spread of the particles throughout the useful zone will have on the effectiveness of

the insolation reduction. Therefore a second optimisation will also take place. This will optimise

the mean lifetime multiplied by a variable describing the spread of the dust grains over the phase

space. This function is quantified by;

fopt = δt

tf∑
t1

Nt−1 +Nt
2

ε (4.6)

where δt is the time step, Nt and Nt−1 are the fraction of particles within the useful zone at the

current and previous time steps and ε is the variable characterising the spread of the dust grains.

For this, the cross-section of the useful zone, perpendicular to the Sun-Earth line, is divided into

sections using two parameters; the angle away from the Sun-Earth line and the anti-clockwise

rotation around the Sun-Earth line starting at the positive y-axis. This can be seen in Fig. 4.3.

The value of ε, for a given time step, is then the fraction of the sections that contain a propagated

dust grain. This method is used to describe the spread, rather than an equal division of the physical

space in cartesian co-ordinates, as the extent of the useful zone changes along the Sun-Earth line

and the spread in a cross-section perspective is likely to be more beneficial than along the x-axis.

This is because the ejecta cloud will subtend a greater solid angle upon the sky, as seen from the

Earth, therefore likely intercepting more incoming photons, whilst a spread in x will likely lead

to a greater attenuation along a certain path, though the efficiency of this will be decreased. A

disadvantage of this description of the spread is the difference in weighting due to the smaller sizes

of the regions close to the Sun-Earth line.

Before the optimisation can take place, the number of particles must be determined that

give a sufficiently accurate result whilst reducing the computational cost, since the optimisation

will require many iterations of the function.
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Figure 4.2: Mean lifetime, in days, of dust grains ejected with a mean velocity of 100 m s−1, standard

deviation of 20 m s−1 and cone spread of θ = 10◦ ejected at a range of angles, φ at the classical L1

and displaced equilibrium positions for a value of β of 0.751.
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Figure 4.3: The angular sections used to characterise the spread of particles within the useful zone

4.3.1.1 Required number of ejecta particles

Two parameters determine the total number of particles; the number of initial velocities propa-

gated, Nv, and the number of directions within the cone spread angle, Nθ, giving a total number

of particles ejected of NT = NvNθ.

A function was used that randomly distributes points on the surface of a sphere such that

if any point lies within an angle of θ with respect to the ejection direction then it is stored until

the required number is reached. Naturally, to achieve a more consistent result a greater number of

points will be required, though this will come at greater computational cost. To select the velocities,

the normal distribution was divided into Nv sections with equal probabilities. For each section the

median velocity was selected to represent the whole section. The time taken to calculate the mean

particle lifetime, averaged over 20 samples, for the example scenario discussed previously for the

equilibrium position can be seen in Fig. 4.4. The ratio of the standard deviation of the average

dust grain lifetimes to the mean of the average lifetimes, for each pair of values for Nv and Nθ, can

be seen in Fig. 4.5. No results were calculated for the combination of Nv=10,000 and Nθ=1× 107

as the time taken to calculate a single result was too long to be practical. As the values of Nv and

Nθ increase the mean of the average lifetimes over the 20 iterations stabilises with the ratio of the

standard deviation to the mean particle lifetime decreasing. Ultimately values of 10 and 1000 for

Nv and Nθ respectively were selected as giving an acceptable accuracy for the optimisation whilst

minimising computational time. For the calculation of the density matrix, which will be used in

the solar radiation model, these numbers will be increased to increase the accuracy of the solar

radiation model.
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Figure 4.4: Time required to calculate the mean lifetime of an ejecta cloud with varying numbers

of particles.
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4.3.1.2 Optimum mean lifetime

Using the values for Nv and Nθ discussed previously, the ejection angle was optimised to achieve

the maximum mean lifetime using the fminsearch function in MATLAB for two values of β, 0.005

and 0.751, corresponding to grain radii of 32µm and 0.1µm respectively, and a range of initial

values of µv, σv and θ, which can be seen in Table 4.1. The mean lifetime for the cases of material

ejected at L1 for β = 0.005 and β = 0.751 can be seen in Fig. 4.6 and Fig. 4.7 respectively, whilst

for the displaced equilibrium position the results for the same values of β can be seen in Fig. 4.8

and Fig. 4.9. Only these two values of β are shown as a comparison between the expected worst

and best mass requirement, based on the results from Chapter 2. As discussed previously, it is

expected that a peak in velocity would be apparent for the ejecta at L1 and this is indeed the case,

where the greatest mean lifetimes for the β = 0.005 and β = 0.751 cases are 168 days and 27.5

days respectively. For the displaced equilibrium position the maximum lifetime increases to 187

days and 190 days, for the β values of 0.005 and 0.751, found for the minimum velocity considered

of 1 m s−1. This is in keeping with the average lifetime results shown in Chapter 2, where it is

observed that the average lifetime increases slightly with increasing values of β.

The maximum average lifetime occurs in all cases for the displaced equilibrium position for

the minimum angular spread used of 1◦ and the minimum standard deviation of σv = 0.001µv.

The greatest mean lifetimes observed here are greater than those observed for the static cloud

case, for both the displaced equilibrium position and classical L1 position, presumably due to the

optimisation on the initial angle. For example the greatest mean lifetime observed in Fig. 4.2 is 16.9

days whilst the mean over all angles sampled is only 6 days. However, the benefit of the ejection of

material at the equilibrium position is not apparent over the whole parameter space, as the mean

lifetime quickly reduces as the mean velocity increases, with the maximum mean lifetimes for an

initial mean velocity of 10 m s−1 being 62 days, which is similar to the minimum value found for

the static cloud. The highest velocities of 10 km s−1 show a mean lifetime of, at best, 2.2 days for

the smallest cone spread whilst a value of 0.25 days is observed for the largest. This velocity is

likely to be unrealistic, however, the velocities in the region of 1 km s−1 are likely to be generated

by some cloud generation techniques, as will be discussed in Chapter 7.

Of interest also is a comparison of the results for different standard deviations of the mean

velocity. An example of this can be seen in Fig. 4.10 for the L1 position with a value of β of 0.751.

It is seen that for the majority of data points the difference in mean lifetime between the results

for a standard deviation of 0.001µv and 0.1µv is less than 5% with only a handful of points being

greater. The highest value of 14.4% corresponds to the data point with the highest mean lifetime,

with the higher standard deviation having the shorter lifetime. Several other points are observed
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Figure 4.6: Average lifetime of dust grains, with β = 0.005, within the useful zone when ejected

from the classical L1 point for a range of cone spread angles, θ, initial mean velocities, µv and

velocity standard deviations, σv.
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Figure 4.7: Average lifetime of dust grains, with β = 0.751, within the useful zone when ejected

from the classical L1 point for a range of cone spread angles, θ, initial mean velocities, µv and

velocity standard deviations, σv.
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Figure 4.8: Average lifetime of dust grains, with β = 0.005, within the useful zone when ejected

from the displaced equilibrium position for a range of cone spread angles, θ, initial mean velocities,

µv and velocity standard deviations, σv.
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Figure 4.9: Average lifetime of dust grains, with β = 0.751, within the useful zone when ejected

from the displaced equilibrium position for a range of cone spread angles, θ, initial mean velocities,

µv and velocity standard deviations, σv.
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Figure 4.10: Difference in average lifetime between the ejected dust clouds with the smallest and

greatest velocity standard distributions, σv = 0.001µv and σ = 0.1µv respectively, for the range of

cone spread angles, θ and mean velocities, µv.

with noticeable differences, however, these are due to the numerical manner of the optimisation.

This confirms that, like the angular spread, greater standard deviations decrease the efficiency of

the ejection, in terms of lifetime. It is still to be determined whether this is a detrimental effect

on the ability of the ejecta cloud in reducing solar insolation. For example, a greater spread of

material will lead to a greater region in space where sunlight can be blocked.

As noted for the example shown in Fig. 4.10, the majority of data points show little difference

between the two standard deviations, with the mean difference being 2.8%. The mean differences

for all four figures between Fig. 4.6 and Fig. 4.9 can be seen in Table 4.2 as well as the standard

deviation of the difference values. All four plots show relatively small mean differences, however, the

standard deviations are all comparable to the mean values, indicating a high degree of variability

around the mean values.
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Position β ∆T̄ [%] σ∆T
[%]

L1

0.005 2.8198 3.9772

0.751 2.4399 2.7238

Equilibrium 0.005 1.7620 1.7582

Position 0.751 2.2463 2.5049

Table 4.2: Average, and standard deviation, of the difference in mean lifetime between the optimi-

sations for the initial velocity standard deviations of σv = 0.001µv and σv = 0.1µv. There results

are shown for β values of 0.005 and 0.751 for the displaced equilibrium and classical L1 positions.

4.3.2 Sphere

The spherical ejection of material can be imagined as being deployed by various methods. For

example, an asteroid which is disintegrated by an explosion will presumably eject material in all

directions, though the size and velocity of these ejecta particles will likely be unpredictable. An

alternative mechanism is the multiple deployment of small mass driver equipped landers, which,

if evenly spaced on the surface of an asteroid, will approximate a spherical ejecta cloud. As this

method of ejection is not optimised to maximise the lifetime of the dust cloud, it is anticipated

that this method will have a reduced mass efficiency in comparison to the conical ejection methods.

There may be some advantages in this method of ejection, however, as there will be a greater spread

of material and thus a more even reduction in insolation over the Earth.

The mass required for the continual ejection of material using this spherical ejection method

can be seen in Fig. 4.11 and 4.12 for the classical L1 point and displaced equilibrium positions

respectively, for β values of 0.05 and 0.751. For both positions it can be seen that lower velocities

require the least mass-per-year and, as for the initially static cloud discussed in Chapter 2, the

high β case requires orders of magnitude less mass than the β value of 0.005.

Specifically, for ejection at the classical L1 point, it can be seen that the minimum mass

requirement for grains with a β value of 0.005 is 3.3× 1012 kg yr−1, whilst for a β value of 0.751 this

result reduces to 8.3× 1010 kg yr−1. These values occur for mean velocities of 1 m s−1 and 10 m s−1

respectively. Both optimal results have a standard deviation of 0.1µv, though the difference between

the results for the three standard deviations of 0.1µv, 0.01µv and 0.001µv is small, approximately

0.2% between the smallest and largest result for a β value of 0.005 and mean velocity of 1 m s−1. The

optimum velocities for the two β values are broadly in the vicinity of the optimum velocities seen

in Fig. 4.6 and Fig. 4.7, for an angular spread of 90◦, which equates to ejection into a complete

hemisphere. Additional results were calculated for mean velocities of 0.01 m s−1 and 0.1 m s−1,
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however, the insolation reduction requirement of 1.7% was not reached. This is likely primarily

due to the low spread, of the grains because of the low velocities, before the cloud exits the useful

zone.

For the ejection of material at the displaced equilibrium position the minimum mass require-

ment is found for a velocity of 1 m s−1 for both β values. Specifically, the mass requirements are

2.2× 1012 kg yr−1 and 1.4× 1010 kg yr−1 for the β values of 0.005 and 0.751 respectively. As for

the ejection of material at the classical L1 point, the standard deviation of the velocity distribution

has little effect on the mass requirement. The ejection of dust grains with velocities below 1 m s−1

can achieve an insolation reduction of 1.7%, the mass requirements of which are greater than the

results for the velocity of 1 m s−1. From these results for the spherical ejection of material it can

be concluded, similarly to the release of a static cloud from the vicinity of the L1 point, that the

equilibrium positions is preferable for the release of the cloud.

4.3.3 Cone

A more realistic scenario for the ejection of material from an asteroid, at least when considering

the use of only a few ejection devices, is the ejection of material into a certain direction. In this

scenario it can be imagined that a small number of devices land on the surface of an asteroid and

eject material. The mass required per year to reduce solar insolation by 1.7% using this method was

determined for the four main scenarios, the ejection of material at the classical L1 and displaced

equilibrium positions under the assumption that either the lifetime of the dust grains, or the spread

of material, is optimised. The values for these scenarios were determined for grain β values of 0.005

and 0.751, cone widths of θ = 1◦, θ = 10◦ and θ = 32◦ and for a velocity distribution with a

standard deviation of 0.1µv. As a cone spread angle of 100◦ encompasses a range of angle greater

than a hemisphere, a smaller angle of 32◦ was chosen as the larger spread. This value was chosen

as it is equidistant between 10 and 100 on a log-scale. The standard deviation value of 0.1µv was

chosen as it is assumed to be a worst case scenario. The results for the optimisation of the mean

lifetime and the optimisation of the spread of the cloud for ejection at the classical L1 point can be

seen in Figures 4.13 and 4.14 respectively, whilst for the same optimisations the results for ejection

at the displaced equilibrium position can be seen in Figures 4.15 and 4.16.

For the cloud released at the classical L1 point, for the optimised lifetime, the minimum

mass requirements are 4.9× 1012 kg yr−1 and 5.8× 1010 kg yr−1 for the β values of 0.005 and 0.751

respectively. This is in keeping with the results from Chapter 2, where the greater mass efficiency

of the smaller dust grains provides the least mass, despite a reduced average lifetime. For the lower

β value case the minimum value occurs for a cone spread angle of 32◦ whilst for the higher β
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Figure 4.11: Mass requirement for a spherical ejection of material at the classical L1 point for a

range of mean velocities and β values of 0.005 and 0.751.
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Figure 4.12: Mass requirement for a spherical ejection of material at the displaced equilibrium

position for a range of mean velocities and β values of 0.005 and 0.751.
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Position Optimisation β Mass requirement [kg yr−1]

Classical L1

point

Lifetime
0.005 4.9× 1012

0.751 5.8× 1010

Spread
0.005 4.8× 1012

0.751 6.3× 1010

Displaced

equilibrium

position

Lifetime
0.005 2.1× 1012

0.751 1.3× 1010

Spread
0.005 2.2× 1012

0.751 2.5× 1010

Table 4.3: Optimum mass requirement for each simulation scenario considered for the ejection of

a dust cloud into a cone.

value the smallest cone spread provides the best result, though all three angular spreads provide

very similar minimum results for β = 0.751. The minimum value occurs for the lower β value at

a velocity of 1 m s−1, though the values for µv =1 m s−1 are less than a factor of 2 different. The

optimum velocity, out of the lifetime results calculated, which can be seen in Fig. 4.6, for β = 0.005

is 3.2 m s−1. This occurs for the lowest cone spread angle of 1◦. This is in general agreement with

the mass requirement results which suggests the most favouable ejection velocity to be in the

region of 1-10m s−1. Unfortunately, the mass requirements for the intermediate values were not

calculated due to processing time constraints. To ascertain whether a mean velocity of 1 m s−1 has

the minimum mass requirement results were calculated for mean ejection velocities of 0.1 m s−1 and

0.01 m s−1. For these velocities the insolation reduction target of 1.7% was not met. This is due to

the low spread of the ejecta cloud before leaving the useful zone due to the very low velocities.

For the higher β value, the most favourable mean ejection velocity is seen at 10 m s−1, though

the value is similar to the mass requirement for a mean ejection velocity of 100 m s−1. The minimum

results occur for the lowest angular spread, though, again, the results for the three angular spreads

are similar in this velocity region. It would be expected that, for the lowest angular spread, the

minimum mass values would be for a higher velocity, since the optimum lifetime occurs for a mean

ejection velocity of 320 m s−1. For the two larger angular spreads this velocity region would be

where the minimum mass requirement would be expected when the optimum lifetimes from Fig.

4.7 are studied.

The mass requirement for the scenario of material ejected at the classical L1 point with the

intention of optimising the spread of the material can be seen in Fig. 4.14. The general shape of the
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results are seen to be similar to the optimised lifetime scenario, with the minimum for β = 0.0.05

and β = 0.751 being 4.8× 1012 kg yr−1 and 6.3× 1010 kg yr−1 respectively. As with the lifetime

optimisation scenario, this value occurs for the lowest angular spread. In Fig. 4.14 it can be seen

that some results do not exist for an insolation reduction of 1.7% whilst they do for the lifetime

optimisation scenario. Both of these missing results occur for the lowest angular spread for low

velocities. This suggests that the solar radiation model used to calculate these results is particularly

sensitive to changes in the input parameters when a low spread of the ejecta cloud is expected.

The results for material ejected from the displaced equilibrium position for the scenario of

the optimised lifetime of the dust grains can be seen in Fig. 4.15. As for the case of the material

ejected at the classical L1 point there is a clear decrease in mass requirement for decreasing mean

velocity for all cone widths modelled. There is an optimum mean ejection velocity, 1 m s−1, where

the mass requirement is 2.1× 1012 kg yr−1 for a β value of 0.005 and 1.3× 1010 kg yr−1 for a β

value of 0.751. These values both occur for a cone spread of 32◦, though for the low velocities

the results for all three cone widths are similar. The mass requirement can be seen to increase

slightly for the very low ejection velocities below 1 m s−1. As noted previously, this is likely due to

the lower spread of the ejected material over the course of the lifetime of the dust. Again, similar

to the results discussed in Chapter 2, the mass requirement for the release of a dust cloud at the

displaced equilibrium position is lower than that found when the cloud originates from the classical

L1 point.

The results for the optimisation of the spread of the ejected material when released from

the displaced equilibrium position can be seen in Fig. 4.16. These results show the same shape

and general results for the optimisation of the lifetime discussed previously. A comparison of the

results for the varying angular spreads shows that, in general, for higher velocities the narrower

angular spread provides a lower mass requirement for ejecta clouds at both the classical L1 and

displaced equilibrium positions. As the velocity decreases the difference in the results for the three

angular spreads decreases and, for the lowest velocities considered, the highest angular spread then

provides the lowest mass requirement. This is observed for both ejection positions, though the

effect is more pronounced for the classical L1 case. Here the higher mass requirement is several

times that of the lower value, though for the displaced equilibrium position it is only marginally

greater.

The results for the homogeneous spherical ejection of material and the collimated ejection

of material are broadly similar in terms of mass requirement and shape of the results, whereby

the higher velocities display a result that is several orders of magnitude greater than for velocities

in the region of 1-10 m s−1. The result that the mass requirement is similar to the results for

the collimated ejection is, in some ways, unexpected. This is most notably because there is no
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Figure 4.13: Mass-per-year required to reduce solar insolation by 1.7% for a dust cloud ejected from

the classical L1 point under conditions to maximise the expected lifetime of the cloud.
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Figure 4.14: Mass-per-year required to reduce solar insolation by 1.7% for a dust cloud ejected from

the classical L1 point under conditions to maximise the expected spread of the cloud.
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Figure 4.15: Mass-per-year required to reduce solar insolation by 1.7% for a dust cloud ejected from

the displaced equilibrium position under conditions to maximise the expected lifetime of the cloud.
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Figure 4.16: Mass-per-year required to reduce solar insolation by 1.7% for a dust cloud ejected from

the displaced equilibrium position under conditions to maximise the expected spread of the cloud.
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optimisation of the initial ejection angle involved and hence it is expected that the efficiency of the

method will be reduced. However, it can be observed that the least collimated results, θ = 32◦,

show a strong resemblance to the spherical ejection results. This suggests that above the smallest

collimation, the variability in the results for different angular spreads decreases.

4.4 Conclusion

In this chapter the effect that the initial velocity conditions have on the efficiency of the dust cloud

method has been investigated. The mass required per year to achieve an insolation reduction of

1.7% has been calculated for the ejection of material from a point source, under the assumption of

both homogeneous ejection over all angles and the collimation of material into jets orientated within

the orbit plane of the circular restricted three-body problem. The results for the collimated ejection

of material is calculated for an initial angle of ejection based, separately, on the optimisation of

the lifetime and spread of the ejected material. For the spherical, homogeneous ejection of mate-

rial over all angles the mass requirement is found to be 8.3× 1010 kg yr−1 and 1.4× 1010 kg yr−1

for the initial positions of the classical L1 point and the displaced equilibrium positions respec-

tively. For the optimisation of the lifetime of the ejected dust grains the mass requirements are

5.8× 1010 kg yr−1 and 1.3× 1010 kg yr−1 for the classical L1 and displaced equilibrium positions,

whilst for the optimisation of the spread of the dust grains the results increase to 6.3× 1010 kg yr−1

and 2.5× 1010 kg yr−1. These results compare favourably to the case of the static cloud discussed

in Chapter 2, where the mass is of order 1010 kg yr−1, and it can be concluded that the velocity

of the ejected dust grains will not greatly alter the mass efficiency of this method of space-based

geoengineering.
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Chapter 5

Earth Ring

In comparison to the Earth ring concept, the main disadvantage of positioning a cloud of dust at the

L1 point for geoengineering, as described in Chapters 2, 3 and 4, is that constant replenishment

is necessary. As discussed previously, the concept of an Earth ring for geoengineering has been

suggested by Pearson [79]. In this concept a stable, circular ring in the equatorial plane is suggested

that is designed to require no replenishment of material, at least in the short-term. However, the

previous work on this concept does not assume any influence from solar radiation pressure (SRP) or

the J2 Earth oblateness effect. The dynamics of high area-to-mass ratio dust grains and spacecraft

around Earth, researched by Charlotte Lücking and Camilla Colombo and summarised in Sec. 5.1,

are used as a basis for the Earth ring concept described in this chapter (found in Sec. 5.2 to Sec.

5.6). In this concept it is proposed that dust grains can be extracted from an asteroid and ground

before being ejected to form the dust ring.

5.1 Orbital Dynamics

In this section the orbital dynamics of high area-to-mass ratio dust grains around Earth will be

discussed, with the inclusion of the perturbations of solar radiation pressure and the J2 effect. This

section is a summary of work conducted by Charlotte Lücking and Camilla Colombo and can be

found in full in Appendix A.
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5.1.1 Hamiltonian model of dust orbital dynamics

To analyse the effect that solar radiation pressure and the J2 perturbations have on the orbit of

dust grains around the Earth a planar model is used that ignores the tilt of the Earth’s axis with

respect to the ecliptic, i.e. the orbit lies in the ecliptic, and ignores the effect that eclipses have

on the orbit. To describe the motion of a dust grain in this planar orbit four key parameters are

used; orbital eccentricity, e, semi-major axis, a, the angle between the direction of solar radiation

and the direction of the orbit perigee with respect to Earth, φ, and the position of the dust grain

in the orbit, θ. The angle θ is defined as the angle φ plus the true anomaly, f , of the grain in the

orbit. This geometry can be seen in Fig. 5.1.

Under the assumptions that there are no eclipses and that the orbital plane lies in the ecliptic

a Hamiltonian has been found [42, 56] that describes the orbital evolution of the dust grains. This

Hamiltonian is defined as:

H(e, φ) = −
√

1− e2 + αe cosφ− κ

3
√

1− e2
3 (5.1)

In this equation α is a parameter describing the effect of solar radiation pressure, which is dependent

upon the area-to-mass ratio, on the evolution of dust grain orbits and κ describes the effect of the

J2 perturbation. Equations A.3 and A.4 can be used to calculate α and κ respectively. Under the

assumptions used in the Hamiltonian, the orbital evolution can be seen only to vary the eccentricity

of the orbit and the perigee angle φ, with the semi-major axis remaining constant. A full discussion

of the equations describing this evolution can be found in Appendix A.

It has been shown by Colombo et al. [31] that the Hamiltonian has a stable equilibrium

point located at φ = 0, for an initial eccentricity of e0, with respect to the progression of the

angle between the position of the Earth on its orbit around the Sun and the vernal equinox. This

equilibrium position represents frozen orbits that precess such that their apogee is constantly Sun-

pointing. These orbits are termed heliotropic orbits. It is shown that the minimum value of e0

is found when the effect of solar radiation pressure is zero and increases with an increased SRP

force. This can be seen in Fig. 5.2. When the perigee altitude is considered it can be seen that the

minimum value for e0 causes the perigee altitude to fall below 0 km, i.e. it will impact the surface

of the Earth, when a > 16, 000 km. Marked in Fig. 5.2 is a shaded region showing when the value

of e0 when the perigee altitude falls below a value of 2,000 km. Here the effects of atmospheric

drag are experienced and a dust grain is considered to de-orbit. Therefore, it can be seen in Fig.

5.2 that these heliotropic orbits only exist for certain combinations of e, a and dust grain size,

and so area-to-mass ratio. However, if a dust cloud is constructed using a range of dust grain sizes
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Figure 5.1: Geometry of an in-plane orbit in the synodic reference frame [62].

8,000 9,000 10,000 11,000 12,000 13,000 14,000
0

0.1

0.2

0.3

0.4

0.5

0.6

a [km]

e 0

 

 

hp ≤ 0 km

hp ≤ 2000 km

no SRP

rg = 50 µm

rg = 20 µm

rg = 10 µm

rg = 5 µm

Figure 5.2: Minimum eccentricity (α = 0) of the heliotropic equilibrium orbit min(e0) as a function

of semi-major axis [62].
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the value for e0 will not be constant. It has been observed that if a dust grain is released with

an eccentricity between the minimum allowed value of e0 and the value where the perigee altitude

is 2, 00 km then the dust grains will librate around the equilibrium position [14, 62] and will not

de-orbit.

5.1.2 Choice of feeder orbit

From previous chapters it has been observed that a decrease in the grain size used in space-based

geoengineering strongly affects the mass of dust required. Therefore, it is advantageous to find the

minimum grain size with which a heliotropic orbit can be found. However, a trade-off must be

performed with the fraction of an orbit that a grain of a certain size will spend in between the Sun

and Earth. An equation describing the minimum grain size possible has been derived in Appendix

A and has been shown in Fig. 5.3. The fraction of an orbit that a grain blocks sunlight is dependent

on the orbital geometry and will be termed the geometrical efficiency. The range of values for the

geometrical efficiency associated with a range of dust grains sizes being ejected (discussed in Sec.

5.2.2) is also shown in Fig. 5.3. From these results the initial orbit from which the dust will be

ejected, termed the feeder orbit, is chosen to have a radius of 10,250km (a = 9318 km) and an

eccentricity of ef = 0.1.

5.2 Geoengineering scenario

5.2.1 Dust source

Some consideration must be given to the source of dust that is to be dispersed from the feeder

orbit as it is expected that a significant quantity is required. Previous space-based geoengineering

(SBGE) concepts have suggested the use of dust sourced from the Earth, Moon, asteroids and

comets [12, 13, 79, 98]. It has been shown that the amount of asteroid material that can be

captured into a weakly bound Earth orbit with a threshold velocity lower than that of the lunar

escape velocity of 2.37 km s−1 is 6× 1013 kg [86]. For the material required in this SBGE scenario

an extra velocity increment of 2.37 km s−1 would be required to lower the orbit to the position of

the feeder orbit, therefore doubling the velocity requirement.

Despite the additional costs of transporting asteroid material to a medium Earth orbit,

the use of captured asteroid resources would still be more efficient than lifting material from the

surface of the Earth. This also applies for schemes that require solid reflectors to block solar
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radiation where large devices must be manufactured and then launched into the correct position.

Lifting such large masses (of the order of 1010 kg) is beyond current launch capabilities. Using

asteroid material rather than lunar dust has the added benefit that the material can be sourced

and ground to finer grain sizes, if required, whilst in the feeder orbit before being released, thus

removing the requirement to transport material from the Moon.

An additional source of material could possibly be spent rocket stages and other debris that

can be ground to dust. The NORAD database of tracked space objects reveals that there are over

1,000 spent rocket stages and over 10,000 pieces of other debris in LEO and MEO orbits. Assuming

a minimum mass of 1 metric tonne per rocket stage gives a lower bound of 1× 106 kg in this region.

This is a relatively small amount of material in comparison to the scale of typical geoengineering

schemes but would potentially be useful.

The asteroid is envisaged to be captured into a circular, equatorial generator orbit with an

orbital radius of ag = 10, 250km (see Figure 5.4). It follows that 10,250 km is also the radius of the

apogee for the feeder orbit, with a semi-major axis of 9,316 km, selected in the previous section.

Since the area-to-mass ratio of an asteroid is clearly small, the effect of solar radiation pressure is

negligible. The orbit is thus assumed to be unperturbed.

The dust grains will be continuously extracted from the asteroid, milled to achieve a certain

radii distribution and collected during one orbit. Whenever the generator passes directly between

the Earth and Sun it ejects the collected dust with the correct ∆v to inject it into the feeder orbit

using a mass driver. From this feeder orbit the grains will then evolve and spread due to their

different area-to-mass ratios and thus form the dust ring. Because the period of the generator orbit

and the feeder orbit are different, grains will be distributed at all positions in the orbit. After a

maximum of one year all positions on the libration curves in the phase space will be filled and after

4 years the orbits will be spread over all inclinations smaller than 0.2◦ with respect to the equator.

Figure 5.4 shows a scale illustration of the concept.

5.2.2 Dust grain size distributions

The milled dust is assumed to be distributed log-normally in grain radius Rgr:

fµlog,σlog (Rgr) =
1

Rgrσlog
√

2π
e
− (lnRgr−µlog)

2

2σ2
log (5.2)
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Distribution Mean, µlog Standard deviation, σlog

D1 -11.5 0.1

D2 -11.35 0.15

D3 -11.2 0.25

Table 5.1: Mean and standard deviation values of the three dust grain distributions in a lognormal

distribtuion.

where fµlog,σlog (Rgr) is the probability density function where µlog and σlog represent the mean

and standard deviations of the distribution respectively. Three possible distributions have been

chosen. D1 is an optimistic estimate with small mean and low standard deviation. D2 is a realistic

distribution and achievable with existing terrestrial milling machinery1,2. D3 is a pessimistic esti-

mate with high mean and large standard deviation. Table 5.1 shows the chosen values for mean and

standard deviation and Figure 5.5 shows the three distributions as probability density functions.

5.3 Ring Attenuation

To calculate the reduction in insolation provided by the ring a modified version of the Beer-Lambert

law, shown in Eq. (2.28), is used in a simplified solar radiation model. The SRM no longer connects

nodes on the surfaces of the Sun and Earth but instead assumes that the incident solar radiation

is plane parallel. The maximum angle away from the Sun-Earth line that an incoming photon

can have, due to the Sun being an extended body rather than a point source, is 0.005 radians.

Assuming an initial position at the L1 point, the difference in position between such an angle and

the Sun-Earth line will be in the region of 7,500 km, greater than the radius of the Earth. For

an initial position at the outer edge of the ring, 10,250 km away from the centre of the Earth,

corresponding to an altitude of 3,872 km, this gives a difference of only 19.4 km. This distance

is sufficiently small in comparison to the accuracy of the model to justify the assumption of the

incoming solar radiation being parallel. The modification of the Beer-Lambert law is based on the

different grain sizes used in the ring model. As described in detail in Appendix A, and particularly

demonstrated in Fig. A.8, different grain sizes, assuming a constant density, will inhabit different

orbits. The attenuation coefficient, Λ, experienced at any point can be described as;

1http://www.zenithcrusher.com/ Last accessed 05 Sep 2011
2http://www.crushermills.com/ Last accessed 05 Sep 2011
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Δv

2000 km

circular generator orbit

Eccentric feeder orbit

Dust Ring

Figure 5.4: Diagram of the generator and feeder orbits for the Earth ring [62].

Figure 5.5: Probability density functions for the three distributions of grain radii considered.
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Λ =

∫ Rgr,2

Rgr,1

πR2
grρ(Rgr)dRgr (5.3)

where Rgr is the grain radius and ρ(Rgr) is the number density for the same grain radius. Since

the attenuation coefficient will change throughout the ring, the attenuation coefficient must be

integrated along the path length of an incoming beam of photons, such that;

I = I0e
−

∫ l
0

Λ(l)dl (5.4)

A map can be constructed showing the attenuation coefficient through the ring in a polar

coordinate system in a rotational reference frame with fixed orientation towards the Sun. Any

position in the orbital plane is determined by R, the distance to the centre of the Earth, and θ,

the angle with respect to the direction of solar radiation as shown in Figure A.1. This map is

constructed by determining the fraction of the total number of particles that will fall within R− θ
boxes. This will be a multiplication of the fraction of particles that will be on an orbit in the e−φ
phase space that falls within the target area and the fraction of this orbit which lies within the

area. The determination of the first factor is described in detail in Sec. A.2.1 whilst the latter is a

simple orbital dynamics calculation. The maps for the three grain distributions, initially in a 2D

planar model, can be seen in Fig. 5.6. Using this map the reduction in insolation is calculated by

numerically integrating along the path through the ring for given values of y and z.

All three distributions show similar features, with the attenuation coefficients peaking strongly

along the feeder orbit with much smaller values in the majority of the ring. The maximum atten-

uation occurs directly in between the Sun and Earth, at θ = 180◦, which is the intersection of the

feeder orbit with the generator orbit in which the captured asteroid is to be positioned. In addition,

the grain distribution that has the smallest mean size has the largest portion of the attenuation

coefficient at θ = 180◦, as can be seen in Fig. 5.7. This is due to the dynamics of the system as

smaller particles are more greatly perturbed by SRP and will have higher mean eccentricities.

To fully determine the mass of dust required to offset the 1.7% insolation change a 3D

model of the ring must be constructed. The first stage in this process is to transform the in-

plane attenuation coefficient into a three-dimensional attenuation coefficient. This is estimated by

dividing the in-plane coefficient by the out-of-plane width at radius R, which essentially equates

to transforming the 2D number density of the planar model to a 3D number density;
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Figure 5.6: In-plane attenuation coefficient, Λ0, in polar coordinates in relation to the maximum

attenuation.
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Figure 5.8: Diagram showing the geometry of the Earth ring concept when tilted away from the

ecliptic plane.

Λ(R, θ) =
Λ0(R, θ)

2Rδi
(5.5)

where δi is the inclination spread of the ring. This value was taken as 0.2◦ as discussed in Sec.

A.1.4. Now the 3D ring model can be tilted to account for the tilt of the Earth’s axis with respect

to the Sun and the integration of the Beer-Lambert equation will take place along the x-axis for

given values of y and z. The geometry of the problem can be seen in Fig. 5.8. For a given inclination

of the ring to the Sun-line the entry, l0, and exit, l, points of the integration can be calculated

and the Beer-Lambert law can be applied between these two positions. For each point along the

integration line the position must be transformed from Cartesian coordinates to the (R, θ) system

that describes the attenuation coefficient. This value can then be multiplied by the path length step

to give the fractional intensity before being integrated. As for the versions of the SRM discussed

in previous chapters, a matrix of the attenuation for each point on the Earth’s surface can be

constructed which can then be used to optimise the total number of particles required to achieve

an insolation reduction of 1.7%.

To find an accurate determination of the mass required, this process must be averaged over

time. This is necessary as the angle between the equatorial and ecliptic planes, from the viewpoint

of the Sun, will change over the course of a year. It can be found that the inclination angle

between the Sun-line and the equatorial plane for a circular orbit around the Sun is described by a

sinusoidal oscillation, assuming the starting point is at the northern hemispheres spring. The view

of the Earth, as seen from the Sun, is shown in Fig. A.7 for different times of the year. Next the

mass required for the three different dust distributions can be found.
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Scenario Mass [kg]

D1 5.94× 1011

D2 5.67× 1011

D3 8.97× 1011

Table 5.2: Mass requirement for the three Earth ring dust distributions.

5.4 Mass requirement

The mass required is determined by first optimising the number of particles required, of a given

distribution, to achieve an insolation reduction of 1.7%, using the attenuation matrices noted

previously, averaged over the course of an entire year. This value is then multiplied by the mean

mass for the given distribution to find the final required mass. The mass requirements for each of

the dust distributions described previously can be seen in Table.5.2. It can be seen, as would at

first be expected, that the distribution with the greatest fraction of its number density along the

Sun-line requires the lowest mass of 5.94× 1011 kg. This is additionally due to the smaller grain

sizes leading to greater efficiency. It is noteworthy that the difference between the D1 and D2

distributions is considerably smaller than the difference with the D3 distribution. A large fraction

of this difference will be due to the increase in grain size, however it was expected that the increased

spread seen in Fig. 5.6 would partially offset this decreased efficiency, as is the case between D1 and

D2. This increased spread is particularly useful at increased inclinations as it spreads the insolation

change away from being a very narrow band to a slightly wider band.

The mean insolation change as a function of time can be seen in Fig. 5.9. It shows that the

insolation change is variable, with a wide, flat peak greater than the 1.7% required but minima as

low as 0.5%. These minima occur during spring and autumn where the inclination of the equatorial

to ecliptic plane is low. During these phases the visible cross-sectional area of the ring as seen from

the Sun, as seen in Fig. A.7, is reduced to 2δiRmax at its maximum, where Rmax is the maximum

distance to the centre of Earth of the ring. The slight depression in the middle of the peak is

situated at the winter time for each hemisphere. This phenomena is due to the changing tilt of

the Earth’s axis to the ecliptic. As the tilt increases the ring will present a larger cross-sectional

area to the Sun, proportionally to sin i, thus casting a greater shadow. However, as the inclination

angle, i, increases this shadowed region will shift polewards on Earth, where the curvature of the

Earth reduces the area of the Earth that can be shaded, thus decreasing the effect of the greater

aspect angle of the ring.

Also of interest is an understanding of where the insolation change over the Earth’s surface
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Figure 5.9: Variation in insolation over the course of a year, giving an average of 1.7%.

Figure 5.10: Insolation reduction over the Earth’s surface summed over an entire year displayed

over a map of Earth.
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will be greatest. An analysis of this can be seen in Fig. 5.10 where the tilt of the Earth’s axis

is subtracted and summed over a year to reveal the latitudes most greatly effected by the ring.

Clearly the greatest effect will be felt in the equatorial and low tropical regions. In addition, it can

be seen in Fig. A.7 that each hemisphere experiences the greatest effects during its winter season.

The precise effect that this will have on the local climate requires high-fidelity climate simulation

which will not be investigated in this thesis. However it is assumed that strong local effects are

likely [95].

5.5 Discussion

5.5.1 Thermal radiation and solar reflection

An additional factor must now be taken into account to correct for black body radiation and

reflection of sunlight received at Earth from the dust ring, as described by Pearson [79]. These

factors will lead to a reduced efficiency of the ring over the day side of the Earth, primarily due to

thermal radiation from the dust particles, and an increased temperature over the night side of the

Earth due to reflection of sunlight and the black body radiation from the ring. The influence that

these effects have on the insolation reduction as a function of position on the Earth’s surface are

not directly accounted for, instead a weighting factor is applied to the final mass to calculate the

grain mass needed to account for the greater insolation reduction to achieve the final 1.7% value

once these effects are approximated.

Individually the dust particles have a small effect, however, due to the large number of par-

ticles used these two effects combined can reduce the effectiveness of the scheme. The temperature

of a single dust grain will, assuming radiation as a black body and that the grain is in thermal

equilibrium, be independent of grain radius so that;

αgrI0πR
2
gr = εσ4πR2

grT
4
gr (5.6)

T 4
gr =

αgrI0
εσ4

(5.7)

where αgr is the absorptivity of the dust grain, assumed to be 0.55, ε is the thermal emissivity

of the silicate grain of 0.9, σ is the Boltzmann constant, Rgr is the grain radius and Tgr is the

temperature of the grain. This gives an equilibrium temperature in the region of 247K. During
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eclipse periods the temperature of a dust grain will quickly fall below 100K and to a level where

the thermal emission will be several orders of magnitude less than the sunlit case. In these periods

a temperature of 50K is assumed, the minimum temperature reached. Once the temperature is

known the key factor to determine the influence of black body radiation is the view factor of the

Earth as seen from the grain. This can be calculated as [79];

Fgr,E =
1

2

1−
√

1−
(
RE
ro

)2
 (5.8)

where RE is the radius of the Earth and ro is the distance between the grain and the centre of

the Earth at a given point on the grains orbit, defined by the true anomaly θo, and can be found

using;

ro =
a(1− e2)

1 + e cos θo
(5.9)

Therefore, the flux received by the Earth due to thermal emission from a single particle on a given

point of its orbit will be;

FIR = QbbFgr,EαIR,E (5.10)

where αIR,E = 0.9 is the absorptivity of the Earth in the infra-red spectrum.

Naturally the solar insolation reflected by a grain is also dependent upon the view factor of

Earth but also the fraction of the surface incident by sunlight that is also in view of the Earth.

This is approximated using the following relation, where the key angles are shown in Fig. 5.11;

Ft = FinFout (5.11)

=

(
1− φ

π

)(
1− γ

π

)
(5.12)

where the angles φ and γ can be found using simple geometry. Then, it follows that the flux received

by the Earth in the visible spectrum for a single particle is;

Fvis = (1− αgr)πR2
grI0FtFgr,Eαvis,E (5.13)
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Figure 5.11: Geometry of the factor describing the fraction of the grains surface that is illuminated

and with a view to Earth, for the in-plane factor (l) and the out of plane factor (r).

where αvis,E = 0.6 is the absorptivity of the Earth in the visible spectrum. For the case of solar

reflection, eclipses are accounted for, such that when in eclipse a particle will not reflect any

sunlight. Using the relationships described in Eq. (5.10) and (5.13) the influence that a grain will

have over its entire orbit can be found, an example of which can be seen in Fig. 5.12. By using

the relative densities of the particles in the different orbits as shown in Fig. A.8 the total negative

effect of the thermal and visible radiation can be determined. It is thus found that an extra 40% of

mass is required. This gives an estimate of the final mass of the ring of 1× 1012 kg for the lowest

mass case. This mass is still smaller than the value of 2.3× 1012 kg found by Pearson in [79].

The amount of sunlight reflected onto the night side of the Earth can be estimated as well

as the infra-red radiation received from the ring. Assuming no attenuation of thermal and visible

radiation through the ring, an average power of 5× 1014 W and 3× 1014 W will be received by

the night side of the Earth in the infra-red and visible spectrums respectively. Averaging over the

cross-sectional area of the Earth gives an incident solar flux of 2.3 W m−2, a value that is several

orders of magnitude greater than the 0.0017 W m−2 of sunlight reflected onto Earth by the Moon.

The averaged flux in the infra-red regime is 4 W m−2. Naturally this will have a significant effect

on astronomy on Earth.

The fact that the particles used by Pearson have a mean radius of 2.35µm would suggest

that the method used in this chapter should have a larger mass. This is not the case however, as

the mass of a grain size distribution is dominated by larger dust grain sizes, which range up to

24.5µm in Pearson, whereas in this paper the most pessimistic distribution, D3, only just reaches

this upper limit. The orbital dynamics described in Appendix A show, as can be seen in Fig. A.3,

that the smallest particle sizes used in [79] would quickly deorbit due to atmospheric drag. The
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inclusion of the effects of solar radiation pressure and the J2 effect and their use to find a heliotropic

ring that will be long-lived will therefore lead to a reduction in the overall mass in comparison

to Pearson if these effects were accounted for. In addition, this is essential for the success of the

scheme described here as the length of time that such a scheme must be in place cannot be known

and would depend on many factors related to tackling global warming.

5.5.2 Risk to spacecraft

There are other effects that this form of geoengineering scheme will have on the Earth environment,

most notably there will be a danger to spacecraft. The ring will generally operate in an orbital

region above LEO and below the high MEO orbits of satellite navigation constellations. However,

spacecraft in equatorial geostationary transfer orbits (GTO) will pass through the ring and may

require protective shielding for this passage. It can be estimated that a spacecraft 2m in radius, a

size in between the upper stages of the Arianne and Soyuz launchers, will collide with a maximum

of 4× 1014 particles. This figure is dominated by a small portion of the ring which has a very high

density relative to the surrounding regions, as seen in Fig. 5.6. As a comparison, it is expected that

a spacecraft in LEO will receive a total flux of particles above 1µm of 4× 106 m−2 yr−1 [1]. To

calculate the number of particles striking the spacecraft the number density of particles in an R-θ

plot similar to Fig. 5.6 was calculated. Then a simple Hohmann transfer orbit from LEO (300km

altitude) to GEO was assumed to determine the position of the spacecraft in the R-θ plot and

the volume swept out in each section used to calculate the number of particles struck assuming a

homogeneous density within the section. An example showing the number of particles struck per

second by the spacecraft can be seen in Fig. 5.13. As would be expected there is a sharp peak at the

high density region of the ring with other, much smaller maxima, corresponding to other regions

where the total cross sectional area of the grains, as characterised by the attenuation coefficient,

is higher than nominal, as can be observed in Fig. 5.6. The number of particles swept out can be

compared to the total number of particles in the ring to give a mass of particles 7,800kg. This is a

high mass that will impart a significant ∆v on the spacecraft and make the transfer orbit unusable.

Since the ring has a small range of inclinations it will be simple for higher inclination GTOs

to be used to avoid the high density regions to greatly reduce the shielding requirement. Also a dog-

leg manoeuvre can be used to avoid the ring entirely for a small increase in the velocity required.

Also a small fraction, <1%, of very fine grained material will de-orbit shortly after injection. These

grains have radii of less than 6 microns. They will pass through the busiest region of LEO (<500

km) quickly because of their very high area-to-mass ratio and thus pose little danger to satellites
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Figure 5.13: The impact rate of particles on a spacecraft or radius 2m travelling through the ring

on a Hohmann orbit from LEO to GEO.
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there. The long lived nature of the greatest part of the rings particles leads to the disadvantage

that it cannot easily be removed. To reduce these risks the ring should be populated over many

years to enable close monitoring of the effect on the climate.

5.5.3 Effect on communications

Another side effect that must be discussed is the attenuation of communication signals from geosta-

tionary satellites. It is important to consider this since the majority of telecommunication services

utilise satellites in the geostationary ring. By taking the maximum extent of the Earth ring out of

the equatorial plane, approximately 2,000 km, the maximum latitude where a telecommunication

signal will be attenuated is determined to be 0.45◦. This is a small range of latitudes that does not

encompass any of the worlds major cities.

The approximate attenuation can be determined using the assumption that the interaction

between the asteroid dust grains and the microwave telecommunications signal is the same as for

sand grains, a phenomenon which has been studied by Hong et al. [44]. These results show that, at

a frequency of 36.5GHz, the minimum extinction efficiency, Qext, unit is 0.1 for a size parameter

of approximately 0.5. This size parameter equates to a grain radius of 650µm, which is much

greater than the grains required by the dust ring. Since the results from Hong et al. [44] show that

below this size parameter the extinction efficiency reduces, an upper estimate of the attenuation

can be made using Qext = 0.1. Since Qext = σext/πR
2
gr, the extinction cross section, σext, is

estimated to be 1.3× 10−10 m2. For the attenuation calculation the Beer-Lambert law is used with

the assumption of a homogeneous grain distribution with the maximum path length through the

ring used, to provide the upper estimate of the attenuation. This gives a maximum attenuation of

0.5, though the majority of paths through the ring will give an attenuation much less than this. For

the regions covered by the ring this reduction in communications signal strength will be a concern,

though it can be imagined that ground based communications links can be established from an

unaffected region should this attenuation become problematic.

5.6 Conclusion

The concept of an Earth ring comprised of dust grains to offset global warming, first investigated

by Pearson [79], has been investigated by considering novel families of heliotropic orbits. By the

inclusion of the perturbations of solar radiation pressure and the J2 effect the orbital dynamics

of these high area-to-mass ratio dust grains has been analysed in the e-φ phase space using a
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Hamiltonian approach. From this analysis stable, Sun-pointing orbits have been found that enable

a ring to remain in equilibrium for long periods. Using these orbits as a location for geoengineering

enables an estimate of the mass of dust required to offset a 2◦C increase in temperature increase

by a 1.7% reduction in solar insolation. The result of this estimate is a dust mass of 1× 1012 kg,

including a reduced efficiency due to particle emission and reflection, which is less than the dust

cloud methods found in [79] and [98] but larger than the solid reflector method suggested in [69]

and the refractor method seen in [5]. The use of dust rather than large reflective or refractive

devices has the great advantage of reducing the complexity of the system since the dust cloud does

not need to be launched from Earth or actively controlled, and also, if the dust is sourced from an

asteroid, reduces greatly the launch costs of the system.
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Chapter 6

Climate Model

The space based geoengineering schemes discussed in the previous chapters have the target of

reducing the incoming solar insolation by 1.7%, a value defined by Govindasamy and Caldeira

[39] to negate the majority of the adverse effects associated with a 2◦C increase in global mean

temperature. This value of 1.7% is defined by assuming a homogeneous reduction in insolation in the

climate models used, however, the insolation reduction provided by the space based geoengineering

methods described in this thesis do not have a uniform insolation reduction. Therefore it is necessary

to appraise the reduction in temperature that these variations in insolation reduction over the

Earth’s surface provide. This shall be achieved by the use of a simple 1D climate model. The

model generated by McGuffie and Henderson-Sellers [68] is summarised in Sec. 6.2 with Sec. 6.2.4

describing a modification used for the work described in this thesis.

6.1 Introduction to climate modelling

The climate system is complex, with many interactions and feedback loops, many of which are not

yet fully understood. Therefore, the precise effects of the alteration of the incoming solar insolation

cannot be conclusively determined. Furthermore, the complexities of implementing a full Global

Circulation Model (GCM) prevent their use in this thesis. However, as discussed by McGuffie

and Henderson-Sellers [68], the use of a simplified 1-dimensional climate model can reveal valuable

insights into the climate that may not be evident in more complex models. The simple climate model

described by McGuffie and Henderson-Sellers [68], that will be used later, will therefore suffice in

giving a general validation of the methods of space based geoengineering described previously,

with the ability to test the temperature reduction for different latitude regions as well as the global
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mean reduction. This climate model was also used by Pearson et al. [79] to assess the temperature

reduction provided by the Earth ring concept. In summary, the 1D model will be used in this thesis

to test the temperature reduction over the Earth on a broad scale, using simplifications that do not

require detailed knowledge of the climate system, but can none-the-less reveal the likely changes

in the climate system.

6.2 One dimensional climate model

The climate model described by McGuffie and Henderson-Sellers [68] is summarised in Fig. 6.1.

The model is a simple one dimensional energy balance model, with the Earth split into nine evenly

spaced latitude bands, with only a single hemisphere considered due to symmetry. The following

energy flow processes are included; the influx of solar energy, the energy transport between latitude

zones and the output of energy from the Earth via black body radiation. The climate model assumes

an equilibrium state, i.e. that any initial change in the in-going or out-going energy has led to a

change in mean global temperature. Now, from conservation of energy, the solar flux input into a

latitude band, Rs,i, must equal the sum of the radiated flux, R↑,i, and the heat transport towards

the pole, Fi.

Rs,i = R↑,i + Fi (6.1)

This model, as described by McGuffie and Henderson-Sellers [68], makes no assumptions on

the future changes in carbon dioxide concentration in the atmosphere, changes in land use or, in

general, any human activity. To account for global warming, this climate model will be modified,

as described in Sec. 6.2.4. Before that is discussed the contributing factors to the climate model

will first be introduced in more detail.

6.2.1 Solar Flux

The incoming flux is described by;

Rs,i = Si
I0
4

(1− α(Ti)) (6.2)
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Figure 6.1: Diagram showing the interactions of the 1D climate model used to determine the tem-

perature reduction of the different space based geoengineering schemes.

0−10 10−2020−3030−4040−5050−6060−7070−8080−90
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

1.3

Latitude [°]

W
ei

gh
tin

g

 

 

Literature
Analytical
Numerical

Figure 6.2: Weighting of the solar constant as a function of latitude averaged over a the period

of a year. Three sets of values are plotted; a literature value from [68]; the weighting calculated

analytically using Eq. (6.4); a numerical calculation where the solar constant calculated using the

SRM is used.
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where Si is the relative weight of the incoming flux for band i, I0 is the solar constant and α(Ti)

is the albedo. The albedo is a function of temperature, Ti, following the subsequent rule;

αi ≡ α(Ti)

 = 0.6 Ti ≤ Tc
= 0.3 Ti > Tc

(6.3)

This describes the tipping point when a latitude band is assumed to be covered by a layer of

ice, which has the greater albedo of 0.6, and the ice free regions. The critical temperature, Tc is

assumed to be -10◦ [68].

The value for Si is assumed to be averaged over an entire year. The values suggested in [68]

can be seen in Fig. 6.2 as well as a numerical and analytical calculation of the weighting of the

solar constant. The numerical values are derived from the solar radiation model, used to calculate

the insolation reduction of the L1 point clouds, without a cloud present. Rotation matrices are

applied to determine the position on the Earth of the insolation pattern for evenly spaced values

of time of year and day. The apparently high values for the weighting of the highest latitudes is

due to the weighting being the annual average over the Earth. Therefore the highest latitudes will

experience continual sunshine during some months, thus increasing their weighting.

The analytical, daily averaged, solar flux experienced as a function of latitude over the course

of a year can be seen in Fig. 6.3. The daily averaged flux, Qday, for a given latitude, φ, can be

found analytically and is as follows [3];

Qday =
I0
π

R2
0

R2
E

[h0 sin(φ) sin(δ) + cos(φ) cos(δ) sin(h0)] (6.4)

where I0 is the mean flux, RE is the distance between the Earth and Sun at a given date, R0 is

the mean distance between the Earth and Sun, δ is the declination at a given point in the Earth’s

orbit and h0 is the length of day for a given latitude in units of radians. The declination can be

found using the following relationship [3];

sin(δ) = sin(ε) sin(θ − ω) (6.5)
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Figure 6.3: Solar constant averaged for each latitude band over the period of a year calculated

analytically using Eq. (6.4).

where ε is the inclination of the Earth’s rotation axis, θ is the position angle of the Earth within

its orbit and ω is a correctional factor to set θ = 0 to the vernal equinox. The value of h0 is found

using the following relation;

h0 =


0 tan(φ) tan(δ) < −1

π tan(φ) tan(δ) > 1

arccos(− tan(φ) tan(δ)) else

(6.6)

to capture all geometries.

6.2.2 Heat Transport

The heat transport is considered to occur between two regions with unequal temperatures, with

a flow from the warmer regions to the cooler regions, so in general a polewards flow of energy is
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Coefficient Value

A 204W m−2

B 2.17W m−2 K

K 3.8W m−2 K

Table 6.1: Coefficients required in the one dimensional climate model as described in [68].

observed in the model. The flow is dependent upon the temperature difference between the latitude

band and the mean global temperature, T̄ , as follows;

Fi = K(Ti − T̄ ) (6.7)

where K is the heat transfer coefficient and Ti is the temperature of the latitude band.

6.2.3 Thermal Emission

The thermal emission out of a latitude band is described by the following relation;

R↑,i = A+BTi (6.8)

where A andB are empirical coefficients describing the weighting of the thermal emission, as defined

in Table 6.1. They account for the average absorption, reflection and re-emission contributions of

CO2, water vapor and cloud cover.

6.2.4 Climate warming

The climate model must be altered to account for warming of the Earth due to climate change.

This is most easily done by the inclusion of a radiative forcing term, IRF , in the climate model.

Radiative forcing, with units of W m−2, is a net change in the global energy balance between

ingoing and outgoing radiation, i.e. a positive value for IRF represents a higher level of incoming

radiation than outgoing. A positive radiative forcing will lead to a warming of the Earth, until a

new equilibrium state is reached, in which case the radiative forcing will then be zero. Of course
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this assumes that an equilibrium state is reached and the Earth does not enter a state of runaway

warming.

Radiative forcing is a generally accepted measure of the contributions that different compo-

nents, not directly related to the radiation balance, have on climate change, since the link between

a net change in the solar energy balance and a change in temperature is simple to understand. The

estimated radiative forcing of different climate factors can be seen in Fig. 1.1, Sec. 1.1, where it is

observed that not all factors have a positive radiative forcing and also that there is large variability

in the predicted forcing of each factor. For that reason a range of radiative forcing values will be

applied in this climate model to achieve a range of temperature changes for the different space-

based geoengineering scenarios. The radiative forcing values, for a doubling of the concentration

of CO2 in the atmosphere, that will be used are 3.3 W m−2, 3.7 W m−2 [46] and 4.17 W m−2 [39].

Due to the nature of the radiative forcing term it can be implemented in the climate model

in one of two ways; firstly by adding the radiative forcing term to the incoming radiation, as in

Eq. (6.9), and secondly by reducing the outgoing thermal radiation by the radiative forcing factor,

as in Eq. (6.10).

Rs,i = Si

(
I0
4

+ IRF

)
(1− α(Ti)) (6.9)

R↑,i = A+BTi + IRF (6.10)

It is expected that the reduction of the thermal emission factor will prove to be the most accurate

method for describing the temperature change. This is because an increase in the concentration

of CO2 in the atmosphere will increase the opacity in the infrared regime, thus decreasing the

outgoing radiation. Therefore, applying the radiative forcing parameter in this way is closer in

principle to the physical reality. The effects that applying the radiative forcing in the two ways

mentioned will be discussed in Sec. 6.3.1.

6.2.5 Summary

Combining the terms for the solar input, thermal re-radiation and heat transport allows the equilib-

rium temperature of a latitude band to be calculated. This can be seen in the following relationship;

Ti =
Si(I0/4)(1− α(Ti)) +KT̄ −A

K +B
(6.11)
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Since the model requires the mean temperature of the Earth, which is dependent upon the temper-

atures of the different latitude bands, the model must be solved iteratively. The method described

by [68] uses 50 iterations to reach a stable result. An initial temperature is assumed for each lati-

tude band, from which the albedo can be determined and the mean temperature calculated. The

latitude dependent temperature is then calculated using Eq. 6.11 using the previously determined

values for global mean temperature and latitude dependent albedo. These steps are then repeated.

6.3 Model testing

6.3.1 Climate sensitivity and radiative forcing

One of the key values quoted in climate modelling is that of climate sensitivity, λ, and is defined

as the temperature increase likely due to a doubling of CO2;

∆T = λIRF (6.12)

The temperature increase suggested by the IPCC to be caused by a doubling of CO2 is in the

range of 2-4.5◦C [46], with a best guess of 3◦C. It is also suggested that a temperature increase

of less than 1.5◦C is “very unlikely”, which in quantitative terms means that a temperature of

less than 1.5◦C has a 10% probability of occurring [46]. The statements of probability used in the

IPCC report are a combination of statistical results and expert judgement. Using Eq. 6.12 and a

radiative forcing of 3.7 W m−2 a bound can be placed on the expected climate sensitivity using the

temperature values cited above. The climate sensitivity is therefore λ = 0.8+0.42
−0.26K m2 W−1.

The temperature change from a doubling of CO2 found with the one-dimensional climate

model used here can be seen in Fig. 6.4. In this test no reduction in insolation due to the space-based

geoengineering method was assumed and the mean increase in global temperature was calculated

using the three values of radiative forcing described in Sec. 6.2.4. The mean value corresponds to a

radiative forcing of 3.7 W m−2 whilst the uncertainty corresponds to the range found when using the

highest and lowest values. The results show a mean global temperature increase of ∆Ts = 1.18+0.15
−0.13

and ∆T↑ = 1.71+0.22
−0.18 for the application of the radiative forcing to the incoming and outgoing

radiation respectively. Both of these values fall short of the range predicted by the IPCC. However,

two caveats must be stated. Firstly the temperature increase predicted by Govindasamy [39], which

is the basis of the insolation reduction target in this thesis, for a doubling of CO2 is 1.75K (for a
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Figure 6.4: The response of the one-dimensional climate model to a doubling of CO2 for three

values of radiative forcing and two methods of application, an increase in the incoming radiation

(Rs,i) and a decrease in the outgoing thermal radiation (R↑,i).

radiative forcing of 4.17 W m−2), which fits to the range of the latter result for the application of

the radiative forcing to the outgoing radiation. Secondly, it is suggested that a doubling of CO2 will

directly only lead to an increase of 1◦C. The remaining temperature increase is due to numerous

feedback factors such as water vapor, ice-albedo and clouds. Given that only the ice-albedo feedback

is directly included in any detail in this model, the other two feedbacks are considered in the factors

A and B, then this result may also be viable.

The final remarks on the two radiative forcing methods is regarding the temperature change

patterns over the range of latitude bands. This result can also be seen in Fig. 6.4. The temperature

increase is flat over the latitude bands for when the outgoing thermal radiation is reduced whereas

for the second method the temperature increase tails off significantly for high latitudes. This is

opposite to what is calculated using high fidelity GCMs where the high latitude regions are expected

to show a much higher sensitivity to global warming. The results calculated by Govindasamy and

Caldeira [39] shows a temperature increase of 4◦C at the poles in comparison to only 1-2◦C in the

equatorial regions.
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Figure 6.5: Reduction in daily averaged solar constant averaged over the course of a year for the

displaced equilibrium point cloud.
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Figure 6.6: Reduction in daily averaged solar constant averaged over the course of a year for the

L1 point cloud.
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Figure 6.7: Insolation reduction as a function of latitude and time of year for the Earth ring

concept.

6.4 Insolation Map

To calculate the temperature change due to the reduction in insolation associated with the space-

based geoengineering scenario, the yearly averaged reduction for the nine latitude bands must be

found. The daily averaged insolation over all latitudes for the period of a year can be seen in Fig.

6.5 and Fig. 6.6 for the case of the static cloud, released at the displaced equilibrium position and

the classical L1 points respectively. From this data the yearly average can be found and will be

discussed later. The insolation reduction plots for the gravitationally anchored dust cloud at L1

and the ejected dust clouds are similar to those for the static dust cloud and will not be shown. An

example of the insolation reduction for the case of the Earth ring, discussed in Sec. 5.4, is shown

in Fig. 6.7. Whilst the insolation reduction for the static cloud case is spread over the majority of

latitudes, the insolation reduction for the Earth ring is concentrated in specific latitude regions.

This would be expected when considering the specifics of the Earth ring concept, as discussed in

Chapter 5. The static cloud case, in general, shows a much greater spread over the Earth due to

the greater distance between the Earth and the dust cloud. Over this larger distance, the relatively
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small difference in the direction of photons from different regions on the Sun’s surface, up to

0.005◦, will lead to large differences in final position. In contrast, the Earth ring can only expect

a difference of a few kilometres between photons when reaching the surface of the Earth. This, in

combination with the often narrow aspect angle of the ring as seen from the Sun, leads to the high

level of insolation reduction seen for the latitude bands in Fig. 6.7.

The yearly averaged weighting of the solar insolation as a function of latitude can be seen for

the case of the static cloud in Fig. 6.8. The cloud released from the displaced equilibrium position

shows a relatively flat weighting, close to the required 1.7%. It appears that the average is below

1.7%, since the insolation reduction at the higher latitudes is slightly less than 1.7%. This is not the

case, however, as the lower latitude bands, which contribute a much larger value for the incoming

solar flux due to the larger surface area and hence have a stronger weighting, are slightly above

1.7%. The cloud released at the classical L1 position shows a larger insolation reduction in the

equatorial regions whilst it can be seen to decrease to less than 1% for the polar regions. From this

it can be considered that the displaced equilibrium position is more likely to be beneficial to the

reduction of climate change, since the polar regions are more sensitive to increased greenhouse gas

(GHG) concentrations, and hence a larger insolation reduction in these regions will be beneficial.

The results for the gravitationally anchored dust cloud, discussed in Sec. 3.3.5, can be

seen in Fig. 6.9. All the plots show a relatively flat insolation reduction over the latitude bands,

with the maximum insolation reductions that can be achieved with the anchored cloud method

for the asteroid Ganymed being much greater than the 1.7% required. The maximum insolation

reductions for the asteroid Eros, the second largest NEO, fall below the 1.7% requirement. These

plots also show a relatively flat distribution over the latitude bands. As for the static cloud released

at the displaced equilibrium position, the flat distribution will be beneficial for the purposes of

geoengineering.

The insolation reduction distribution for the case of the cloud ejected from the vicinity of

the L1 point with an initial velocity can be seen in Fig. 6.10. The four distributions correspond

to the mass-optimum clouds ejected from the displaced equilibrium position and the classical

L1 point, where the angle of ejection is optimised to; a) maximise the average lifetime of the

ejected material, and, b) to maximise the spread of the material before leaving the region where an

insolation reduction can be affected. Some results have been smoothed by applying a polynomial fit

to the data, due to the uneven insolation reduction calculated when using a low number of Earth

and Sun nodes in the solar radiation model described in the previous chapters. The distribution of

the insolation reduction for the displaced equilibrium position, for the ejection angle optimised to

maximise the lifetime of the particles, shows a relatively homogeneous insolation reduction. This is

similar to the results for the static cloud and the gravitationally anchored cloud released from the
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Figure 6.8: Insolation reduction averaged over an entire year for different latitude bands for the

static cloud concept.
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Figure 6.9: Insolation reduction averaged over an entire year for different latitude bands for the

gravitationally anchored dust cloud.
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Figure 6.10: Insolation reduction averaged over an entire year for different latitude bands for the

case of a cloud ejected with an initial velocity distribution.
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Figure 6.11: Insolation reduction averaged over an entire year for different latitude bands for the

Earth ring.
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same position. For the optimisation to maximise the spread of the particles the reduction is less

homogeneous, with an apparent minima of 1.65% in the region of 20-40◦ latitude, with high values

in the equatorial and polar regions. The cloud ejected at the classical L1 point is less homogeneously

distributed still, with the optimised lifetime case showing a distinct reduction towards the polar

regions and the spread optimisation decreasing from 2% at the equator to 0.9% at the poles.

The three distributions that show the insolation reduction for the Earth ring can be seen

in Fig. 6.11. Each of the data sets correspond to a different dust grain distribution within the size

range of 1-50µm, the precise details of which are described in Sec. 5.2.2. All three distributions

show a strong peak insolation reduction in the equatorial latitude bands before quickly reducing

to zero for higher latitudes. The D3 distribution, which has the smallest peak insolation reduction,

therefore has a greater insolation reduction in the lower latitude regions. This small difference is

unlikely to have a strong effect on the calculation of the mean global temperature change.

6.5 Results

Using the solar weightings shown in the previous section, the change in temperature over the range

of latitude bands can be calculated using the 1-dimensional climate model discussed in this chapter.

A summary of the mean temperature reduction, accounting for the doubling of CO2, for all the

cases considered can be seen in Fig. 6.12. The radiative forcing applied leads to a mean reduction

in temperature of 1.7◦C. All cases lead to a net reduction in the global mean temperature, in

comparison to the radiative forcing applied, with the exception of the gravitationally bound dust

cloud method for the asteroid Eros. This, combined with the engineering challenges involved with

capturing such an asteroid, makes the use of this asteroid for the purposes of geoengineering

impractical.

As would be expected, the reduction in mean temperature is greatest for the dust cloud

gravitationally anchored by the asteroid Ganymed. It can be seen that the global mean temper-

ature has a net reduction of 5.7◦C and 2.0◦C when the asteroid is positioned at the displaced

equilibrium position and the classical L1 point respectively. These results are expected as the in-

solation reduction is greater than the 1.7% target, which is particularly the case for the displaced

equilibrium position. The absolute temperature reduction for the case of the asteroid Ganymed

positioned at the classical L 1 point is in the region of 3.7◦C. Given that the asteroid will most

likely be positined at the classical L1 point, due to the large engineering challenge of maintaining

the asteroid at the displaced position (discussed in Sec. 3.3.1), this method gives little margin

should attempts to control climate change be unsuccessful and the temperature reduction target
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increase. In this scenario, large dust grains can be used to increase the size of the cloud that can

be gravitationally anchored, as discussed in Sec. 3.3.4, giving an insolation reduction, and con-

sequently the temperature decrease also, close to that of the equilibrium position. This method,

however, has the disadvantage of increasing the required mass of the dust cloud to several times

the mass of the asteroid.

The results for all other cases fall below a net zero temperature reduction. The Earth ring

method appears to show a greater net temperature reduction of -0.5◦C, in comparison to the other

methods, which are in the region of -0.15◦C to -0.4◦C. This is a surprising result, since the mean

insolation reduction is 1.7%.

The temperature reduction, for each latitude band considered, can be seen in Fig. 6.13,

for the static cloud and a homogeneous insolation reduction. The error bars show the range in

temperature found when using the three different values of radiative forcing for a doubling of CO2

described previously. The results show a decrease in temperature of approximately -0.4◦C for the 0-

10◦ latitude band, which increases with latitude, reaching zero in the 40-50◦ region. The values for

the polar latitudes increase to approximately 0.4◦C. Due to the greater weighting of the insolation

reduction towards the equatorial region for the static cloud released at the classical L1 point, the

temperature reduction is greatest here, with a reduction smaller than the equilibrium position

cloud in the polar regions. The results for the equilibrium position cloud are broadly in keeping

with the homogeneous insolationn reduction of 1.7%. This would be expected when considering

the similar distribution of the insolation reduction as seen in Fig. 6.8 and the flat appearance of

the result of the SRM for this case, Fig. 2.17.

The results for the gravitationally anchored dust cloud, seen in Fig. 6.14, show the wide range

of temperature reductions for the different cases. The general shape of the results are similar to the

static and homogenous cases, with the greatest net change being in the equatorial region, before

reducing towards the poles. This is the same for all cases, though the effect is scaled with respect

to the overall temperature reduction. The results calculated by [39] show that the net temperature

change for a homogeneous reduction, to compensate for a doubling of CO2, is relatively flat, with

a slightly smaller temperature reduction towards the poles. This is, in general, in keeping with the

results presented here thus far, though the precise difference in temperature between the regions

is not evident in [39].

The results for the ejected cloud shows a similar distribution of the temperature reduction

to that of the static cloud, as would be expected considering the similarities in the insolation

reduction distribution. The most significant deviation is the case of the cloud ejected from the

L1 point with the spread of the ejected cloud optimised. This case shows a greater reduction in
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neering scenarios applied.

130



6. CLIMATE MODEL

Mean 0−10 10−20 20−30 30−40 40−50 50−60 60−70 70−80 80−90
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Latitude [°]

∆T
 [°

C
]

 

 

1.7% (Homogeneous)
2%  (Homogeneous)
Displaced Eq. 
Point (Static)
Classical L

1
 

Point (Static)

Figure 6.13: Temperature reduction averaged over an entire year for different latitude bands for the

static cloud concept.
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Figure 6.15: Temperature reduction averaged over an entire year for different latitude bands for the

case of a cloud ejected with an initial velocity distribution.
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Figure 6.16: Temperature reduction averaged over an entire year for different latitude bands for the

Earth ring.
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temperature near the equator, with a lower reduction in temperature near the poles. The mean

temperature reduction is greater than the other three cases, though not by a greatly significant

margin.

The temperature reduction for the Earth ring in the mid and high latitude regions, seen

in Fig. 6.16, shows a reduction in temperature, in comparison to the doubled CO2 case. This is

despite the lack of a reduction in the incoming solar insolation in these bands. This reduction in

temperature is due to the decreased heat transfer towards the poles, due to the large temperature

reduction in the equatorial region. The temperature reduction is similar for the three dust grain

distributions, with a maximum difference of less than 0.5◦C. The absolute temperature reduction

in the equatorial regions is nearly 5◦C. This is a large reduction that will, it is assumed, have a

strong impact on the local climate that will be difficult to predict. Considering the large reduction

in insolation apparent in the equatorial region, Fig. 6.7, the further potential for a temperature

reduction using the Earth ring method is limited, for multiple reasons. From purely engineering

considerations, the efficiency of the Earth ring will decrease quickly with the insolation reduction

required, due to the exponential component of the Beer-Lambert law used to calculate the insolation

reduction. This will lead to a far greater mass being used for the ring, which will subsequently

increase the number of asteroids required, increasing the complexity further. Going beyond simple

engineering considerations, the ethical and political aspects of significant reductions in insolation

over certain portions of Earth will meet strong opposition and could have strong physical negative

feedback effects, reducing the efficiency of the method further. For example, the potential for solar

power will be greatly reduced in the equatorial and tropical regions, likely leading to a slower

decrease in the anthropogenic GHG emissions. Also, in the regions where there will be a strong

insolation reduction, there are significant emissions of black carbon, which has a large effect on the

climate, second only to CO2, due to wood, biomass and coal burning [54]. If a strong insolation

reduction is experienced in these regions then it would be expected that, at least in the short term,

there will be an increase in the emissions of black carbon, leading to a negative feedback effect and

reducing the overall efficiency of the Earth ring.

6.6 Conclusion

In this chapter a simple one-dimensional climate model has been introduced that calculates the

yearly averaged, steady-state temperature reduction as a function of latitude. Using this, the

initially static dust cloud, gravitationally anchored dust cloud, the ejected dust cloud and Earth

ring methods of space-based geoengineering, described in the previous chapters, have been analysed

to determine the mean temperature reduction over the Earth. It is found that all cases, except

133



6. CLIMATE MODEL

for the dust cloud gravitationally anchored by the asteroid Eros, provide a net reduction in mean

global temperature when accounting for the radiative forcing due to a doubling of CO2. The

largest temperature reduction is found for the dust cloud gravitationally anchored by the asteroid

Ganymed, the largest near Earth object, when positioned at the displaced equilibrium position.

The net temperature reduction for this case is 5.75◦, which could potentially lead to an ice age

if no global warming is included. The maximum potential of the remainder of the gravitationally

anchored dust clouds analysed is less than this value, to the extent that, should an insolation

reduction greater than the 1.7% be required to offset a greater increase in global temperature, the

gravitationally anchored dust cloud may not be a practicable solution. Of the dust cloud methods

that use a 1.7% reduction in insolation as their target, the Earth ring concept leads to the greatest

reduction in temperature, with a net temperature change of -0.5◦. The remainder of the dust clouds

methods show a net change in temperature of -0.15◦ to -0.4◦ when the 1.7◦ increase due to the

doubling of CO2 is accounted for.
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Chapter 7

Engineering a Dust Dloud

This chapter shall discuss the engineering feasibility of the space-based geoengineering concepts

discussed in this thesis, concluding on the most likely method of implementation. A technological

roadmap for the development of the key technologies required for the most near-term space-based

geoengineering scheme will be discussed.

To assess this, the feasibility of capturing a sufficient quantity of dust material shall first

be analysed, to test the assumption that the material can be found in the population of near-

Earth asteroids. The possibility of using lunar material for the dust cloud shall also be included.

The analysis of the feasibility of asteroid capture (Sec. 7.1.1) was undertaken by Dr. Joan-Pau

Sanchez [85, 86]. Subsequently, several considerations regarding the use of asteroid material shall

be discussed, such as the impact risk and regolith grain size, to aid the discussion on the most

feasible method. The use of lunar material for the dust cloud will also be discussed with a discussion

on the amount of material required to generate the dust cloud and the feasibility of transport to

L1.

The final engineering dicsussion will focus on the possible methods through which the cloud

can be generated. This will include a summary of work undertaken on solar sublimationb by

Kahle et al. [50] and is found in Sec. 7.3.1. The cloud generation techniques will be compared to

the assumptions on the initial conditions of the dust clouds used in the previous chapters and

a comparison to the use of solar reflectors will also be made before a technological development

roadmap will be presented.
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7.1 Asteroid Material

So far in this thesis the only consideration of the quantity of asteroid material available for use in

the dust cloud methods for space-based geoengineering is found in Sec. 3.3.1, where the impulse

required to capture the most massive near-Earth objects is calculated. The masses considered are

above a value of 1× 1013 kg, orders of magnitude greater than the amount of mass required to

sustain an unstable cloud in the vicinity of the first Lagrange point. Therefore, more consideration

must be given to the capture of asteroids with lower mass. This shall be discussed in the following

section, as well as a general discussion on the use of asteroid material.

7.1.1 Asteroid capture

The mass of asteroid material required for the space-based geoengineering methods ranges from

1010 kg yr−1 for the static and ejected L1 clouds to 2× 1012 kg for the Earth ring concept, with

the gravitationally anchored dust cloud requiring in the region of 9× 1011 kg yr−1 of dust material,

not including the mass of the anchoring asteroid. All of these methods require significant amounts

of material to achieve a 1.7% reduction in insolation. Nevertheless, these results represent orders

of magnitude improvements with respect to previous concepts envisaging the passive use of dust

as a geoengineering method [79, 98]. A paramount issue for any geoengineering proposal requiring

dust or raw material is the source of this material and its accessibility.

By assuming here that the accessibility of asteroid/comet material from the Sun-Earth L1

point is, as a first approximation, similar to the asteroid accessibility from weakly-bound Earth

orbits, the approximate amount of material accessible at an energy lower than that required to

exploit the Moon can be shown to be of order 6× 1013 kg [86]. This estimation results from summing

up the mass of all objects, described by a near-Earth object population distribution, that can

reach a weakly-bound Earth orbit (i.e., Earth parabolic orbit) with a total ∆v budget lower than

2.37 km s−1 (i.e., Moon’s escape speed) [85, 86]. In particular, for the value presented here, a three

impulse transfer model was used to assess the ∆v cost of the transfer [86]. A simplified version

of Fig. 10 in [85] is presented here as Fig. 7.1. This figure shows the average available resources

by using the first, tenth, hundredth and thousandth largest accessible asteroid or cometary object

in near Earth space. The figure also represents the 90% confidence region, which accounts for the

statistical uncertainty of the near Earth object population distribution. This particular figure has

been updated with the accessibility provided by the three impulse transfer model as described in

[86].
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Figure 7.1: Expected resources as a function of ∆v threshold [85].

Figure 7.1 suggests that it is possible to find objects able to sustain the initially static dust

cloud concept, when released from the displaced equilibrium position, for at least 150 years with

a ∆v lower than that required to exploit the resources of the Moon. Similarly, the static cloud

released from the classical L1 point can be sustained for approximately 26 years. The minimum

size object to sustain the cloud for 1 year, when released from the displaced equilibrium position,

is found to be accessible with a ∆v of order 1 km s−1, while 3 km s−1 would be needed to provide

1 large object able to sustain the concept for 1,000 years. By capturing all the material accessible

with a velocity below the velocity required to exploit the Moon, the static cloud method could be

sustained for 3,000 years. The same applies to the ejected cloud method, which requires a similar

quantity of mass to the static cloud case. On the other hand, Struck’s Earth-Moon L4/L5 dust

cloud could not be generated, even by depleting the same asteroid material resource.

The amount of material that can be captured to L1 below the velocity required to exploit

lunar resources is great enough to also supply the Earth ring concept. However, an additional

velocity of 3.3 km s−1 is required to transport the material to medium Earth orbit, where the ring

will be positioned, from the L1 point.
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7.1.2 Asteroid positioning

For the space-based geoengineering methods that require the capture of an asteroid in the L1 region,

the static, gravitationally anchored and ejected dust cloud methods, it is desired that the asteroid

is positioned at the centre of the cloud, either at the L1 or neighbouring equilibrium positions, to

enable continual ejection of material. Therefore, a key technological requirement is the ability to

stabilise an asteroid at or near L1. Since an asteroid has a low area-to-mass ratio surface forces

such as solar radiation pressure will not strongly perturb the asteroid and therefore it is likely to

be possible to stabilise such an asteroid in the vicinity of the classical L1 position using the mass

ejection methods that will be discussed in Sec. 7.3, e.g. a solar collector or mass driver which will

generate a thrust due to the ejection of material. To control the asteroid when it is approaching

the L1 point its velocity must be low, since a large instantaneous impulse is not likely to be feasible

from the ejection mechanisms considered. This may place constraints on the number of suitable

asteroids, unless a chemical propulsion system is used to brake the asteroid before reaching the L1

point. This may be possible for small asteroids, however, the overuse of such devices will begin to

negate the benefit of the dust cloud concepts over solid reflector devices.

As has already been discussed in Sec. 3.3.1, a constant acceleration will be required to

maintain the position of an asteroid at the displaced equilibrium position found when the effects

of solar radiation pressure are included, or an intermittent acceleration large enough to provide

the required acceleration on average. The acceleration required to maintain the position of the

asteroid at the displaced equilibrium position for the five dust grain sizes investigated in Chapter

2 can be seen in Table 7.1. It is desirable to minimise the number of objects that must be captured

to sustain the dust cloud, i.e. to capture one reasonably large object rather than many smaller

asteroids. Assuming that an object is captured with a mass in the region of 1.9× 1010 kg, capable

of sustaining the optimum static L1 cloud for an entire year, the thrust required to maintain

the asteroid at the displaced equilibrium position is 3,927 kN, since the optimum mass is for the

smallest grain size. The same object maintained at the displaced equilibrium position for the largest

grain size of 32µm requires a thrust of 16.8 kN, approximately 25-50% of the thrust provided by

the second stage of an Ariane 5 launcher. However, the capture of an asteroid with this mass will

sustain the cloud generated from a grain size of 32µm for only a handful of days. These facts make

the use of an asteroid positioned at the displaced equilibrium position unfeasible with current

technology. However, using the thrust generated by the mass driver can be envisaged, though,

again this is not a near-term option.

In addition, the practicality of the displaced equilibrium position is reduced when considering

that it is not possible to use a single size of dust grain, since, to achieve a grain radius of 0.1µm,
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Grain Radius [µm] β Displacement [km] Acceleration [m s−2]

32 0.005 2,500 9.0× 10−7

10 0.018 9,000 3.2× 10−6

3.2 0.061 32,000 1.1× 10−5

0.32 0.772 950,000 2.3× 10−4

0.1 0.751 875,000 2.1× 10−4

Table 7.1: Acceleration required to maintain the position of an object placed at the displaced equi-

librium position of different grain sizes, corresponding to different values of β and distances to the

classical L1 point.

processing of the asteroid will be required, resulting in a range of dust grain sizes being ejected,

as first discussed in Sec. 5.2.2. Therefore the dust grains will also have a range of values of β, each

with an associated equilibrium position. Very few of the dust grains will therefore be released at the

optimum position. This makes the use of a single displaced equilibrium position less advantageous,

considering the station-keeping requirements. A more likely scenario than maintaining a stationary

asteroid at the displaced equilibrium position is to place the captured asteroid in a periodic orbit

around L1. An example of such an orbit is a Lyapunov orbit, where the maximum displacement

along the Sun-line can be tailored to pass through the equilibrium position. Material would then

be ejected within a region close to this position. To reduce the requirements on the mass ejection

system, several asteroids would be required, regularly spaced along the same orbit.

7.1.3 Impact Risk

A factor that must be considered is the risk presented to Earth due to the presence of the asteroids

used to generate the dust clouds. To make an estimate of the danger of capturing an asteroid at L1

the kinetic energy associated with a collision can be estimated. This calculation shall assume that

upon striking Earth the asteroid will have a velocity equal to the Earth’s escape velocity, since it

is assumed to be initially at rest at the L1 point. Using the example of an asteroid with a mass

of 1.87× 1010 kg will give a resultant kinetic energy of 1.2× 1018 J. In the Torino scale of asteroid

impacts risk the kinetic energy is represented in units of megatons of TNT (MT), where 1 MT is

equal to 4.3× 1015 J [15], giving a resultant kinetic energy of 280 MT for this example.

In comparison, the energy of the Tunguska event, which destroyed a large area of Siberian

forest in 1908, is thought to be in the region of 10-15 MT [19, 21], approximately a factor of 20

lower. From these brief estimates of the potential impact energy of an asteroid captured at L1,
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it can be concluded that to reduce the risk to the Earth from a single impact, the size of the

asteroids used should be reduced wherever possible. This suggests that the risk of implementing

the gravitationally anchored dust cloud method examined in Chapter 3, which entails capturing

the largest known near-Earth object, Ganymed 1036, with an estimated mass of 1.73× 1017 kg is

potentially high. The impact energy will be in the region of 2.5× 109 MT, which is an order of

magnitude greater than the estimated 1.2× 108 MT of the Chixalub impact [75]. Clearly, detailed

orbit design would require that the envelope of potential trajectories departing from the vicinity

of the L1 point do not intersect the Earth.

The mass of a single asteroid deemed not to pose a significant threat, below an impact energy

of 1 MT corresponding to a threat of 0 on the Torino scale [15], is in the region of 6.9× 107 kg. This

rating does not strictly mean that the asteroid poses no risk to Earth, more that the consequences

of an impact will not be significant on a global, or regional, scale. To supply the optimum L1 cloud

would therefore require approximately 275 small asteroids every year.

7.1.4 Asteroid Regolith

The comparison of masses used in this chapter have so far assumed that all the material on an

asteroid is milled to fine dust and expelled with no losses to form the dust cloud. It is useful to

determine how much material can be easily found on the surface of an asteroid that does not require

significant processing, thus reducing the need for complex extraction systems. An estimate of the

quantity of regolith, as well as the expected size distribution is a useful starting point. Regolith is

the loose material found on the uppermost layer of a body and is generated over significant periods

by processes such as meteorite impacts, which create ejecta which then either escapes or falls back

to the surface. Asteroids are thought to be one of three types; monolithic objects that are likely

large, single fragments of a larger object, rubble piles, which are loose collections of smaller rocks

held together by gravity, and extinct cometary nuclei [65]. Upon this structure the layer of regolith

is expected to be found, ranging from small grains to boulders and pebbles.

7.1.4.1 Size Distribution

Unlike for lunar regolith, there are very few direct measurements of asteroid regolith. The only in-

situ measurement of the size of asteroid regolith is the Hayabusa mission, which visited the asteroid

25143 Itokawa, although this cannot be concluded to be representative of a size distribution of

asteroid regolith due to the partial failure of the sampling mechanism [113]. The grains collected

were kicked up by the impact of the spacecraft on the surface, and trapped in a capture mechanism,
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therefore any distribution based on these results will be biased towards smaller particles. The size

distribution of asteroid regolith can then only be inferred from remote observation.

It has been observed, due to differences in scattering characteristics, that asteroid regolith

is likely coarser than lunar regolith [32], suggesting a mean grain size greater than the value of

72µm found for lunar regolith [26]. For example, it is observed on the asteroid Eros 433 that the

regolith has grain sizes in the region of 50-100µm [59], with another observation suggesting that

the regolith is predominantly below a grain size of 1150 µm [82]. Another estimate of the regolith

size comes from Riner et al. [81]. It is suggested that the phenomena of electrostatic levitation

plays a significant role in the transport of material on Eros. In this process ultra-violet photons

positively charge the surface grains, creating charge differentials that cause the grains to levitate

above the surface. Other factors, including solar radiation pressure, may then cause the grains to

migrate over the surface. If the charge on the grain is large enough the particle may escape from

the asteroid. It is estimated that particles in the range of 10µm-1mm are likely to migrate over

the surface of Eros without escaping, whilst particles of radius < 10µm are likely to have sufficient

energy to escape, thus placing a lower bound on the grain size. A lower bound can also be placed

on the regolith for the asteroid Itokawa. Riner et al. [81] also calculate that for Itokawa, with its

lower mass, particles of radius < 200µm are able to escape. It is further suggested that the mean

grain size in the regolith of an asteroid is likely to be inversely proportional to the mass of the

asteroid.

Due to the paucity of precise information regarding the size distribution of asteroid regolith,

and the variability with asteroid size, a range of values of mean and standard deviation will be

suggested to generate a size distribution. All possible combinations of these values can then be

used to evaluate the feasibility of using unprocessed asteroid regolith to generate the dust cloud.

Three values were chosen for the mean, µr, and standard deviation, σr, for distributions based

on the Eros and Itokawa data, considered in a log-normal distribution. These values can be seen

in Table 7.2. From the information described previously, several reasonable approximations for

the mean grain size can be made to illustrate the range of grain sizes found on various asteroids.

However, there is less information for the standard deviation of the regolith distributions, therefore

four values are used to test the feasibility of the use of asteroid regolith, ranging from a narrow

distribution to a broad distribution.

7.1.4.2 Mass Requirement

To calculate the approximate amount of regolith material required to create a 1.7% reduction

in insolation the static solar radiation model was used, as described in Chapter 2. This model
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Case 1 2 3 4

µr
[mm] 0.01 0.1 1

[log(m)] -11.51 -9.21 -6.91

σr [log(m)] 0.5 0.75 1 1.25

Table 7.2: Approximate means and standard deviations of asteroid regolith size distribution.

was extended beyond the original version, which uses only a single grain size, by dividing the

size distribution into five sections, each having the same total probability of a grain being found

within the size boundaries. An example of a probability density function (PDF) for the broadest

size distribution using the largest mean grain value can be seen in Fig. 7.2, with the five equal

probability regions shown. Within each section the mean grain radius, grain mass and mean cross-

sectional area were then found. The dynamic solar radiation model was then applied to each of

these five “grains”, with the additional intermediate step of storing the integral of the Beer-Lambert

law for each section. It is demonstrated in Appendix B that the Beer-Lambert integrals, along the

same integration path, can be summed to determine the combined attenuation due to all five grain

sections. This can be used to combine the Beer-Lambert integral results for the five sections of the

size distribution before optimising the initial number density to find the mass requirement.

This process was implemented for the classical L1 point only, since the different “grains” all

have different values for β, due to their different sizes, which means that the displaced equilibrium

position, that occurs due to the inclusion of the effect of solar radiation pressure, will be at different

locations for the different grain sizes. It would be impractical to release the material at a specific

displaced equilibrium position. This is especially the case considering that the largest grain size,

which contributes 98% of the total cross-sectional area of the distribution, has a small β value that

leads to a negligible displacement of the new equilibrium position from the classical L1 point. In

this use of the solar radiation model a time step of 5 days was assumed, up to a period of 200 days

This is due to the different mean lifetimes of the dust grains in the cloud for the different values

for β, which will lead to the five sections of the size distribution having different lifetimes. Hence,

to ensure that the spread of the cloud is adequately described, more time steps are needed than is

used for the solar radiation model first described in Chapter 2.

The mass required to achieve the necessary 1.7% reduction in solar insolation, using the as-

teroid regolith size distributions detailed in Sec. 7.1.4.1, can be seen in Fig. 7.3. The mass require-

ments are all above a value of 1× 1012 kg yr−1, with the optimum value being 1.167× 1012 kg yr−1

for the smallest mean grain size and standard deviation for an initial cloud radius of 3,000 km. This

result is of the same order as the result presented in Chapter 2 for a single grain radius of 10µm.

The optimum mass for the greatest mean grain size and standard deviation is 7.43× 1014 kg yr−1.
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Figure 7.2: Example probability density function for asteroid regolith.
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Figure 7.3: Mass requirement for the use of an asteroid regolith size distribution when released at

the classical L1 point.
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7.1.4.3 Quantity of regolith

It is thought that the thickness of the regolith layer found on the asteroid surface is proportional

to the mass or size of the asteroid, with objects greater than 100 km diameter having a layer many

metres deep, whilst objects of less than 10km are likely to only have a covering in the range of

a few centimetres [32]. This is due to the mass of the object, as larger bodies will have a greater

gravitational attraction that can better trap material ejected after a meteorite impact. For example,

the regolith depth on the asteroid Itokawa, an asteroid with a mass of 3.58× 1010 kg [2], is thought

to be in the region of 0.42m [10], whilst the regolith depth on the asteroid Ida has been estimated

to be in the range 50-100m [28], with one estimate suggesting a depth of up to 150m [99]. Ida has

a mass of approximately 4.2× 1016 kg [11]. Using these estimates for the regolith depth suggests

a total regolith mass on Itokawa of 2.8× 108 kg and 4× 1014-1× 1015 kg on Ida. These values

correspond to 0.8% of the total mass of the asteroid for Itokawa and range from 0.95% to 2.84%

of the total mass of the asteroid Ida. These are both significant quantities of material. However,

the capture of an asteroid such as Itokawa would not be sufficient to generate a suitably effective

cloud without the processing of material. If the unprocessed regolith were used from Itokawa, the

mass requirement calculated for the mean grain size of 1mm is most applicable, considering that

grain sizes less than 200µm are capable of escape due to the electrostatic levitation of charged

grains above the surface [81]. This suggests a mass requirement of at least 1014 kg yr−1, which is

six orders of magnitude greater than the quantity of regolith found on Itokawa.

If, on the other hand, the asteroid Ida were captured, the results for the size distribution

with the lowest mean value becomes applicable. The quantity of unprocessed regolith can then be

seen to be capable of sustaining the dust cloud for 10-10,000 years, depending upon the precise

depth of the regolith layer and width of the size distribution of regolith. The quantity of regolith

material found on this large asteroid is also of interest for the gravitationally anchored method of

space-based geoengineering described in Chapter 3. It is calculated in Sec. 3.4.3 that, assuming

the lifetime of ejected dust grains before escape from the zero-velocity curve or collision with the

surface is 90 days, the mass escaping is 9.32× 1011 kg yr−1, for a grain size of 32µm. Now, the

lower estimate for the quantity of regolith of 1% of the total mass of the largest near-Earth object

used in the gravitationally anchored dust cloud method, Ganymed, suggests a regolith mass of

order 1015 kg. Since the size distribution is dominated by larger grains, a large proportion of this

mass will be above the grain size of 32µm, thus suggesting that the dust cloud can be sustained

for up to several thousand years without the need to process material from the surface. However,

the capture of such a large asteroid is clearly technologically challenging, also posing a potential

risk to Earth, and hence the use of smaller asteroids will be preferable. Therefore, some form of

processing will be required to extract material from the surface and generate a size distribution of
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the appropriate size.

7.1.5 Processed asteroid material

It has been shown previously that the mass of unprocessed regolith material required to achieve

a 1.7% insolation reduction can theoretically be found on some asteroids. However, this would

involve capturing an asteroid of such a scale as to prove technologically challenging, even when

considering very far-term technologies, as well as posing a potential risk to Earth. Therefore, the

feasibility of using processed asteroid material will now be considered.

An approximate size distribution for processed asteroid regolith has been described in Chap-

ter 5 and can be seen in Fig. 5.5. This distribution can be used in the solar radiation model in a

similar manner to the loose regolith distributions discussed previously. The resulting mass require-

ment for varying sizes of dust cloud can be seen in Fig. 7.5. As before there is an optimal cloud

radius in the region of 3,000-4,000 km with a value similar to that of the lowest standard deviation

considered for the loose asteroid regolith. This is due to similarity between the mean grain sizes for

the two distributions, whilst the difference in the standard deviations is also small. In conclusion

the realistic mass requirement for the dust cloud method of space-based geoengineering, assuming

the use of asteroid material, is in the region of 1× 1012 kg yr−1.

7.2 Lunar Material

So far only the use of asteroid material has been mentioned. However, another possible source of

material is the Moon. This is of particular interest for larger mass scenarios, such as that proposed

by Struck, where the population of near-Earth objects cannot provide sufficient material which

can be transported with an energy less than material from the surface of the Moon.

7.2.1 Required material

The energy required to transfer material from the lunar surface is much less than transferring the

same amount of material from the Earth, although the capture of an asteroid passing close to Earth

will still be more efficient, as described in Sec. 7.1.1. The use of lunar material is an interesting

possibility, since the capture of asteroid material poses many challenges that must be overcome.

For example, a significant challenge is providing sufficient control on the asteroid to enabled it to
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Mean 1 2 3 4 5

Radius [µm] 551 92 36 14 3.9

Cross Section [m2] 1.9× 10−6 2.9× 10−8 4.3× 10−9 7.0× 10−10 6.2× 10−11

Mass [kg] 1.2× 10−5 1.3× 10−8 7.0× 10−10 4.7× 10−11 1.5× 10−12

β 6.0× 10−4 2.2× 10−3 5.6× 10−3 0.015 0.107

Table 7.3: Mean characteristics of five sections of the lunar regolith size distribution.

be placed at the desired location, be it the classical L1 or displaced equilibrium point, and then

maintaining that position. Another potential problem with the capture of asteroid material is the

likely negative public response to the capturing of near Earth asteroids that could potentially pose

a threat to Earth, no matter how small. Additionally, the Moon presents a practically limitless

supply of material and it can be imagined that should the Moon be used in the future for resource

utilisation, that the dumping of waste material into the vicinity of the L1 point may be possible.

The size distribution of lunar regolith, the uppermost layer of small grains that originates

from weathering of lunar rock, has been described by Carrier [26]. It can be characterised by a

log-normal distribution, described previously in Chapter 5 as a normal distribution with a log

scale on the horizontal axis, with the probability density function being calculated using Eq. (5.2).

Carrier [26] found the mean grain radius to be µ = 3.84Φ with a standard deviation of σ = 2.52Φ,

where the function Φ is related to grain diameter, D, by;

Φ = −3.322 log10D (7.1)

The subsequent grain size distribution can be seen in Fig. 7.4. The feasibility of using lunar material

as a source of dust for geoengineering purposes was determined using the static solar radiation

model described in Chapter 2, using the same sampling principles discussed in Sec. 7.1.4.1. The

values for the average grain size, cross-sectional area and value of β for each of the five sections of the

size distribution of lunar regolith can be seen in Table 7.3. The value for β was calculated by using

the estimate for asteroid dust grains calculated by Wilck and Mann [110] using the assumption

that the grain sizes remain above the region where the size is equivalent to the wavelength of light,

where Mie theory is used to calculated the value of β. However, the lower mass density of lunar

regolith, of 3,000 kg m−3, must be corrected for. This can only be used as an approximation, since

lunar regolith has been noted to be highly irregular in shape, which will likely have an effect on

the coupling between solar radiation pressure and the resultant momentum transfer.
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The mass-per-year requirement for lunar regolith material released from a static cloud at

the classical L1 point can be seen in Fig. 7.5. As well as the result for lunar regolith, the mass

requirement for asteroid grain radii of 32µm and 0.1µm, corresponding to β values of 0.005 and

0.751 respectively, are also shown as well as the mass requirement for processed asteroid regolith.

It can be seen that the mass requirement for lunar material is significantly larger than that of the

results of the static cloud calculated in Chapter 2, with the minimum result being 1× 1014 kg yr−1

for a cloud radius of 3,000 km. This is due to the size distribution. Though the mean grain size is

similar to 32µm, one of the values used in Chapter 2, the number of larger grain sizes results in a

mean grain mass greater than that of a 32µm grain. Since the efficiency of a particle in blocking

solar insolation is essentially a function of the area-to-mass ratio, it can be seen from Table 7.3 that

the largest grain size of 551µm is only 2.6% as efficient as the middle grain size, or 0.3% as efficient

as the smallest grains. In comparison to the smallest grain size of asteroid material of 0.1µm, the

area-to-mass ratio of the largest lunar regolith size is only 0.007% as large, thus explaining the

relatively high mass of the lunar regolith distribution. Considering this, some form of processing

will be required on the lunar surface, as for the asteroid regolith, to reduce the average grain size

of the material that would be transported to the L1 point. This is most easily achieved by sorting

the material so that only grains below a certain size are transported. Alternatively, the material

can be ground to the correct size distribution, whether on the lunar surface or in the vicinity of

the classical L1 or displaced equilibrium positions.

7.2.2 Material availability

An estimate of the amount of regolith that can be easily collected can be made by using the

approximate depth of the lunar regolith and it’s bulk density. The lunar regolith varies in depth

depending on the region of the moon, ranging from depths of 4-5m in the Mare to 10-15m in

the highland regions [70]. This depth of regolith is relatively shallow in comparison to the depth

estimated for the larger near-Earth asteroids, presumably due to the much larger gravity found on

the Moon, leading to a more compact sub-surface in comparison to asteroids. Using the radius of

the moon of 1,738 km [32] and the lower bound to the lunar regolith depth of 4 m gives an estimate

of the total volume of lunar regolith of 1.5× 1014 m3. The bulk density of the lunar regolith is in

the region of 870-1,890 kg m−3 [27]. This gives an estimate of the total mass of lunar regolith of

1.3× 1017-2.9× 1017 kg. This value is more than sufficient to supply material to the dust cloud

method for several thousand years, as well as the method proposed by Struck [98] at the Earth-

Moon L4/L5 points which requires in the region of 1014 kg of material. However, the method by

which this material can be re-positioned from the lunar surface is not a trivial matter as indicated

in the study of space-based geoengineering undertaken by the ISU [4].
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Figure 7.4: Probability density function for lunar dust grains, as described by [26].
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Figure 7.5: Mass requirement for the lunar regolith and processed asteroid regolith size distributions

as well as the minimum and maximum mass requirement results described in Chapter 2.
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7.2.3 Transport to L1

Should lunar material be used, a suitable delivery strategy will be required. There are two pos-

sibilities for the launch of material from the Moon to the vicinity of the L1 point; conventional

chemical propulsion and a mass driver system. Chemical propulsion systems have the benefit of

being very mature and relatively cheap, though the main disadvantage is that the amount of pro-

pellant required will be large due to the number of launchers required. The second launch option is

the use of a mass driver, similar in principle to that proposed by Angel for the launch of refractor

devices from the Earth to the L1 point. This option is currently technologically unfeasible at the

scale required, although it has the advantage of not requiring propellant and being able to use

power generated from solar plants situated on the Moon. Both of these launch options have the

advantage that the difficulty of launching from the Moon is much less than launching from the

Earth, due to the much lower escape velocity and the absence of an atmosphere that creates drag

on a launched object. However, the scale of the infrastructure required to construct and maintain

the respective systems will be large. An estimate of the number of launch vehicles required to

place the infrastructure for a solid reflector goeengineering scheme at L1 has been made [4]. It

was found that in the region of 6,600 heavy launch vehicles, on a similar scale to the Saturn V

launchers, would be required. This would be followed by 100,000 mass driver launches to transport

the reflectors to the L1 point from the Moon. These mass driver launches will have a payload in

the region of 500,000kg, meaning that were lunar regolith to be used, a total of 200 million mass

driver launches would be required. Therefore, the use of lunar material can be seen to be unfeasible

at present.

7.3 Cloud generation methods

The feasibility and challenges associated with manufacturing the dust cloud using solar concentra-

tors, mass driver equipped landers and by spin fragmentation will now be discussed. This discussion

shall focus on their ability to manufacture the desired grain sizes and the probable deployment

scenario with some brief comments on other engineering issues.

7.3.1 Solar collector/sublimation

The sublimation method involves heating the surface of an asteroid to high temperatures, such

that material sublimates directly from a solid to a gas. This technique has been investigated for

asteroid hazard mitigation and is a novel approach that can either be performed with a laser or a
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large solar collector. The latter method was first proposed in [71] and will be the method discussed

here. The results for the two methods will in principle be similar, due to the adiabatic expansion

involved with both the solar collector and laser ablation methods [6, 50].

An analysis of the physical principles and practical implications of this method was examined

by Kahle et al. [50]. It was concluded that the plume of material created is analogous to the

expansion of a gas exiting a nozzle into a vacuum. The mass flux, Z [kg s−1], leaving the asteroid

and the average speed, v, of the particles can be estimated using the relationships in Eq. (7.2) and

Eq. (7.3) respectively;

Z =
pspot√

2πRsTspot
(7.2)

v =
√
κRsTspotMn

(
1 +

κ− 1

2
M2
n

)−1/2

(7.3)

For an S-class asteroid, comprised mostly of silicate based minerals, it is acceptable to assume

that it is comprised solely of forsterite. It follows that the specific gas constant, Rs, for diatomic

forsterite has a value of 206.7 J kg−1 K−1 and that the gas pressure at the beam spot, pspot, can be

calculated as follows;

pspot = C1e
C2/Tspot (7.4)

Here the constants C1 and C2 have the values 7.62× 1013 Pa and -65,301 K respectively. The spot

temperature, Tspot, was shown by Kahle to increase with the illumination time of the spot before

reaching a value in the region of 2,280 K [50].

Kahle concluded that for a solar collector with a diameter of 630 m, creating a spot of

diameter 16 m, the mass flux is 16 g m−2 s−1. The result is a mass flow rate of 3.2 kg s−1. It follows

that for the mass ejection rate requirements of the static clouds released at the classical L1 and

new displaced equilibrium points to be met 4,400 and 21,400 solar collectors respectively would

be required. This is a significant requirement with a total area of 6,700 km2 for the asteroid being

positioned at the classical L1 point. However, this remains considerably lower than the quantity

of solar reflectors required to create the total insolation change in conventional approaches to

geoengineering with the total area required for the reflector method being 6.57× 106 km2 [69].

The velocity of the ejected plume can be estimated to be 741 m s−1 at the throat when the
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heat capacity ratio, κ, is 1.4 and the Mach number, Mn, at the throat is 1. After this the gas will

expand, increasing in speed until the transition boundary between continuum and free-molecular

flow is reached. After this point the velocity is constant. By following the principles described

in Kahle, the velocity at this point is found to be 1.79 km s−1. This velocity is too high for the

assumptions of the static cloud and therefore this method can only be applied to the ejected

cloud method described in Chapter 4. For a cone of material with an angular width of 32◦, an

ejection velocity of 1.79 km s−1 and a grain size of 0.1µm the mass requirement, from Fig. 4.13 and

Fig. 4.15, will be in the region of 2-3× 1013 kg yr−1. This would suggest a total collector area of

1.47-2.22× 106 km2, which is only a third of the total for the solid reflector system.

The ejected gas particles (mostly Mg, SiO2 and O2) will be less than 1 nm in size, though if

the particles condense this will increase. However, the likely grain diameter will still be considerably

smaller than the scale used in this thesis. However, the gas particles will likely re-condense to form

larger particles, once ejected, and furthermore, it can be assumed that larger particles will also be

emitted from the spot as some grains will be ejected by the flow of gas before being completely

sublimated. Such larger particles will likely have lower velocities than the gas plume due to the

equipartition of energy. The scale of these effects cannot yet be determined though they may

increase the feasibility of this method due to the greater mass efficiency.

The final consideration for this method is the complexity and reliability of the systems in-

volved. Firstly, it will be complex to provide an autonomous orbit control system for the thousands

of collectors required. Secondly, the lifetime of the collectors may be short, a matter of hours, due

to the impingement of the ejected dust on the surface of the collectors [50]. However, it is noted

that the lifetime can be increased greatly by the use of smaller secondary mirrors to re-focus the

collected sunlight to reduce contamination. Several of these secondary mirrors can be used and

rotated once contaminated to increase the lifetime.

7.3.2 Mass driver

A mass driver concept would involve a spacecraft landing on the surface of a suitably large asteroid

and then extracting material from the surface. This material would then be ejected using the

mass driver. The extraction technique would be required to generate the correct scale of dust and

therefore some processing will be required.

Mass drivers are generally envisaged as high velocity devices, most suitable for launching

objects into orbit cheaply and efficiently. However, they could also be used for low ejection velocity

applications. An advantage of this method is that the ejection velocity can be more controlled than
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for the solar collector method.

The use of mass drivers for asteroid hazard mitigation has previously been investigated for

a spacecraft design that incorporates a nuclear powered mass driver [78]. A swarm of these 500-

1000 kg spacecraft are envisaged landing on an asteroid and ejecting material from the surface

with a velocity of 187 m s−1 at the rate of approximately 120 kg hr−1. As with the case of the solar

collector spacecraft, many of these units would be required to meet the ejection rate demands,

in the region of several thousand. However these vehicles have been designed to maximise the

impulse generated on the host asteroid and hence may not be best suited for the scenario envisaged

here. In addition, as with the case of the solar collector, the velocity of the ejecta may not be

optimum for this scenario and therefore it can be imagined that, assuming the same spacecraft

power consumption, a greater mass of material could be launched at lower velocities.

The complexity of this scenario is not as great as for the solar collector concept as there is

no complex motion of the spacecraft. Some control is required to ensure that the required thrust is

in the correct direction to maintain stability of the asteroid at L1 or its orbit around L1, however

this will be modest. The key issue in this case is the lifetime of the mining equipment since regular

maintenance will be unlikely due to both the scale of the systems and the risk to spacecraft of

passing through the dust cloud.

7.3.3 Spin fragmentation

An additional method of cloud generation is the possibility of imparting angular momentum to

an asteroid such that the rotation rate increases. It is considered that a large number of small

asteroids are ‘rubble piles’ [43] loosely held together by self-gravity, and as such material could

easily be ejected from the surface under the correct conditions.

The angular velocity required, ωcrit, to cause the liberation of material can be estimated by

equating the centripetal and gravitational forces. This relationship, can be found to depend only

on the mass, Ma, and radius, Ra, of the asteroid and is;

ωcrit =

√
GMa

R3
a

(7.5)

This would be sufficient to eject the regolith from the surface of the asteroid, however a

larger angular velocity would be required to tear the asteroid apart. It has been suggested that a

sub-kilometre sized asteroid can be spun-up to the point of fragmentation by the use of tethered

152



7. ENGINEERING A DUST DLOUD

satellites transferring torque in the same manner as a reaction wheel [17]. The scale of material

ejected in this scenario is likely to vary greatly as it will depend on the grain size of the surface of the

asteroid as well as the internal structure. As stated previously the smaller asteroids that are more

feasible to capture to L1 will have a larger grain size than the largest asteroids, thus decreasing the

efficiency of the space-based geoengineering method unless processing were possible. It is unlikely

that the material could be ejected at the displaced equilibrium point and hence this method of

cloud generation is best suited for creating clouds at the L1 point. An additional factor that must

be considered is that the cloud shape obtained from spinning an asteroid is likely to be a disk

rather than a sphere. Finally, the engineering challenge of this method is considerable as the tether

length required to spin-up a reasonably sized asteroid is in the region of several kilometers, but

also the method to transfer the torque to the asteroid will be complex.

7.3.4 Summary

In this section several possible methods with which the dust cloud can be generated have been

described. None of them are sufficiently close to the static cloud model first used to characterise

the L1 cloud to accept it as an accurate model of the system, though it is still useful as a guage of

the mass required for the different position and grain size variations. To judge the relative benefits

of the different ejection mechanisms with relation to the solar radiation model, the ejection cloud

described in Chapter 4 must be used. From this comparison it can be seen that, as has already been

discussed, the solar collector method is not suitable for the ejection of material for the creation

of the cloud due to the high mass requirement. In addition, the solar collector method is complex

whilst enabling little control over the size and velocity of the ejected particles. Furthermore, the

lifetime of the solar collectors is potentially short requiring large numbers to be manufactured

for this purpose, in part negating the benefits of the dust cloud method. The spin fragmentation

method is also not suitable as there is little control over the sizes of the ejected grains though the

overall complexity is lower as far fewer spacecraft will be required. However, significant challenges

remain in transferring the torque to the asteroid. The mass driver is the most suitable of these

methods as there is the greatest level of control over the system. The ejection velocity can be

tailored to give the most mass efficient impulse. The methods are rated in terms of complexity,

reliability, cloud characteristics and efficiency in Table 7.4 based on the factors discussed previously.
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Method Complexity Reliability Efficiency Sum

Solar Collector High (1) Low (1) Medium (2) 4

Mass Driver Medium (2) Medium (2) High (3) 7

Spin Fragmentation Medium (2) Medium (2) Low (1) 5

Table 7.4: Trade-off of different cloud generation methods based on the engineering considerations

discussed in this section.

7.4 Comparison to solar reflector manufacture in-situ

An interesting comparison for the proposed geoengineering scheme is with manufacturing solar

reflectors in-situ using captured asteroid material. At a qualitative level this may be a viable

scheme, given the appropriate technology becomes available, and it may have some significant

advantages over terrestrial manufacture and launch. It also has the key advantage that the reflectors

will not need to be launched to L1 and the conditions for manufacturing may be superior in

space. As suggested by Lippmann [61], the main limitations on the thinness of manufacturing

films are gravity, electrostatics and contamination. An additional factor is the oxidisation of the

film which will change the reflective properties of the surface and hence the perturbation by solar

radiation pressure. As such solar reflectors manufactured in the vacuum of space are likely to be of

higher quality than terrestrial manufacture. The disadvantage in this method however is that the

manufacture process will need to be automated, which will increase the level of complexity greatly.

Lippman used the example of a heliogyro film to analyse the feasibility of such manufacturing

techniques in laboratory experiments. A material deposition rate of 0.2 kg hr−1, corresponding to

an area of 27.8 m2 hr−1, was found to be achievable, though no comment was made on higher

deposition rates.

There is some further precedent to automated manufacture, for example recently commer-

cialised 3D printers. Given future technological development it may be possible to ‘print’ solar

reflectors in-situ given the correct bulk material is available. This again leads to the possibility

of capturing asteroids from which material can be extracted and used in manufacture. For exam-

ple, an M-class asteroid is mostly comprised of iron and nickel elements which could be used in

the fabrication of reflectors. Additionally, S-class asteroids are mostly comprised of silicate based

minerals such as forsterite, which also contain large amounts of magnesium, which would also be

a suitable material for reflector manufacture.

A model can be constructed to estimate the time scale required to manufacture the required

area of solar reflectors, as suggested by McInnes to be of order 6.57× 106 km2 [69], given several
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different scenarios. The first scenario will estimate the time taken to eject the required mass of

material from an asteroid, using the plume model suggested in [50], given an initial solar collec-

tor diameter of 630 m, while assuming there is no time lag required to manufacture subsequent

reflectors. The second scenario will estimate the time required for manufacture by selecting the

longest time from either the time to gather the material or the time to deposit based on different

deposition rates. The results can be seen in Fig. 7.6.

This clearly shows that the manufacturing rate is the major limiting factor with the highest

value of 1× 106 kg hr−1 requiring in the region of 30 years to produce the necessary area of solar

reflector. Should the technology become feasible, there are advantages to this approach, as the time

required for manufacture enables observations of changes in the Earth’s climate to be made before

fully committing to the scheme.
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Figure 7.6: Manufacturing times for the required area of thin film solar reflectors suggested in [69]

for different mass deposition rates for in-situ fabrication.

7.5 Technology Development Roadmap

Considering the engineering aspects discussed in this, and previous, chapters the proposal to use

large clouds of dust to mitigate the effects of climate change appears challenging. This is both in

terms of the scale of the infrastructure that must be put in place to capture the required asteroid

material, or transport the material from the Moon, but also in terms of the technologies that must

be developed to the stage where the autonomous operation of many spacecraft can be achieved

with minimal human input.
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Though the scale of the space-based geoengineering schemes are formidable, they are not

beyond the scope of present terrestrial activities. For example, the mass of asteroid dust required

to sustain the optimum static dust cloud for the period of one year is only an order of magnitude

greater than the mass of water held in London’s reservoirs [69]. Considering that there are many

terrestrial large-scale engineering projects, this suggests that the scope of the challenge is not be-

yond our imagination. In addition, other solar radiation management methods for geoengineering,

as well as some carbon sequestration methods, also require a large-scale engineering effort. For

example, the stratospheric aerosol proposal requires the placement of 5× 109 kg yr−1 of sulphur

aerosols into the upper atmosphere [83]. This proposal is rated as one of the most near-term op-

tions since the injection can be implemented using current technologies, such as sounding rockets

or aircraft. Therefore, the key challenge to implement space-based geoengineering is related to the

current lack of technology and infrastructure in space.

In this section a broad roadmap for the development of the dust cloud method shall be

presented. The focus shall be on the processing and ejection of asteroid material in the vicinity of

the L1 point, with the dust being ejected by a mass driver equipped lander. A representation of

this scheme can be seen in Fig. 7.7. This scenario was selected since the technological challenges

associated with it are much less than the other dust cloud space-based geoengineering concepts.

For example, the gravitational anchoring of a dust cloud at L1 would involve the capture of an

object too great in size to be feasible whilst the Earth ring concept, though requiring less mass

when the total lifetime of the dust cloud at L1 is accounted for, requires a greater change in energy

to capture the asteroid material whilst also having a highly uneven insolation reduction profile

on Earth. As well as this, the capture of large objects to a medium Earth orbit is likely to pose

significant legal and political obstacles, as would the capture of the asteroid Ganymed to the L1

point.

As for all grand engineering ventures, the technologies involved have evolved over many

decades, with increased refinement to enable the construction of the final project. Similarly, for

the space-based geoengineering scheme, the technology must be incrementally developed, and suc-

cessfully demonstrated over many years to enable the final undertaking to occur. Several key

milestones will now be described in the following section, which set goals to test the progress and

key technologies for the dust cloud methods of space-based geoengineering.

7.5.1 Phase 1 - Asteroid capture demonstration

The key technology that must first be demonstrated is the successful capture of an asteroid.

This goal is currently the target of several space venture companies which aim to capture small
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Figure 7.7: Impression of an L1 positioned dust cloud for space-based geoengineering [Image created

by Charlotte Bewick using material from ESA and NASA].

near-Earth objects for resource utilisation. The profitability or commercial sustainability of large-

scale space ventures is essential, therefore linking the development of this technology to a strong

commercial venture is key. A benefit of this is that no commitment to space-based geoengineering

needs to be made now. This is particularly useful considering the political and legal issues that

must be agreed upon, as described in Sec. 1.3, which will likely take some time. However, without

the involvement of government the technological development will be dependent upon the perceived

profitability of the scheme, meaning that the project could be abandoned if returns prove not to be

suitable. Therefore it would be prudent to offer an incentive to develop these technologies, perhaps

in a similar manner to the X-Prize. The motivation need not be for geoengineering, since resource

utilisation of near-Earth objects will have many other benefits. Also, practical experience with

manipulating the orbits of asteroids may be useful in diverting a near-Earth object due to impact

Earth.

It was suggested in the Keck study, used as the basis of the asteroid capture proposal made

by Planetary Resources, that the capture of an object up to 500,000 kg in mass can be achieved by

2025 [22]. This is a challenging target as it is estimated that the upper range of the total flight time,

from launch to asteroid capture into a high lunar orbit, is 10 years. This phase of the technology

development can be initiated presently, since the key technologies (such as electric propulsion) are

widely used, with the exception of a device to grapple the asteroid. Ultimately it is advantageous

to slowly implement the new technologies, hence the use of low thrust propulsion, rather than the

use of the mass driver to provide the thrust to capture the asteroid for this initial demonstration.
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7.5.2 Phase 2 - Mass driver and asteroid mining

Following the capture of an asteroid into the vicinity of L1, the processing of material and the

mass driver system can be demonstrated. These technologies can be under development while the

first asteroid is being brought to the Earth-Moon system and then launched to rendezvous with

the asteroid after capture. As for the capture of a near Earth asteroid, the demonstration of the

material extraction system has a goal in parallel with commercial interests, it is only the mass

driver that goes beyond the immediate economic interests of capturing the asteroid. However, if

the development of a mass driver is viewed as a method of generating thrust to capture an asteroid

then developing mass driver technology may also be of commercial interest. It could be argued that

this is counter-productive for the company since the ejection of asteroid material is a reduction in

profit, since the material resource is the purpose for the capture of the asteroid. However, it could

be viewed as a method of capturing larger objects that could not otherwise have been captured,

whilst greatly reducing the mass of the spacecraft to be launched and therefore the cost of the

spacecraft. On the other hand, a more likely technology that will be used for the capture of a

near-Earth asteroid in this manner may be the solar concentrator concept [50, 107].

Once the lander tasked with testing the extraction mechanism has rendezvoused with the

asteroid, the mining system can be demonstrated, followed by the manipulation of the asteroid

orbit by the ejection of material using the mass driver. In this phase it is crucial to test the

thrust generated by the mass driver system and compared to the expected thrust based on the

assumptions of material density and the mass driver power. Several extraction systems can be used,

the most common used to date is a drill or scoop, though these have only been used in small-scale

scenarios. Several asteroids may be required to test different extraction and orbit manipulation

scenarios which will increase the timeframe of testing.

7.5.3 Phase 3 - Capture to L1

The change in velocity needed to capture a range of small objects into stable orbits around the

collinear Lagrange points close to the Earth has been calculated by Sanchez et al. [87]. It can

be seen that, with current technologies, an asteroid several metres in diameter can be captured

to either the L1 or L2 point, with a change in velocity of less than 500 m s−1. It was determined

that, assuming the same baseline spacecraft proposed in the Keck study, with a dry mass of

5,500kg and 8,100kg of propellant [22], a mass in the region of 44,000kg can be captured into a

planar Lyapunov orbit around L1 [87]. This is assuming the change in velocity required to capture

the asteroid 2000 SG344, with the total mass of this asteroid being in the region of 9.6× 107-
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3.1× 109 kg. The optimum transfer will last 3.35 yr, commencing on 11/03/2025. It is further

calculated by Sanchez et al. [87] that assuming low thrust propulsion is used, rather than the

impulsive manoeuvres originally calculated, that the mass of this asteroid that can be captured

rises to 530,000 kg. Though this is not as large as the total asteroid mass, it demonstrates the

capability of current technology to capture near-Earth objects. Currently, the number of known

asteroids of a few metres in size is small in comparison to their expected number and therefore

it is to be expected that more small asteroids will be discovered. The optimal object on which to

test asteroid capture is the body 2006 RH120, where it is estimated that a change in velocity of

only 58 m s−1 is required [87]. This enables the entire asteroid to be captured, providing its size

is not in the uppermost range of the size estimate. The drawback to the capture of this object is

that the transfer time is long, in the region of 7-8 years, and that the asteroid will be captured to

a halo orbit around the L2 point, though this is not a significant problem if the aim of the mission

is to test the capture technologies. This transfer will begin on 01/02/2021. The capture to the

vicinity of the L1 point can be demonstrated simultaneously to the general capture of asteroids

to the Earth-Moon system, since the technologies required will be broadly similar. After the first

capture tests have been achieved and the mass driver system has been demonstrated the capture

of an asteroid using a mass driver can be demonstrated.

7.5.4 Phase 4 - Cloud generation

Once an object has been captured to the vicinity of the L1 position, a spacecraft can be launched

that will use the asteroid extraction and mass driver mechanisms developed previously to test

the generation of the dust cloud. A sample of material will be ejected in the optimum direction

and velocity indicated in Chapter 4, providing the size distribution is correctly characterised, and

then the dispersion of the dust grains can be observed. This will test the predictions made in this

thesis and the fundamental forces acting upon the dust grains. This may be difficult to observe

depending on the quantity of dust emitted due to the large distances over which the dust will

spread. To observe the dispersion of the dust grains a dedicated spacecraft would likely be required

equipped with an IR imaging instrument.

7.5.5 Phase 5 - Insolation reduction

Once the dispersion of the cloud has been observed and verified, a measurable insolation reduction

must be implemented to test the mass efficiency of the method. The quantity of mass required,

assuming the grain size distribution associated with processed asteroid material (Sec. 5.2.2), to
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Figure 7.8: Insulation reduction for various mass ejection rates.

achieve a range of insolation reductions can be seen in Fig. 7.8. The insolation reduction, assum-

ing a steady state geoengineering scenario, is shown as well as the maximum insolation reduction

expected due to the ejection of the same mass in a single event. Foukal et al. [36] have presented

results showing the variation in solar luminosity, with an expected error or ±0.009 W m−2, corre-

sponding to an insolation change of 0.0007%. Fig. 7.8 shows that approximately 1× 109 kg must

be ejected over the course of a year to achieve a steady state reduction of 0.001% over the Earth’s

disk. This mass would be equivalent to an object with a diameter of 90 m and would represent a

significant increase in complexity compared to the capture of the smaller asteroids described in

the previous phases. Therefore, more modest tests should first be performed using a smaller aster-

oid. In this intermediate test the reduction in insolation can be measured between two spacecraft

positioned on either side of the dust cloud rather than at the position of the Earth.

7.5.6 Phase 6 - Gradual implementation

Once the initial test has been performed and an observable, albeit small, insolation reduction has

been demonstrated, the full implementation of the dust cloud space-based geoengineering scheme

can be implemented. As was discussed in Chapter 5, a gradual implementation is necessary, where

the insolation reduction is increased in steps over many years. This is to allow observations of

the climate system to be made, since the relaxation times of the different processes vary and a

comparison between different seasons will be difficult. Therefore, an observation window of one
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or two years can be recommended. Under the assumption that 10 steps are taken, where the

insolation reduction increases by 0.17%, gives a timeframe for implementation of approximately

20 years. This is a cautious approach and could feasibly be implemented over a shorter timeframe,

though at greater risk.

7.5.7 Summary

A technological development roadmap for the dust cloud method had been described in this section

and is summarised in Fig. 7.9. The timeframe over which the technology is likely to be developed is

long, though naturally this is only an estimate. The long timeframe is due to the large-scale of the

undertaking, requiring an ease of access to deep space that is not yet achievable, at least in terms

of financial sustainability. This financial sustainability may be a key factor in the speed of the

technological development. It has been discussed by Launius [58] that large-scale space ventures,

in particular the Apollo program, only occurred due to a unique set of circumstances that enabled

the justification of significant investment. It could be imagined that at some point during the 21st

century this may also be the case for geoengineering, though for space-based geoengineering to be

a feasible option the initial technological development must start soon. Therefore, the possibility

of linking the key technological developments of asteroid capture and manipulation to a financially

driven commercial endeavour will likely speed up the process. The timeframe shown in Fig. 7.9

shows that the likely implementation of the full dust cloud method will not take place until the

last quarter of the century. This assumption is based on the need for a gradual implementation,

as detailed previously, but also large advancements in scale between capturing currently feasible

near-Earth objects and those large enough to supply the dust cloud. This is not likely to be a rapid

process as the difference in mass is many orders of magnitude and there are many smaller, and

therefore likely to be more accessible, asteroids which will likely provide a swifter financial return.

Therefore, at this stage, an organised research and development programme may be required. The

seeds of this level of organisation will need to be planted many years before it is required, to

enable the appropriate political and legal infrastructure to be constructed. Taking these factors

into account, it is clear that there are many challenges to be overcome before dust cloud methods

of space-based geoengineering are regarded as a near-term option for geoengineering.

7.6 Conclusion

This chapter summarises the main engineering aspects associated with generating a dust cloud

for the purposes of space-based geoengineeering. It is found that a total of 6× 1013 kg of asteroid
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material can be captured to the L1 point below a threshold velocity of 2.7 km s−1 [85], the escape

velocity of the Moon. An estimate of the quantity of lunar regolith easily accessible on the lunar

surface reveals a total of order 1017 kg. However, using an extension applied to the solar radiation

model described in Chapter 2, for the assumption of a dust size distribution, reveals that the

minimum mass required per year is of order 1012 kg yr−1 and 1014 kg yr−1 for asteroid regolith

and lunar regolith respectively.

In Sec. 7.3 several methods for generating the dust cloud were discussed. These included

solar sublimation of material from the surface of an asteroid, the ejection of material using a

mass driver and the spin fragmentation of an asteroid. It is concluded that the mass driver is the

optimal method for generating a dust cloud due to the greater control that can be placed over the

ejected cloud, whilst the solar sublimation method is preferential for asteroid capture given the

high ejection velocities that can be achieved. A roadmap for the generation of a dust cloud at the

L1 point has been presented in Sec. 7.5.
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Chapter 8

Conclusions

In this chapter a summary of the previous technical chapters shall be made, with a discussion and

conclusions of the feasibility of the methods and results of the different geoengineering schemes

and a discussion on possible future avenues of research.

8.1 Summary and Conclusions

The key research objective of this thesis is to present macro-scale methods to reduce the pressure on

the climate and global resources by the human population of Earth. This is achieved by improving

the timeliness and affordability of space-based geoengineering by assessing the feasibility of dust

based methods of geoengineering.

The two methods of space-based geoengineering investigated are the use of a large cloud

of dust in the vicinity of the Sun-Earth L1 point and a dust ring around Earth. A summary

of these two different methods will be discussed in the sections below with a conclusion on the

probable method of implementation. Subsequently, the engineering feasibility of this scenario will

be discussed in more detail.

8.1.1 L1 dust cloud

The L1 dust cloud has been investigated using three different scenarios.
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1. An initially static cloud in the vicinity of the L1 point

2. A cloud ejected with an initial velocity from a single point in the vicinity of the L1 point

3. A dust cloud ejected from a large asteroid and anchored by the gravity of the body

All three of these methods include the forces of solar radiation pressure, due to the small

size of the dust grains involved, < 32µm. It is found from observations of the inclusion of this

force in the circular restricted three-body problem that the colinear equilibrium position shifts

Sun-wards with an increasing force due to solar radiation pressure i.e. smaller particles will have

an equilibrium position shifted further Sun-wards than larger particles. Therefore the three dust

cloud scenarios must be investigated with respect to both the new equilibrium position and the

classical L1 position for a range of dust grain sizes.

The static L1 cloud method is viewed as an initial approximation of the L1 cloud scenario,

since to create the cloud an initial velocity must be given to the dust grains. The static cloud is

propagated over time, with all time steps being combined to create a steady state cloud. Subse-

quently the initial density of the static cloud, assumed to be a homogeneous sphere, is optimised

to find the mass of dust required for each position, the new equilibrium position or the classical

L1 point, for each dust grain size considered. These results show that smaller dust grains require

a lower total mass of dust, due to them having a higher area-to-mass ratio, offsetting a shorter

lifetime when released from the classical L1 point. It is also observed that the mass of dust re-

quired when the cloud is released from the new equilibrium position is less than for a cloud released

from the classical L1 point. This is naturally the case since the classical L1 point is no longer an

equilibrium position and will therefore have a reduced stability. The optimum mass results for

a cloud released from the new equilibrium and classical L1 positions are 1.87× 1010 kg yr−1 and

7.60× 1010 kg yr−1 respectively. These results are significantly less than other dust based methods

of space-based geoengineering and the same order of magnitude as the optimum, solar reflector

based, method of space-based geoengineering.

The static cloud does not include the attractive effect of the body from which the cloud will

be generated, assumed to be an asteroid. By using the asteroid mass in the four-body problem

this was investigated in Chapter 3. It was found that a zero-velocity curve completely encompasses

the asteroid from which dust grains ejected from the surface below a threshold velocity cannot

escape. The size of this bound region increases with the mass of the asteroid with the observed

zero-velocity curve being greatest when the asteroid is placed at the new equilibrium position.

When the asteroid is placed at the classical L1 point the zero velocity curve is seen to shrink

rapidly as the particle size decreases, with a sizeable zero velocity curve only being observable for
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the largest asteroid masses considered. The maximum reduction in solar insolation possible from

the bound dust cloud was first calculated by assuming all light passing through the bound region is

blocked. Using this assumption it was observed that for only the largest near-Earth object mass is

the bound region large enough to meet the insolation reduction requirement of 1.7%. Considering

that the mass used for the largest known near-Earth asteroid, 1036 Ganymed, is 1.7× 1017 kg the

engineering challenges associated with this scheme are too great for it to be considered feasible.

The final dust cloud method in the vicinity of the L1 point investigates the ejection of

material from a single point, to simulate the generation of a dust cloud by ejection from an asteroids

surface. A range of values were used for the mean velocity, velocity standard deviation and spread

of the particles after ejection. As for the previous two methods the ejection was assumed to occur

from either the new equilibrium position or the classical L1 point. An initial investigation of the

mean lifetime of the ejected particles shows that when ejection occurs from the new equilibrium

position the optimum lifetime occurs for the lowest velocity considered and lowest spread after

ejection. In contrast, when released from the classical L1 point, the optimum lifetime will occur

for a specific velocity that increases as the dust grain size decreases. From this it is concluded that

the mass required is likely to be more sensitive to initial ejection conditions when released from

the classical L1 point.

The mass required for the cloud ejected from the surface of an asteroid is observed to

decrease significantly as the initial mean ejection velocity decreases. For the dust grains ejected

from the classical L1 point the minimum mass is in the region of the ejection velocity with the

optimum lifetime, with the spread after ejection having a significant effect for the highest ejection

velocities only. As for the static dust cloud the smaller grain size offers a significantly better mass

requirement than larger dust grains. The results observed for the ejection from the new equilibrium

position is similar, with the optimum mass being found at a lower velocity, in the region of 1 m s−1.

In this region the angular spread does not significantly affect the results. The optimum masses for

the two scenarios are 5.8× 1010 kg yr−1 and 1.3× 1010 kg yr−1 for ejection at the classical L1 and

new equilibrium positions respectively.

In summary, it can be concluded that the use of a dust cloud at L1 is feasible with masses

in the region of 1010 kg yr−1 being possible in the optimum conditions. The sensitivity of the mass

requirement is greater for the ejected cloud model with high velocities, >1 km s−1, requiring orders

of magnitude greater mass. It is also concluded that the mass of the asteroid from which the dust

cloud is generated cannot be used to anchor the dust cloud, with only the largest known near-Earth

asteroids being able to anchor a dust cloud large enough to affect a significant insolation reduction.
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8.1.2 Earth ring

The Earth ring concept, that was previously proposed by Pearson et al. [79], is investigated in

this thesis using a more accurate model of the orbital dynamics that includes the effects of solar

radiation pressure and the Earth oblateness, J2, effect. From a study of these dynamics it is found

that stable, heliotropic, elliptical orbits exist that enable a long-lived Earth ring to be designed.

A trade-off of the time spent in between the Earth and Sun and the minimum grain size possible

for a range of orbital parameters enables the optimum ring design to be found. Using this ring,

the mass of dust required to achieve the required insolation reduction was calculated. The mass of

dust required is 1× 1012 kg, a value which accounts for the reduced efficiency of the ring due to

thermal emission from the dust grains and reflection of sunlight from the ring to Earth.

8.1.3 Dust cloud engineering feasibility

The engineering feasibility of the dust cloud methods, in terms of the availability of asteroid ma-

terial and the credibility of the cloud generation methods, and the likely geoengineering potential,

in the form of a climate model analysis, was discussed in Chapters 6 and 7. The climate mod-

elling used a simple one-dimensional climate model to assess the likely reduction in temperature

due to the distribution of the insolation reduction over the Earth’s surface. These results suggest

that all the dust cloud methods investigated are capable of offsetting the mean global increase in

temperature caused by a doubling of the concentration of CO2 in the atmosphere, also modelled

in Chapter 6. A further conclusion is drawn from the study of the climate model that, whilst the

mean global temperature can be offset, the temperature reduction is weighted significantly towards

the equatorial regions, with the polar regions experiencing a net warming in most cases. This result

is seen in most climate modelling studies of geoengineering. It is also seen in these results that

the Earth ring has a greater weighting towards the equatorial regions than the dust clouds located

in the vicinity of the L1 point. The negative aspects with regards to the risk to spacecraft and

the attenuation of telecommunications signals is commented on in Sec. 5.5. Therefore it can be

concluded that the L1 dust cloud method is preferential from a climate modelling perspective and

will more suitably offset the effects of climate change.

The discussion of the engineering feasibility of the dust cloud in Chapter 7 details the

material availability, the use of asteroid and lunar dust as a source of material and discusses the

possible cloud generation methods. The velocity required to capture each of the known near-Earth

objects is used to determine the mass that can be captured below the velocity required to exploit

lunar resources. From this it is observed that a total mass of material greater than 1013 kg can
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be exploited, a value which is significant enough to sustain the optimal L1 dust clouds discussed

previously for 100s of years. However, further observations are made that reduce the mass efficiency

of these methods.

The previously used static model at L1 is extended in Chapter 7 to include a range of

unprocessed and processed asteroid regolith size distributions. The range of values for mean and

standard deviation of the unprocessed distribution is drawn from estimates of regolith sizes made

from remote sensing models found in the literature, with the processed size distribution being drawn

from data relating to the current state of terrestrial mineral processing. These results show that

the minimum mass required when a size distribution is used is of order 1012 kg yr−1, a significant

increase in comparison to previous estimates made in this thesis. This new result suggests that

exploiting all known near-Earth objects below the velocity required to exploit lunar resources will

enable the L1 cloud to be sustained for several decades. Despite this the use of asteroid material

is still preferential to the use of lunar resources. It was found, using the same methods, that the

mass of lunar regolith required is of order 1014 kg yr−1, due to the larger grain sizes in the lunar

regolith size distributions. When the use of a dust grain size distribution is considered the use of

the new equilibrium position appears less feasible than for previously discussed scenarios. This is

due to there being multiple equilibria for the distribution and therefore the negative aspects of

station keeping a large asteroid away from the classical L1 point appear less worthwhile.

Three cloud generation methods were discussed; sublimation of material from the asteroid

surface, in-situ extraction followed by ejection by a mass driver and the fragmentation of a rubble-

pile asteroid by increasing its rotation rate. Following a literature review of these three different

methods it was concluded that the mass driver mechanism is the most suitable for the ejection of

material to form a dust cloud, though the sublimation of material from the surface of an asteroid

is more suitable for the capture process. This reasoning is based on the high velocities readily

achievable using solar sublimation which will be very suitable for providing thrust to an asteroid,

though using these high velocities has previously been shown to be highly inefficient for the pur-

poses of geoengineering. Therefore the mass driver, which enables greater control over the ejection

characteristics, is the most suitable method.

8.1.4 Main Conclusions

The main conclusions of this thesis, in summary, are;

• Dust cloud methods of space-based geoengineering are a feasible alternative to solid reflec-

tor/refractor methods.
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• Smaller grain sizes are more mass efficient for the purposes of space-based geoengineering.

• Dust clouds released/ejected from the equilibrium position of the dust grains require less

mass than when released from the classical L1 point.

• The mass of an asteroid required to gravitationally anchor a dust cloud in the vicinity of

the L1 point is currently, and in the far-term, too great to be feasibly captured.

• The ejection of material from an asteroid surface is sensitive to the initial velocity and angle

of ejection, with optimum conditions being found for ejection from the classical L1 and new

equilibrium positions.

• Accounting for a range of ejected grain sizes decreases the mass efficiency of the dust cloud

methods, placing significant demands on the grain processing.

• The dust cloud methods of space-based geoengineering are capable of offsetting a predicted

increase in mean global temperature of 2◦C, though the decrease in local temperature is

weighted towards the equatorial regions. This is particularly the case for the Earth ring

where the decrease only occurs in low latitude regions such that strong side effects in the

local climate are likely.

• The most suitable method for ejecting material from the surface of an asteroid is using a

mass driver equipped spacecraft.

• The technical implementation of the full dust cloud geoengineering scheme will take several

decades to implement, providing the legal and political mechanisms for implementation are

in place.

8.2 Future Research

The investigations conducted in this thesis have enabled a good understanding of the dynamics

and feasibility of the space-based geoengineering concepts discussed. This has enabled a number

of areas of future research to be identified.

The use of the transition matrix, described in Sec. 2.1.4, to propagate the position of dust

grains enables large numbers of particles to be used in comparison to the propagation of the full

equations of motion. However, the transitions matrix can only be considered accurate over relatively
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short distances and timeframes. Therefore, an investigation of the dust grain positions over much

longer timeframes is an interesting future avenue of research. These dynamics should include the

perturbations due to the Moon, and other surface forces such as the Poynting-Robertson effect

and the solar wind, to determine paths taken by the dust grains after leaving the vicinity of the

L1 point. From this the fraction of particles found to collide with Earth will be a significant result.

Also of interest is the average time a dust grain spends within the LEO, MEO and GEO orbit

zones and to calculate the flux of particles passing through the L2 point where some spacecraft are

located. Finally, these dust grains may also spend some time directly in-between the Earth and

Sun and may therefore block solar radiation, thus decreasing the mass of dust required.

The model using the ejected cloud dynamics determines the final results assuming only a

single ejection direction. However, this will lead to an unbalanced acceleration that will require

offsetting to maintain the asteroids position. Therefore, the mass of dust required to achieve the

required insolation change should be calculated with an additional ejecta cloud in the opposite

direction to the optimum. Further advancements to the ejected cloud model will be to investigate

the optimum ejection direction when angles out of the rotational plane are considered.

As has been discussed previously, the ejection of a cloud with a given range of dust grain

sizes will not have a single equilibrium position. Therefore a future avenue of research will be to find

the optimum ejection position, between the classical L1 point and the furthest known equilibrium

position of a given size distribution. As well as the classical L1 and displaced equilibrium positions

a feasible location for a captured asteroid is a planar Lyapunov orbit or other stable orbit around

L1. Therefore the mass of dust required assuming ejection from points on these orbits is another

interesting research investigation.

Further research should be performed in the area of material extraction and processing.

Ultimately this research should determine whether the mass ejection rates required for the dust

cloud methods are feasible and how large the spacecraft systems must be to achieve the required

rate. A further goal of research into the material processing is to determine the current, and future,

minimum grain size and distribution of sizes of the processed dust grains. Since the mass efficiency

is dependent largely upon the size of the dust grains this avenue of research will greatly affect the

mass requirement of the dust cloud methods.

The final research direction that has been identified is to use a more complex climate model

to determine the effect that the distribution of insolation reduction over the Earth’s surface has on

the local and global climate. The model used in this thesis can only give a representation on the

likely temperature change as a function of latitude band, whilst the climatic effect that the dust

cloud methods have on local temperature change, as well as precipitation and other factors, must
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be known.

171



Bibliography

[1] Technical Report on Space Debris. Technical report, UN, A/AC.105/720, 1999.

[2] S. Abe, T. Mukai, N. Hirata, O. S. Barnouin-Jha, A. F. Cheng, H. Demura, R. W. Gaskell,

T. Hashimoto, K. Hiraoka, T. Honda, T. Kubota, M. Matsuoka, T. Mizuno, R. Nakamura,

D. J. Scheeres, and M. Yoshikawa. Mass and Local Topography Measurements of Itokawa

by Hayabusa. Science, 312(5778):1344–1347, 2006.

[3] R. G. Allen, R. Trezza, and M. Tasumi. Analytical integrated functions for daily solar

radiation on slopes. Agricultural and Forest Meteorology, 139(1-2):55 – 73, 2006.

[4] A. Amrouni-Keiling, M. Azriel, A. Calzada, J. Cappaert, T. Pultarova, T. čolakov, L. Surdo,
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Appendix A

Earth Ring Appendix

The following is a discussion of the orbital dynamics of the Earth ring concept discussed in Chapter

5. This work was performed by Charlotte Lücking and Camilla Colombo in collaboration with the

author.

A.1 Earth Ring Orbital Dynamics

In this section the orbital dynamics of Earth orbiting dust is discussed. The in-plane orbital evolu-

tion due to solar radiation pressure and the J2 effect are investigated analytically. The out-of-plane

effects and resulting evolution of the inclination are investigated numerically.

A.1.1 Hamiltonian model of dust orbital dynamics

In order to tackle the problem analytically, a simplified planar model is used. We describe the

dynamics of dust in an Earth-centred synodic reference frame. We then consider a dust grain

orbiting on a planar orbit (i.e. the orbit has zero inclination) with the simplifying assumption that

the equatorial plane is in the ecliptic (i.e. the obliquity angle of the ecliptic with respect to the

equator is set to zero). As will be shown later, this simplifying assumption provides an adequate

description of the evolution of the dust with the level of accuracy intended for the thesis, while

allowing an analytical description of the underlying dynamics of the dust ring.

In the frame as described above, three parameters are needed to define any in-plane orbit.
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The eccentricity, e , semi-major axis, a, and the angle between the direction of the solar radiation

and the radius of the perigee with respect to the Earth, φ. The position of the dust grain is also

defined with respect to the direction of the sunlight using the angle θ, where θ = φ+ f with true

anomaly f . Figure A.1 shows the geometry of the reference frame.

Work presented by [42] and [56] on the orbital dynamics of high area-to-mass ratio space-

craft introduces an approximate Hamiltonian for planar orbits under the effects of solar radiation

pressure and the Earth’s oblateness [56]. This analytical model does not consider eclipses and the

tilt of the Earth’s rotational axis with respect to the ecliptic plane. As a consequence, the semi-

major axis remains constant and the evolution of the orbit can be described only by its eccentricity

e, defining the changing shape of the orbit, and solar radiation perigee angle φ, defining the orbit

orientation. The change of orbital elements due to solar radiation pressure and J2 with respect to

the progression of the angle between the position of the Sun on the ecliptic with respect to the

vernal equinox, λ�, is [56]:

de

dλ�
= −α

√
1− e2 sinφ (A.1)

dφ

dλ�
= −α

√
1− e2

e
cosφ+ κ

1

(1− e2)
2 − 1 (A.2)

where α is the radiation pressure parameter and κ the J2 effect parameter, defined by:

α =
3

2
aSRP

a2

µ

n

n�
(A.3)

κ =
3

2
J2
R2
E

a2

n

n�
(A.4)

where n =
√
µ/a3 is the orbit angular velocity of the dust grain on its Earth-centred orbit, µ is the

gravitational parameter of the Earth, J2 its second order zonal harmonic coefficient, RE its radius

and n� the orbit rate of the Earth around the Sun. While κ is only a function of the semi-major

axis, α is also dependent on aSRP , the acceleration due to solar radiation pressure (SRP). For

circular objects with radius r and density δ it can be calculated as follows [57]:

aSRP =
F�
c

4

3δr
(A.5)

where F� is the solar flux and c is the speed of light. The resulting Hamiltonian is [56]:
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Figure A.1: Geometry of an in-plane orbit in the synodic reference frame.
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Figure A.2: Minimum eccentricity (α = 0) of the heliotropic equilibrium orbit min(e0) as a func-

tion of semi-major axis. The gradient in the background corresponds to perigee altitudes of the

corresponding orbit within hperi = 0 km and hperi = 2, 000 km, specifically marked, where the effect

of drag is non-negligible.
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H = −
√

1− e2 + αe cosφ− κ

3
√

1− e2
3 (A.6)

For a certain range of semi-major axis and area-to-mass-ratios, the Hamiltonian in Eq. (A.6)

allows, among all its stationary points, a stable equilibrium (i.e., de/dλ� = 0 and dφ/dλ� = 0), at

φ = 0 with eccentricity e0 as shown by [31]. This equilibrium point represents frozen orbits with

their apogee pointing in the direction of the Sun. These orbits are therefore termed heliotropic

orbits. If the solar radiation pressure parameter is zero, α = 0 (i.e. without the effect of SRP),

the equilibrium at e0,J2 corresponds to an orbit with a frozen orientation with respect to the Sun

solely due to the J2 effect. Such an orbit would have its apse-line precessing at the same rate as

the Earth’s motion around the Sun. While the SRP parameter is zero, the equilibrium exists for

any orbit orientation. However, as soon as the SRP parameter is non-zero the equilibrium can only

be found for Sun-pointing apogees. For increasing values of the SRP parameter the equilibrium

eccentricity e0 increases, with the J2-only equilibrium eccentricity e0,J2 (i.e., α = 0) being the

minimum boundary value at a given semi-major axis [31]. Figure A.2 shows e0,J2 as a function

of semi-major axis. In the background a gradient shows the perigee altitude within a range of

hperi = 0 km and hperi = 2, 000 km specifically marked. An altitude of 2,000 km is approximately

the altitude from which the effect of drag on the orbital evolution is negligible, even for very high

area-to-mass ratios [30]. A ring of dust at or beyond this distance from the Earth will remain in

place infinitely. It can be seen from the figure that heliotropic orbits do not exist above c. 16,000 km

semi-major axis. Above a semi-major axis of c. 13,500 km semi-major axis they become unstable

due to drag.

A.1.2 In-plane orbital evolution of dust

A small grain size is desirable as the mass efficiency of geo-engineering is inversely proportional

to grain radius. If a grain with a specific area-to-mass ratio is released in any orbit, its orbit will

then evolve by librating or rotating around its equilibrium eccentricity [31]. The greater the initial

distance from the libration point in the phase space the larger the maximum eccentricity reachable.

Therefore, it is more efficient to release the dust grains (with different area-to-mass ratios) at a

higher initial eccentricity to prevent them from de-orbiting due to drag. Figure A.3 compares the

orbital evolution of grains with different radii when they are released in a circular and elliptical orbit

with the same semi-major axis. A grey colour marks the area in which the orbits will experience

drag and we consider grains which pass through this area as ‘lost”. It can be seen that while for

an initially circular orbit all grains with a radius smaller than 13µm will be lost (see Figure A.3a),

in the elliptical case grains as small as 6.5µm survive (see Figure A.3b). It follows that release at
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the critical eccentricity yields the best results and that the smallest possible grain radius at any

semi-major axis is the one which has its equilibrium point at the critical eccentricity.

A.1.3 Choice of feeder orbit

We can determine the smallest possible grain radius as a function of semi-major axis by finding the

particle radius for which the equilibrium eccentricity e0 is equal to ecrit, the critical eccentricity

corresponding to the smallest allowable perigee height hperi:

ecrit = 1− RE +min(hperi)

a
(A.7)

To find the minimum particle radius we set φ = 0 in Eq. (A.2), set dφ/dλ� equal to zero, substitute

e with ecrit in Eq. (A.7), solve for α and combine with Eqs. (A.3) and (A.6) to obtain:

rmin =
2F�
cn�δ

√
a

µ

√
1− e2

crit

5

ecrit (κ(a)− (1− e2
crit))

(A.8)

The density δ for the asteroid grains used is 3,500 kg m−3 as in [110].

Another measure of the efficiency of a ring for geo-engineering is how much of its orbital

period a grain spends blocking solar radiation. This is dependent on the orbital geometry and takes

into account that a grain travels slower at apogee than at perigee. We term the resulting percentage

(of time spent in the useful region) the geometrical efficiency which can be found numerically. Using

these indicators of efficiency we can next choose the semi-major axis likely to be most efficient for

geo-engineering. Figure A.4 shows the dust grain minimum radius and the geometrical efficiency

of a circular orbit and an orbit with e = ecrit as a function of semi-major axis. The minimum

grain size is important as smaller grains have higher area-to-mass ratios and thus offer better

mass efficiency when used to block sunlight. For the geometrical efficiency both the circular and

elliptical orbits are considered because we will be releasing grains with a distribution of radii and

not all of these have an equilibrium at the critical eccentricity. Thus, some grains will librate in

eccentricity between e ≥ 0 and e = e0. A good compromise between low minimum grain size

and high geometrical efficiency is desired. Considering the results in Figure A.4, an advantageous

initial orbit for the dust ring, referred thereafter as the feeder orbit, has a Sun-pointing apogee

with radius 10,250km (a = 9318km) and an eccentricity of ef = 0.1.
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Figure A.3: Orbital evolution in the e−φ phase space for grains with different radii from 6.5−25µm

microns released at c. 9,300km semi-major axis with e = 0 (a) and e = ecrit (b). The grey zone

marks the area in which the perigee of the orbit is closer than 2,000 km to the surface of the Earth.
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Figure A.4: Geo-engineering efficiency indicators (grain size and orbit geometry) with semi-major

axis. The minimum grain size which can be deployed at the given semi-major axis without rapid

decay is given on the left axis. The geometrical efficiency is given on the right axis as a range from

a circular orbit to an orbit with critical eccentricity and Sun-pointing apogee.

187



A. EARTH RING APPENDIX

A.1.4 3D orbital evolution of dust

In the following section the simplified assumption used in Section A.1.1 of a zero obliquity angle

of the ecliptic with respect to the equator will be removed. The actual evolution of dust particles

differs from the one predicted by the Hamiltonian in Eq. (A.6) because of the 23.5◦ tilt angle of

the equator with respect to the ecliptic plane. As a consequence, a dust ring initially positioned

on the ecliptic plane will be subject to a nodal drift, due to the effect of J2 and SRP and out of

plane oscillations under solar radiation pressure. As analysed in [31], the simplified planar phase

space approximation used in Section A.1.1 maintains its structure for small tilt angle (less than

30◦ as in the Earth case) and small inclinations. Figure A.5 represents the 3D evolution of the ring

over a period of 20 years, propagated through a set of non-singular Lagrangian elements derived

by Krivov [57] and reported in [31] to correct a typo in Krivov’s paper (in the SRP term). The

effect of eclipses is neglected. The harmonic oscillation in the e−φ phase space is still recognisable,

although the single line for a given area-to-mass ratio extends to a band (see Figure A.5a). Note

that a three-dimensional definition of the solar radiation perigee angle is adopted here as

φ = Ω + ω − (λ� − π) (A.9)

where Ω and ω are respectively the argument of the ascending node (from the vernal equinox) and

the argument of perigee of the grain’s orbit, and λ� defines the true longitude of the Sun on the

ecliptic.

A full characterisation of the Earth ring evolution is given when we consider also the per-

turbations to the inclination and the ascending node, which describes the vertical structure (see

Figure A.5b). The dust grains display complex inclination time history, however the magnitude of

the inclination changes are limited to a maximum of 0.2◦, this occurring for the smallest grains,

as shown in Figure A.6. Depending on the season, the apogee point of the heliotropic orbits will

oscillate below and above the ecliptic plane, as can be seen in Figure A.7. This figure represents

the seasonal orbital evolution of the ring over 20 years. The colour scale represents the range of

dust radii used.
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Figure A.5: 3D evolution of the dust ring over a period of 20 years. a) Planar structure in the e−φ
phase space and b) vertical structure in the i− φ phase space.

Figure A.6: Maximum (cross) and minimum (dot) inclination change on the equator as function

of the grain radius.
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A.2 Ring model

To determine the effect that the ring has on the input of the solar flux the attenuation coefficient,

as described in Sec. 5.3, must be determined. To achieve this, a two dimensional model of the ring

will be constructed, using the in-plane dynamics discussed before. The attenuation coefficient is

then calculated for this in-plane evolution of the dust, which, as seen in Sec. A.1.4, reproduces well

the dynamical behaviour of the ring. Then the orbital plane is tilted with respect to the ecliptic

plane and the inclination change added. Thus, a third dimension is added by approximating the

out-of-plane evolution with a change of plane.

A.2.1 In-plane model

An expression is needed to find the radius of a grain passing through any point (φ,e) in the phase

space. This can be derived by setting the Hamiltonian Eq. (A.6) with (φ,e) equal to the Hamiltonian

of the feeder orbit with (0,ef ) and solving for α. Then applying Eqs. (A.3) and (A.5), gives:

r(φ, e) =

6F�
cn�δ

√
a
µ (ef − e cosφ)

3
(√

1− e2
f −
√

1− e2
)

+ κ

(
1√

1−e2f
3 − 1√

1−e23

) (A.10)

The probability of finding any grain in a differential element around a given point in the phase

space can then be determined. This is achieved by calculating the required radius of the grain

using Eq. (A.10). Then the probability of any grain having the calculated radius can be found with

the cumulative probability density function Eqs. (A.11) and (A.12). This gives the fraction of all

grains whose evolution passes through the considered differential phase space element:

P (r ∈ [r0 − dr, r0 + dr]) = Fµ,σ(r0 + dr)− Fµ,σ(r0 − dr) (A.11)

with

Fµ,σ =
1√
2π
e−

(ln r−µ)2

2σ2 (A.12)

Next, the specific density at this position is calculated. This is the fraction of grains passing through

the differential box in the phase space. Combining the specific density at the location in the phase
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space with the probability density and grain size calculated before we will obtain the total fraction

of grains in this element of the phase space.

The specific density is found numerically by first calculating the libration period, in the

phase space, of a grain of a given size. Then, this is compared with the time derivative of the

orbital parameters in the phase space at the given position calculated using Eqs. (A.1) and (A.2).

Figure A.8 shows the resulting number density in the phase space for the three distributions of

grain radii introduced in Sec. 5.2.2. It is shown relative to the average number density in the phase

space. As expected, the highest density can be found in the release position, the feeder orbit, at

(0, ef ). The narrowest distribution, D1, shows high density in higher eccentricity orbits with the

apogee facing within 45◦ of the Sun. The wider the grain size distribution the more dispersed

the dust cloud is in the phase space. It can be assumed that the narrowest distribution has the

highest proportion of grains blocking sunlight. To prove this assumption the dust density around

the Earth in polar coordinates is calculated. The results shown in Fig. 5.7 show that the narrowest

distribution does have the greatest fraction of the total number of particles between the Earth and

Sun.
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Figure A.8: Number density relative to average number density in the phase space for different

grain radius distributions.
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Appendix B

Beer-Lambert Law

The general case of the Beer-Lambert law is;

I = I0e
−

∫
αgr(l)dl (B.1)

where I0 is the incoming flux, l is the path segment and αgr is the attenuation coefficient due to

a grain radius of Rgr with a number density of ρgr such that;

αgr = πR2
grρgr (B.2)

= σgrρgr (B.3)

Here σgr is the cross-sectional area of a dust grain. For a scenario with a single, homogeneously

distributed size of dust grain the Beer-Lambert law simplifies to;

I = I0e
−σgrρgrl (B.4)

A region with a combination of two grain sizes, each with a homogeneous density, distributed

over different volumes can be seen in Fig. B.1. The remaining flux after attenuation in the first

section, I1, which contains two different grain sizes, can be expressed as;
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Figure B.1: Variables used in the Beer-Lambert law

I1 = I0e
−(ρ1σ1+ρ2σ2)l1 (B.5)

where it can be seen that the attenuation coefficients are simply added together within the ex-

ponential over the same path length. Now, from the general form of the Beer-Lambert law, the

further attenuation of the incoming flux due to the grains in the second region can be expressed

as;

I2 = I1e
−ρ2σ2(l2−l1) (B.6)

thus giving the final, combined, attenuation;

I2 = I0e
−(ρ1σ1l1+ρ2σ2l2) (B.7)

This demonstrates that the attenuation coefficients of multiple grain sizes with varying path lengths

integrated along the same line can be easily combined.
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