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#### Abstract

The main topic in this thesis is the proof-of-principle experiment for an inductively coupled magnetic ring trap for applications in atom interferometry and quantum gas investigations. Atom interferometry utilises the wave nature of atoms for precision measurements of gravitational and inertial effects and to test fundamental physics.

Due to their symmetry, their periodic boundary conditions and their large enclosed areas, ring traps provide attractive geometries for atom interferometry. By tightening the trap and reducing the trap radius, toroidal traps also have excellent conditions to study superfluid properties in degenerate gases.

The trapping potential for the inductively coupled magnetic ring trap is formed by the superposition of an external AC field and a local AC field, created by the induced current in a copper ring. These fields cancel in a ring and create a time-averaged trapping potential. By inducing the current in the conductor and using AC over DC fields several problems of existing trapping mechanisms are addressed. We create a smooth, scalable trapping potential for cold atoms.

We load the inductively coupled ring trap with $\sim 10^{6}$ laser cooled ${ }^{87} \mathrm{Rb}$ atoms. The atoms can be observed evolving around the ring in the horizontal plane, until the ring is completely filled. We record vacuum limited lifetimes of $\sim 1.3 \mathrm{~s}$ after initial Majorana losses. With an added offset field we also gain flexibility in the trap geometry regarding the radius ( $\sim 5 \mathrm{~mm}$ ) and the trap width ( $\sim 0.5 \mathrm{~mm}$ ).

In a subsequent experiment, the setup and the ring trap parameters are changed to allow for the creation of ${ }^{87} \mathrm{Rb}$ Bose-Einstein condensate and for the implementation of atom interferometry in the ring trap. A vertical, smaller ring trap with a radius of $\sim 1.8 \mathrm{~mm}$ is created. Laser cooled atoms are loaded either at the top or at the bottom of the ring.
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## Chapter 1

## Introduction

Atom interferometry is one of the most promising tools to have emerged from the increasing control gained over atoms during the last decades. I am fascinated by the prospect of gravitational wave detection with atoms: we can potentially observe ripples in space-time that are caused by inspiralling black holes and neutron stars - some of the most exotic objects imaginable. Not only that, with gravitational waves we might also unravel the secrets of the early universe during the Dark Ages, from which no light can reach us, or even answer the question about the fabric of the cosmos, be it stringy or looped. All this big scale physics is projected onto a small quantum object called atom, which does crazy things such as behaving like a wave and being in two places at once. In an atom interferometer we try to extract information about the surrounding world from the atoms. Every step on the way to improving atom interferometry is important, and the atom trap described in this thesis will hopefully add to that and increase our possibilities further.

### 1.1 Thesis outline

We here describe the realisation of an inductively coupled magnetic ring trap for cold atoms. Our design is mainly motivated by the application of atom interferometry, and the Introduction will provide the necessary background information to understand our considerations. We finish the Introduction with a brief
overview on the different techniques to create toroidal atom traps, which leads to a description of our technique and the theory behind the ring trap in Chapter 2 , including simulations of the trapping potential. The experimental setup for the first generation of the ring trap, which is a successful proof-of-principal experiment for the inductively coupled ring trap with ${ }^{87} \mathrm{Rb}$ atoms, is described in Chapter 3. After an explanations as to how the data is analysed in Chapter 4, the results are discussed in Chapter 5. The findings have also been published [1].

A second generation of the ring trap experiment has been built, to allow for the implementation of atom interferometry with a Bose-Einstein condensate (BEC) in the ring trap. The changes with respect to the first generation, the setup and the successful loading of the new ring trap with cold atoms, as well as the creation of a BEC in the ring region, are shown in Chapter 6.

### 1.2 Motivation

Atoms are fascinating things. The atoms' most intriguing properties include their strong interaction with electromagnetic waves, their quantum nature and the atomic wavefunction (see below), and also the fact that they condense to a new state of matter (Bose-Einstein condensate), which leads to effects such as superfluidity. Studying and utilising these properties mostly require the atoms being trapped, i.e. confined in space. Atom optics are therefore designed to trap or guide the atoms in the desired geometry. A ring provides a unique, versatile trapping geometry: it is symmetric, it has periodic boundary conditions making it an infinitely long waveguide that guides the atoms back to their initial position, therefore removing the need for a mirror. Additionally, it can create a quasi 1D-geometry by tightening the trap to limit atomic motion to the azimuthal direction.

There are several ways to create a toroidal trapping potential for atoms, and an overview will be presented below. By combining existing solutions for atom trapping with a new method to create a ring potential, we have built the first inductively coupled magnetic ring trap for cold atoms. Following the proposal in Griffin et al. [2], it is realised by placing a circular conductor (a copper ring) in a homogeneous AC field [1]. The current inductively induced in the conductor
creates a magnetic field of opposite direction, falling off radially from the inner edge of the copper ring. As a result of the superposition of both these fields, a time-varying circle of magnetic zeros forms that time-averages to a toroidal potential minimum in the plane of the ring. With this method, we can avoid current carrying wires to the circular conductor, which would destroy the otherwise cylindrical symmetry. For reasons common to magnetic traps (Majorana spin-flips, see Section 2.1), we need to add an offset field to avoid atom loss.

Similar to fibres in light interferometers, ring traps can be used as waveguides for atom interferometers, where the two arms of the interferometer are then provided by the ring when the wavepackets travel in opposite directions. At the time of writing, atom interferometry in rings has been performed by two groups [3, 4], and our ring trap is designed and built with interferometry applications in mind. Atom interferometry is an exciting and constantly expanding subject: already, it is used as an accelerometer to precisely measure inertial effects under micro gravity [5], gravitational acceleration [6] and rotation [7]. Atom interferometry can be used to measure fundamental constants, such as $\frac{h}{m}$ (via the recoil frequency), from which the fine structure constant $\alpha$ can be inferred [8]; techniques are developed to test fundamental physics such as QED (via $\alpha$, see [8]) and general relativity $[9,10,11,12]$. Different experiments on Earth and in space for the detection of gravitational gradients [13, 14] and gravitational waves [15, 16] - complementing the bandwidth of existing optical interferometers - are proposed. An additional advantage to the obtainable precision is that atom interferometers can be scaled down, and small interferometry systems on chips exist [17, 18]. Commercially available small scale cold atom systems and atom chips (e.g. ColdQuanta) simplify the scientific progress in this area. The working principle of atom interferometry will be introduced in Section 1.4. But first, to provide the necessary background information, we briefly describe atom-light interaction - specifically in the context of atomic cooling and trapping - and the wave nature of atoms, which is the reason for interference effects between atoms.

### 1.3 Atom waves and optical cooling

### 1.3 Atom waves and optical cooling

The interaction of atoms with light and wave-particle duality are two important features that are constantly pushing the boundaries in the field of atomic physics. The fact that the internal atomic states can be manipulated with magnetic and electric fields (making use of the Zeeman- and Stark-effects) and that we can address specific atomic transitions means that we have a high level of control over the absorption and emission of light. In the context of this experiment it not only enables laser cooling via absorption of red-detuned light [19, 20] and using light for atom diffraction [21, 22], but it also opens the door for other exciting possibilities, such as entanglement of atoms via interaction with light in a cavity $[23,24,25]$ and superradiant emission [26].

It is the fascinating wave-particle duality of atoms in close analogy to light, which makes atom interferometry possible. Throughout history, the nature of light and matter has been a puzzle for scientists and philosophers. From Maxwell's equations for the propagation of electromagnetic waves in the 19th century onwards, light was mainly thought to have wave properties, until Einstein recognised its particle properties [27]. Atoms on the other hand were assumed to behave solely as particles, until de Broglie ascribed to all matter - including atoms - a wavelength, using the de Broglie relation [28]

$$
\begin{equation*}
\lambda_{\mathrm{dB}}=\frac{h}{p}, \tag{1.1}
\end{equation*}
$$

where $p=m v$ is the particle's momentum. As with light, which can be used to build highly sensitive interferometers, the wave nature of atoms may be used to create interference, e.g. in an atomic version of Young's double slit interferometer [29] or even with a single atom [30]. Example images of light and atom interference are shown in Figure 1.1. As all matter has an associated wavelength, interference is not an effect observed exclusively for atomic particles (interference effects in electrons and neutrons have been observed much earlier than for atoms, in the 1920s and 30s). Working towards interference of larger objects (e.g. $\mathrm{C}_{60}$ molecules [31]) increases the scale on which quantum effects are visible.

### 1.3 Atom waves and optical cooling



Figure 1.1: (a) Interference pattern from a Mach-Zender interferometer with 589 nm light and (b) interference pattern from atomic matterwaves. Image (b) from A. Arnold, based on [32].

A well known example of the power of atom interferometry is the Sagnac effect: in a Sagnac interferometer with area $A$ and rotational velocity $\Omega_{\mathrm{rot}}$, the phase difference for a wave of wavelength $\lambda$ and a propagation velocity $v$ is [33]

$$
\begin{equation*}
\Delta \Phi=\frac{4 \pi A \Omega_{\mathrm{rot}}}{\lambda v} \tag{1.2}
\end{equation*}
$$

which means that the sensitivity (for the same interferometer) has a ratio of

$$
\begin{align*}
\frac{\Delta \Phi_{\text {atom }}}{\Delta \Phi_{\text {light }}} & =\frac{\lambda_{\text {light }} c}{\lambda_{\mathrm{dB}} v}  \tag{1.3}\\
& =\frac{m c^{2}}{\hbar \omega_{\text {light }}} . \tag{1.4}
\end{align*}
$$

The ratio of energy carried by atoms $\left(E=m c^{2}\right)$ compared to photons ( $E=\hbar \omega$ ) means that atoms have the potential to be more sensitive to measure inertial effects: taking ${ }^{87} \mathrm{Rb}$ and $\lambda_{\text {light }}=780 \mathrm{~nm}$ as an example, the sensitivity per particle for atoms is larger by a factor of $\frac{\Delta \Phi_{\text {atom }}}{\Delta \Phi_{\text {light }}} \approx 5 \times 10^{10}$ (see also e.g. [33, 34, 35]).

The strong interaction of atoms with gravitational and electromagnetic fields not only leads to high sensitivity, it is also the reason that atoms can be trapped, e.g. in a magnetic trap like our ring trap or in optical dipole traps made of light. For trapping to work, the atoms have to be sufficiently cold. Commonly, radiative cooling in a magneto-optical trap (MOT) and optical molasses are used, which comes back to manipulating atoms using light. These methods form important building block for many atom experiments - including ours - and the
basic mechanisms are introduced in the following Section.

### 1.3.1 Optical cooling and magneto-optical trapping

Cooling atoms with light is a crucial tool for subsequently trapping them, because atoms with energies higher than the necessarily finite trap depths will escape (when $E_{\text {trap }}<E_{\text {kin }}$ ). The depth of the trapping potential can be expressed as a temperature, which is typically of the order of hundreds of $\mu \mathrm{K}$ to several mK . Our atoms at room temperature are much hotter than that ( $\sim 300 \mathrm{~K}$ ) so that the vast majority will not feel the effect of the potential. Therefore, the first step of our experiment is to sufficient optically cool the atoms to trap them in the ring. Cooling is also a necessary step for creating a BEC (see e.g. [36]), which is important for the second generation experiment. For complete and extensive reviews of atom cooling and manipulation using light, see e.g. [37, 38].

The working principle of optical cooling is photon momentum transfer during photon absorption to decrease an atom's kinetic energy, see [39]. Because the momentum transfer for each absorption is $\hbar k$, where $k=2 \pi / \lambda$ is the wavevector of the laser light, and the velocity change is very small $(\hbar k / m$ is of the order of a few $\mathrm{cm} / \mathrm{s}[38,39]$ ), many absorption-emission cycles are needed. This makes a closed transition vital, in which an atom only decays back into the initial state, so that it stays in resonance with the cooling light (additional repump light brings "lost" atoms back into the cooling cycle). Alkali atoms are often used for experiments requiring laser cooling, as they have a single valence electron and thus lack the transitions that arise from coupling between multiple electrons on the same valence shell. For the Doppler cooling scheme, we approximate the atom as a two-level system, with the hyperfine states $F$ and $F^{\prime}$ being the ground and excited state, respectively. The next Sections describe the process of Doppler and sub-Doppler cooling in an optical molasses, as well as the closely related magneto-optical trap (MOT).

### 1.3.1.1 Doppler cooling

Optical molasses is generally implemented in three dimensions but, for simplicity, here we start by looking at the cooling process in 1D: we consider a gas of two-level


Figure 1.2: Schematics of Doppler cooling: atoms are irradiated by two counterpropagating laser beams that are red-detuned in the lab frame. Atoms moving towards one of the beams with velocity $v$ see a blue-shifted frequency, which leads to a higher scattering rate of that light and hence cooling.
atoms at room temperature inside a vacuum chamber. Two counter-propagating laser beams with a frequency below the atomic cooling transition frequency ("reddetuned") irradiate the gas. A schematic of the situation is shown in Figure 1.2. If an atom moves towards a beam, it sees the frequency of the light Doppler shifted closer to resonance, which leads to enhanced absorption and thus increases the scattering rate (equivalently, scattering decreases when the atom moves away from the beam) [40]:

$$
\begin{equation*}
\gamma_{\mathrm{sc}}=\frac{\Gamma}{2} \frac{I / I_{\mathrm{sat}}}{1+I / I_{\mathrm{sat}}+(2(\Delta-k v) / \Gamma)^{2}}, \tag{1.5}
\end{equation*}
$$

where $\Gamma$ is the transition linewidth and $I_{\text {sat }}$ the saturation intensity of the atoms; the light has the intensity $I$ and the detuning from resonance $\Delta$, which is altered by the Doppler shift, $k v$, due to the atomic motion. Taking the scattering rates from both beams into account (towards and away from the atoms) results in a velocity dependent, "viscous" damping force for small $v$ (the capture range is $\sim \pm \Gamma / k[34])$ :

$$
\begin{equation*}
F=-\alpha v \tag{1.6}
\end{equation*}
$$

For cooled atoms with a velocity approaching $v=0$, heating due to the stochastic nature of the absorption and emission becomes significant [40]. The balance between cooling and heating forces defines the minimum kinetic energy, which is expressed in the Doppler temperature:

$$
\begin{equation*}
T_{D}=\frac{\hbar \Gamma}{4 k_{B}} \frac{1+(2 \Delta / \Gamma)^{2}}{2|\Delta| \Gamma} \tag{1.7}
\end{equation*}
$$

The Doppler cooling limit is the minimum Doppler temperature $T_{\text {Dmin }}=\frac{\hbar \Gamma}{2 k_{B}}$, which is achieved for $\Delta=-\Gamma / 2$ [40]. For ${ }^{87} \mathrm{Rb}$, this is $146 \mu \mathrm{~K}$ [41]. An extension of optical molasses to three dimensions requires to consider the force acting on the velocity components along different directions, a discussion can be found in [40]. Three-dimensional optical molasses has first been created by the group of Chu [20].

### 1.3.1.2 MOT

The mechanisms described above cool the atoms by decreasing their kinetic energy, but they don't confine them. After a sufficiently long time, atoms diffuse out of the cooling volume. In a magneto-optical trap (MOT) cooling and trapping mechanisms are combined, as first demonstrated by Raab et al. [42]. To explain the trapping, we have to leave the two-level atom behind and take the magnetic sub-levels ( $m_{F}$-levels) into account.

As for the 3D molasses, six red-detuned beams overlap in a central region, with two-counter-propagating, circularly polarised beams on each axis. Additionally, magnetic coils in an anti-Helmholtz configuration produce a quadrupole (QP) field (a linearly varying magnetic field, $B(x, y, z)=\left(-B_{\mathrm{QP}} \cdot x,-B_{\mathrm{QP}} \cdot y, 2 B_{\mathrm{QP}} \cdot z\right)$, with a magnetic field zero in the centre at which point it changes direction).

Here, the 1D-case is described for the $x$-direction, but it can be extended to 3D in a similar manner to the previous discussion on optical molasses. A schematic for the 1D-case is shown in Figure 1.3.

If an atom moves out of the zero magnetic field the Zeeman splitting shifts the energy of the different $m_{F}$-levels by an amount proportional to the magnetic field magnitude, $\Delta E \propto g_{F} m_{F}|\vec{B}|$. For simplicity, let us consider an atom in the $\left|F=0, m_{F}=0\right\rangle$ ground state, which can be excited into the $\left|F^{\prime}=1, m_{F^{\prime}}=-1,0,1\right\rangle$ states. With circularly polarised light, we can either excite the atom into the $\left|F^{\prime}=1, m_{F^{\prime}}=1\right\rangle$ state ( $\sigma^{+}$polarisation for $\Delta m_{F}=1$ transitions) or into the $\left|F^{\prime}=1, m_{F^{\prime}}=-1\right\rangle$ state ( $\sigma^{-}$polarisation for $\Delta m_{F}=-1$ transitions). Regarding the transitions, the $\sigma$-polarisation is defined with respect to the magnetic field axis, where $\sigma^{-}$refers to a clockwise rotation around the magnetic field, along the magnetic field direction, and $\sigma^{+}$refers to the anti-clockwise rotation.

### 1.3 Atom waves and optical cooling



Figure 1.3: Schematic of a MOT in 1D: an atom in the $\left|F=0, m_{F}=0\right\rangle$ ground state at position $x$ experiences a shift of its $\left|F^{\prime}=1, m_{F^{\prime}}\right\rangle$ magnetic sub-levels due to the magnetic field (blue arrows). This reduces the detuning, $\Delta$, of the light with appropriate polarisation ( $\sigma^{-}$for $\Delta m_{F}=-1$ ) and enhances absorption of the incoming laser beam. The handedness is shown left of the diagram for the beam going from $-x$ to $+x$ and on the right for the beam going from $+x$ to $-x$. The polarisation for each beam with respect to the magnetic field is shown at $x<0$ and $x>0$.

While the handedness with respect to the direction of light propagation stays constant along $x$ (in our example we have clockwise rotation of the electric field vector when looking along the direction of beam propagation for both beams), the polarisation with respect to the magnetic field axis inverts at $x=0$, as the magnetic field changes direction. Thus the same beam drives different transitions at different positions.

For an atom moving along $x>0$ where $B<0$, it not only sees the Doppler shift as for optical molasses, but also the energy of the sub-levels with $m_{F^{\prime}}<0$ is lowered (in our example, $g_{F}>0$ ). This brings the atom closer to resonance with the red-detuned light, and it absorbs a photon with the correct circular polarisation, $\sigma^{-}$. The handedness of the light is chosen such that the incoming beam is absorbed, and the atom gets a momentum kick towards the centre. An atom moving along $x<0$ also has the $m_{F^{\prime}}<0$ level shifted closer to resonance, but because the magnetic field axis changes, it now absorbs a photon from the opposite laser beam ( $\sigma^{-}$) and also experiences a momentum kick towards the centre. The further the atoms move along $x$, the stronger the energy shifts due
to $B$, which changes the coupling to the light. This leads to not only a damping force with $v$, but also a restoring force along $x$,

$$
\begin{equation*}
F=-\alpha v-\beta x \tag{1.8}
\end{equation*}
$$

which causes the atoms to accumulate in the field minimum at the centre of the trap [34].

Not all atoms from a room temperature gas of atoms can be captured by the MOT, and only atoms with velocities below the capture velocity, $v_{c}$, can be cooled and trapped. The capture velocity of the MOT for a given atomic species depends on the magnetic field gradient $(\mathrm{d} B / \mathrm{d} x)$, the laser beam size and on the detuning from the atomic resonance. This is important for our cooling laser frequency shifts in the experimental setup.

### 1.3.1.3 Sub-Doppler cooling

It turns out that optical cooling is not limited by the Doppler temperature, and "sub-Doppler cooling" was first observed in an optical molasses by the group of Phillips [43]. To explain the apparent additional cooling, atomic sub-levels and the polarisation of the light become important. This Section does not aim to explain sub-Doppler cooling in great detail, it is succinct to merely give an idea of the mechanisms at work. A thorough theoretical and experimental discussion of the 1989 sub-Doppler cooling experiment by the group of Chu can be found in [44] and [45], respectively.

The molasses setup is the same as in Section 1.3.1.1, with six counter-propagating beams (and no magnetic fields), but we will restrict the discussion to the 1D-case. The two beams along the $x$-axis have opposite circular polarisation, $\sigma^{+}$and $\sigma^{-}$, which interfere to produces a standing wave with linear polarisation that varies orientation along $x$ (see e.g. [37, 38]). This is also shown in Figure 1.4.

The spatially varying polarisation of the light locally optically pumps the atoms into the most light shifted magnetic sub-state. Let us chose as an example an atom in the $F=1$ ground state, with the magnetic sub-levels $m_{F}=-1,0,1$ and the $F^{\prime}=2$ excited state, with $m_{F^{\prime}}=-2,-1,0,1,2$. We only regard the dynamics of the ground state. For linearly polarised light, the transitions


Figure 1.4: Sub-Doppler cooling: two counter-propagating, opposite circular polarised beams produce a standing wave with linear polarisation. The polarisation axis changes with position $x$. While for an atom at rest, the $m_{F}=0$ state is most coupled to the linear polarised light, an atom moving with $v$ causes stronger coupling of magnetic sub-states with $m_{F}=1$. This increases scattering of $\sigma^{+}$light and causes damping. The Figure is based on [37, 38].
for atoms at rest would be coupled such that the atoms are pumped into the $\left|F=1, m_{F}=0\right\rangle$ state. For moving atoms, this depends on the direction of motion. First of all, atoms moving toward the $\sigma^{+}\left(\sigma^{-}\right)$beam are Doppler-shifted closer to resonance and therefore undergo $\Delta m_{F}=+1\left(\Delta m_{F}=-1\right)$ transitions. After several absorption cycles, the atoms are pumped into the state $\left|F=1, m_{F}=+1\right\rangle\left(\left|F=1, m_{F}=-1\right\rangle\right)$. Additionally, the motion along $x$ and the consequently changing quantisation axis leads to coupling of the $\left|F=1, m_{F}=1\right\rangle$ $\left(\left|F=1, m_{F}=-1\right\rangle\right)$ states to the light field field such that the population transfer increases the scattering rate for $\sigma^{+}\left(\sigma^{-}\right)$light further. With the coupling proportional to $v$, this leads to a damping force (see $[37,38]$ ). For a detailed description, see [46].

As before, the atoms are heated by stochastic absorption and emission processes, so that the minimum temperature obtainable is proportional to $I / \Delta[46]$. Fundamentally, the cooling with this method is limited by the recoil the atom gets from spontaneous emission. This defines the recoil temperature, $T_{\text {rec }}=$ $\hbar^{2} k^{2} / m k_{B}$ [47], which is 362 nK for ${ }^{87} \mathrm{Rb}$ [41]. Experimentally, the lowest temperatures achieved with optical molasses are several $T_{\text {rec }}$ [48].

In the experimental sequence, we start with a MOT and then release the atoms
into the optical molasses for sub-Doppler cooling. During the optical molasses phase, the magnetic fields are switched off, the light is detuned further from resonance and the intensity of the light beams lowered compared to the MOT, to achieve colder temperatures.

For radiative cooling to work efficiently in a MOT and optical molasses, frequency stability is of importance. As the cooling depends on the detuning, it is essential to have a stable laser, with a linewidth smaller than the linewidth of the atomic transition and the detuning; in practice, the laser linewidth is narrowed to $\sim \Gamma / 10$.

### 1.3.2 Temperature

It has been addressed [40, 47] that the term "temperature" in thermodynamics is defined for a system in thermal equilibrium with its surrounding, requiring that a heat exchange can take place. During laser cooling, atoms are in a different situation as there is energy exchange, but no heat exchange with the surrounding. Nevertheless, the definition below for the temperature of cooled atoms has been justified, see [40, 47]. For laser cooled atoms, the temperature is defined via the kinetic energy (in 1D) [47]:

$$
\begin{equation*}
\left\langle E_{\text {kin }}\right\rangle=k_{B} T / 2 . \tag{1.9}
\end{equation*}
$$

For this to be a valid description, the momentum distribution of the atomic cloud must be a Maxwell-Boltzmann distribution, which has then the momentum spread

$$
\begin{equation*}
\Delta p=\sqrt{k_{B} T m} \tag{1.10}
\end{equation*}
$$

see Figure 1.5 (a). Cooling therefore corresponds to reducing the momentum spread of the atomic cloud [35]. To measure the temperature of a cloud of atoms experimentally, we use a time of flight method. Here, the spatial atom distribution is imaged at different times, so that the initial velocity distribution can be inferred from the change in spatial width with time (see e.g. [35, 43]):

$$
\begin{equation*}
\sigma^{2}(t)=\sigma_{0}^{2}+\Delta v^{2} t^{2} \tag{1.11}
\end{equation*}
$$



Figure 1.5: (a) 1D Maxwell-Boltzmann distribution of velocity, $v$, for ${ }^{87} \mathrm{Rb}$ atoms at $T=3 \mathrm{~K}$. The grey lines indicate the momentum spread, $\Delta v$, and the mean momentum, $v_{0}$. (b) The initial velocity distribution determines the spatial distribution $\sigma$ of an atom cloud with initial size $\sigma_{0}$ after a time of flight, $t$.
from which the temperature can be extracted, see Figure 1.5 (b). The time of flight method is also explained in the context of our data analysis in Section 4.4.

### 1.4 Atom interferometry

The first proposed application of our apparatus is atom interferometry. A good review and in-depth explanations of the topic can be found in [34, 35]. This Section will introduce the main principles so that the motivation for the ring trap and its future application can be better understood.

Atom interferometry utilises the wave nature of atoms. As in light interferometry, the wavepacket is split, travels along two different paths (the "arms" of an interferometer) and is then recombined to produce an interference pattern, which depends on the phase of the waves incident from each arm. Throughout this Section, we will discuss the Mach-Zender interferometer as an example, which is schematically shown in Figure 1.6. Our starting point is a cloud of atoms, with the individual atomic wavefunctions forming the wavepacket with an initial momentum $p_{0}$. The wavepacket is split coherently and the atoms are brought into


Figure 1.6: (a) The two paths of a Mach-Zender interferometer: $1-2-4$ and 1-3-4. (b) Schematic of an atom interferometer, using standing light waves as beamsplitters ( $\pi / 2$-pulse) and mirrors ( $\pi$-pulse). If the action along the paths $1-2-4$ and $1-3-4$ differ then the atoms accumulate a different phase while propagating along the paths. The atoms have an initial momentum $p_{0}$ (here: $p_{0}=0$, solid line), which is changed during the interaction with standing light waves to $p_{0}+\Delta p_{l}$ (dashed line). The paths are shown without (blue) and with (black) the effect of gravity.
a superposition of travelling along path $1-2-4$ and along path $1-3-4$. During the propagation, a phase difference is accumulated in each path. For the propagation of the wavepacket from position 1 with $z=z_{1}, t=t_{1}$ to position 2 with $z=z_{2}$, $t=t_{2}$, the wavefunction at position 2 is [49]:

$$
\begin{equation*}
\psi_{2}\left(z_{2}, t_{2}\right)=e^{i S / \hbar} \psi_{1}\left(z_{1}, t_{1}\right), \tag{1.12}
\end{equation*}
$$

where $S$ is the (classical) action along the path:

$$
\begin{equation*}
S=\int_{t_{1}}^{t 2} L(z, \dot{z}) d t \tag{1.13}
\end{equation*}
$$

with the Lagrangian $L=E_{\text {kin }}-E_{\mathrm{pot}}=\frac{1}{2} m \dot{z}^{2}-m g z$ for the 1D path along $z$. The accumulated phase along the two arms of an interferometer differs depending on the energy in each path. After recombination, this phase difference between the split parts of the wavepacket produces interference, which is mapped onto state


Figure 1.7: Two different ways to measure the phase in atom interferometry: (a) the phase is mapped onto the population in a specific internal state, Figure from [51], (b) the phase is extracted from population in different momentum states that separate spatially after re-combination, Image from [17].
population or atom momentum [50] and can be monitored by counting the atoms appropriately: by internal state selective detection, or by detecting atoms in one spatial position via e.g. fluorescence, absorption or ionisation [50]. Examples are shown in Figure 1.7 (a) and (b), respectively. In this context we will only consider atom interferometers with different spatial paths, i.e. different centre of mass motion, as opposed to splitting with respect to solely internal states.

### 1.4.1 Splitting and reflecting the atomic wavepacket

To split the atomic wavepacket and guide it along the paths of the interferometer, we need atom optics equivalents of beamsplitters and mirrors. Although matter gratings can be used to spatially separate particles (as demonstrated for atom interferometry in [52], see also [34, 35, 50]), more important for us is the use of standing light waves created from two counter-propagating waves as splitting and deflecting elements (a discussion can be found in [53]). The cloud is spatially separated by transferring the atoms into a superposition of different momentum states, using a pulsed standing-wave field. We use subsequent pulses to reflect and re-combine the atoms. To imitate the different optical elements of a light interferometer for an atom interferometer, the duration of each pulse is adjusted. If we apply the pulse for a duration equal to the $\pi / 2$ time of a Rabi cycle then we
create a superposition of moving and non-moving atoms (assuming atoms initially at rest in the lab frame, $p_{0}=0$ ). This is called a " $\pi / 2$-pulse", and it acts as a beamsplitter at the start of the sequence, splitting the wavepacket. Equivalently, a pulse with duration of the $\pi$ time of a Rabi oscillation swaps the momentum of the states - atoms with $p=0 \rightarrow p=2 \hbar k$ and $p=2 \hbar k \rightarrow 0 \hbar k$. This " $\pi-$ pulse" has the effect of a mirror for atomic waves. Re-combination of the atomic wavepackets is achieved via another $\pi / 2$-pulse. Figure 1.6 (b) shows a schematic of the atom interferometer sequence using standing light waves as atom optics. As an example for atom interferometry using standing light waves, let us look at an early atom interferometer from Kasevich and Chu [51].

### 1.4.2 Example: the first cold atom interferometer

The first cold atom interferometer for inertial measurements was realised by Kasevich and Chu in 1991 [51]. The experiment is based on an atomic Mach-Zender type interferometer, similar to Figure 1.6 (b), and is built to measure the acceleration due to gravity. In their setup, cold sodium atoms from an atomic fountain propagate along $z$ (with gravity acting along $z$ ), parallel to the splitting light. The atomic wavepacket is split using Raman pulses, which couple internal states to momentum states. The atoms are then in a superposition of $\left|F=2, m_{F}=0, p\right\rangle$ and $\left|F=1, m_{F}=0, p+2 \hbar k\right\rangle$. With a velocity recoil of $v_{r}=2 \hbar k / m \approx 6 \mathrm{~cm} / \mathrm{s}$, a spatial separation of the order of 1 cm is achieved after 0.5 s . After recombination, the population in the $F=2$ state is detected and recorded as a function of the recombination light frequency, as shown in Figure 1.7 (a). The phase is extracted from the sinusoidal fit to the data, and $g$ is calculated. After several repetitions, a total integration time of 1000 seconds is achieved with a sensitivity to changes in $g$ at the level of $3 \times 10^{-6}$.

### 1.4.3 Sensitivity

The sensitivity of an atom interferometer depends on the number of atoms involved in the measurement, $N$, the interrogation time, $\Delta t_{\text {int }}$, the coupling to the measurand and the coherence of the states.

For improving sensitivity by increasing the number of particles involved in the measurement, atoms have a disadvantage over photons: it is easier to increase the number of photons in an interferometer than to increase the number of atoms. Nevertheless, gyrometers for rotational sensing using atoms already compare favourably with laser gyrometers [33]. A bigger potential for better sensitivity lies in longer interaction times, $\Delta t_{\text {int }}$, by making the paths longer. The path length is mainly restricted by the coherence of the atoms, which limits the visibility of the interference pattern. We will consider coherence below. Additionally, the motion of the atoms (due to gravity, or thermal velocity) out of the observation region of the experimental setup restricts the path length. The latter can be avoided by using guided interferometers [54]. To enhance coupling to the measurand, we can prepare the atoms in the optimum atomic state (e.g. magnetically sensitive states for measuring magnetic fields), or choose an optimum geometry (e.g. large area for Sagnac interferometry). To gain sensitivity and exclude noise sources, more elaborate schemes for atom interferometry have been developed, such as using multiple atom interferometers for differential measurements of counter-propagating atom beams for common mode rejection [55, 56].

To improve the coherence, it is worth looking at ultracold atoms, but first we need some disclaimers. The topic of coherence in atoms is not always well defined. From our point of view (in the context of atom interferometry experiments), only the visibility of the interference fringes (i.e. the fringe contrast) is of prime importance, which depends on the spatial coherence of a wavepacket. The spatial coherence refers to the length scale over which a defined phase relation exists over the atomic wavpacket.

In this context, the coherence time refers to the time over which the wavepacket keeps its fixed phase relation. The spatial coherence decays with time due to atom collisions and interaction with light, and the phase becomes more random [35]. The coherence time is therefore the "decay time" of the spatial coherence. For a BEC, it is measured via the decay of the interference visibility to be around 100 ms [57]. We expect the coherence time to depend on the momentum spread of the atoms, and it is said to behave as $\propto(\Delta v)^{-1}$ [8]. A large spatial coherence together with a long coherence time to maintain good visibility is desirable. Using
cold, or even degenerate atoms could provide the means for maintaining coherence over longer measurement times. It is therefore worthwhile to take a closer look at degenerate gases in atom interferometry, and the next Section introduces some important points.

### 1.4.4 Cold atoms in atom interferometry?

The potential that atom interferometry has to offer is very convincing, but what are the advantages of using cold instead of hot atoms, and do we want to use a BEC or even degenerate Fermi gas? It is not an easy question. The main reason to use cold atoms over hot atoms lies in their coherence. For clouds with smaller momentum spread, the coherence time is longer, which means longer interaction times and thus better phase sensitivity. The transition to the use of BEC interferometry can be compared to using a laser in light interferometry - as opposed to white light - where all interfering particles are in the same mode [58]. Making a BEC, on the other hand, means a sacrifice in atom number, thereby reducing sensitivity. Another disadvantage is that atomic interactions in a BEC cause phase shifts [50], which counteract an improvement of the atom interferometer precision. This is less of a problem for fermions: atoms in a degenerate Fermi gas (DFG) lack interaction, because they avoid occupying the same space when they are in the same quantum state, due to the Pauli exclusion principle. Using fermions instead of bosons brings other problems instead.

Whether it is more useful or not to make the transition from using cold atoms to using degenerate quantum gases for atom interferometry, it does open the door to unique techniques, such as squeezing [58] or tuning of the scattering length to reduce the interaction [12]. We prepare our experiment to be able to use both atomic species (bosonic ${ }^{87} \mathrm{Rb}$ and fermionic ${ }^{40} \mathrm{~K}$ ), which should allow for a comparison of measurement results from atom interferometry with BEC and DFG. An additional advantage of trapping ultracold atoms in a BEC in our ring trap lies in its use as probe, to characterise the ring trap with regard to its smoothness. Because the properties of BEC and DFG influenced our decisions on experimental design and setup and play a key part in atom interferometry in general, we will now look at both atomic species in a bit more detail.


Figure 1.8: Illustration of atoms in a potential, occupying different energy levels: (a) thermal atoms, (b) bosons in the ground state in a BEC and (c) fermions in their lowest state, defined by the Pauli exclusion principle. The energy level spacing and their occupation are not realistic but only an illustration; thermal atoms see a quasi-continuum if their temperature is large compared to the energy level separation [36].

### 1.4.4.1 Bosons and fermions

Depending on their spin and on the symmetry of their atomic wavefunction, there are two kinds of particles, which have recognisably different properties when the atoms are very cold: bosons have integer spin and symmetric wavefunctions under exchange of (indistinguishable) particles. Fermions have half integer spin and an antisymmetric wavefunction under exchange of (indistinguishable) particles [36]. The Pauli exclusion principle follows for fermions from the antisymmetric wavefunction, as the combined wavefunction for multiple fermionic particles goes to zero if the distance between the particles goes to zero [59]. This is reflected in the different atom distributions over energy levels for bosons and fermions (only for low temperatures, they both approach a Maxwell-Boltzmann distribution for high temperatures). For temperatures below a critical temperature (see below), bosons form a Bose-Einstein condensate (BEC) and fermions form a degenerate Fermi gas (DFG). An illustration of the lowest possible states for bosons and fermions is shown in Figure 1.8. The different energy level occupation has important implications for a cold atomic wavepacket, such as in an atom interferometer: because all atoms are allowed to be in the same state, a BEC has a very narrow momentum distribution. For fermions in a DFG, the fermions all occupy different momentum states and a DFG therefore has a broader momentum distribution.




Figure 1.9: De Broglie waves: (a) thermal atoms have a de Broglie wavelength, $\lambda_{d B}$, smaller than the interparticle spacing, $d$. (b) Close to the transition temperature, $T_{C}$, the two scales become comparable. (c) A perfect BEC can be described by a single wavefunction. Figure adapted from [60].

BEC A gas of bosonic atoms can make the transition from a "saturated" gas to a "condensed" gas (BEC). A gas is saturated when it has reached the maximum number of atoms that it can accommodate in the excited energy levels without changing its temperature or volume, and additional atoms need to occupy the ground state (see [35]). By reducing the temperature, the maximum atom number decreases, until the transition to BEC occurs at the critical temperature, $T_{C}[35$, 36]:

$$
\begin{equation*}
T_{C}=\frac{2 \pi}{[\zeta(3 / 2)]^{2 / 3}} \frac{\hbar^{2} n^{2 / 3}}{m k_{B}} \tag{1.14}
\end{equation*}
$$

with the particle mass, $m$, the atom density $(n=N / V)$ and the Riemann zeta function $\zeta(3 / 2)$. Note that this equation is for a gas in a 3D box and needs modification when the atoms are in a different potential (e.g. in a three-dimensional, isotropic harmonic trap with angular trapping frequency $\omega_{0}$, the critical temperature is $\left.T_{C} \approx 0.94 \frac{\hbar \omega_{0} N^{1 / 3}}{k_{B}}[35]\right)$. The particle size is also helpful for understanding BEC, which in a gas with temperature $T$ is described by the de Broglie wavelength:

$$
\begin{equation*}
\lambda_{\mathrm{dB}}=\sqrt{\frac{2 \pi \hbar^{2}}{m k_{B} T}} . \tag{1.15}
\end{equation*}
$$

When a gas makes the phase transition to a BEC, then $\lambda_{\mathrm{dB}}$ is of the order of the mean distance between the atoms, so that the atoms' wavefunctions are spatially
overlapping (as illustrated in Figure 1.9). This is expressed in the relation between the critical temperature and the thermal de Broglie wavelength, which is called the phase-space density:

$$
\begin{equation*}
P S D=n \lambda_{\mathrm{dB}}^{3}(T), \tag{1.16}
\end{equation*}
$$

At the transition to BEC, it is $P S D_{C}=n \lambda_{\mathrm{dB}}^{3}\left(T_{C}\right)=\zeta(3 / 2) \approx 2.6$ [35]. This shows that it is not only important to reduce the temperature, but also to keep the atom number density high. The fraction of atoms in the condensed state increases with decreasing temperature, and at absolute zero, the gas would be purely in the ground state. The narrow momentum distribution of a BEC produces a characteristic (non-Gaussian) spatial distribution after releasing the BEC from the trap, which can be used to identify the transition for a cold cloud of atoms to degeneracy (as e.g. in [61]).

BECs were first realised with ${ }^{87} \mathrm{Rb}$ atoms at $T_{C} \approx 170 \mathrm{nK}$ by the group of Cornell and Wieman [61] and with Na atoms at $T_{C} \approx 2 \mu \mathrm{~K}$ by the group of Ketterle [62]. For a review of this topic, see e.g. [34, 35], for an experimental approach see [60].

DFG The simplification that all atoms in a BEC are in the same state without any interaction is not valid in reality, instead the total energy of a BEC is $E_{\text {kin }}+E_{\mathrm{pot}}+E_{\text {int }}$. It is this interaction, which causes a decoherence in the atomic wavepacket over time. This effect has been studied theoretically by Jamison et al. [63] for the experiment from Gupta et al. [8]. Although interactions don't prevent a high interferometer precision, alternatives are explored by using fermions for interferometry [64, 65, 66].

Fermions can not occupy the same state due to the Pauli exclusion principle. Instead, for an atomic gas with $N$ atoms, the energy level occupation reduces down to the lowest $N$ energy levels with decreasing temperature, see Figure 1.8. The highest energy level occupied at absolute zero is the Fermi energy, $E_{F}$, which depends on the atom number, $N$, and the energy levels in the potential. The Fermi temperature is defined by the Fermi energy [67]:

$$
\begin{equation*}
T_{F}=E_{F} / k_{B}, \tag{1.17}
\end{equation*}
$$

and degeneracy is observed when $T / T_{F} \approx 1$. For fermions, the transition to degeneracy shows in emerging quantum properties of the gas, such as non-classical momentum distribution [67, 68]. A degenerate Fermi gas with ${ }^{40} \mathrm{~K}$ atoms at $T_{F} \approx$ 600 nK was created by DeMarco and Jin [68]. A review with an experimental focus can be found in [69].

Although the lack of interaction is a useful property with respect to the coherence, it has the disadvantage that the cooling process is less effective as the atoms don't re-thermalise as easily (in fact, if they were all in the same internal state, they would not re-thermalise at all at low energies). One approach is to combine the advantages of both species so that bosons can be used to cool fermions: by mixing both species, the bosons collide with the fermions and kinetic energy is transferred. The fermionic atoms re-thermalise with the help of the bosons as a buffer gas ("sympathetic cooling", see e.g. [70]). Our experiment aims to start with interferometry using a BEC of ${ }^{87} \mathrm{Rb}$ atoms, but the addition of ${ }^{40} \mathrm{~K}$ is considered for interferometry with a DFG, and the atom source and the optical setup account for that.

Now that we have discussed the atoms and some of their properties, the following Sections focuses on toroidal trapping geometries and how atoms are confined.

### 1.5 Toroidal atom traps

For atom interferometry, the features of toroidal traps are of advantage: ring traps provide symmetric, two-dimensional confinement with periodic boundary conditions. The trap acts as a circular waveguide, guiding the atoms back to their initial position, so that only the splitting and re-combination pulse are necessary. For atoms propagating in opposite directions around the ring, the two paths also have common mode rejection (like a dual atom-interferometer, as e.g. [56]). Having guided paths in a toroidal atom interferometer also reduces phase noise due to the Coriolis force, e.g. in gravity measurements [71, 72]. The biggest advantage for Sagnac interferometry comes from the enclosed area: freepropagating atom interferometers generally use momentum transfer from standing light waves not only to split the atoms, but also to spatially separate them.


Figure 1.10: Two examples of magnetic ring traps: (a)-(c) are taken from [80] and show the ring trap created from the magnetic fields from two circular wires with DC current in the same direction. (d) is taken from [81] and shows the four circular wires that create a quadrupole field with a ring-shaped magnetic minimum.

The resulting separation is limited, e.g. for a typical momentum transfer of $2 k_{L}$ it is $s=t_{\text {int }} 2 \hbar k_{L} / m \approx 1 \mathrm{~mm}$ for ${ }^{87} \mathrm{Rb}$ with $t_{\text {int }}=100 \mathrm{~ms}$. To increase sensitivity, the paths are made long ( $\sim 1 \mathrm{~m}$, e.g. [33]), but the large size of the setup is a disadvantage. Large enclosed areas with compact spatial extend can be achieved by using guided interferometers $[54,73]$, where the atoms are confined during propagation along the paths - as in a ring trap. Note that work also goes into maximising the photon momentum transfer to increase the spatial separation in free space interferometers [74, 75], at the time of writing, the maximum transferable photon momentum is $102 \hbar k$ [75].

With ring traps that are small enough to be filled completely by the atoms, the superfluid properties of a BEC can be studied [76, 77]. Work on superfluidity includes vortex creation and decay $[3,76]$ and atomic SQUIDs [78]. Small traps also enable the imitation of situations and environments that are otherwise difficult to study, such as the sonic equivalent to black holes [79]. The quasi one-dimensionality of a tight ring trap is then of advantage, as the motion in two dimensions is restricted (for a ring axially aligned on $z$, in cylindrical coordinates: $z$ and $r$ motion is harmonically constrained, and dynamics and propagation of atoms only occurs azimuthally, along $\phi$, for sufficiently tight traps).


Figure 1.11: Examples of ring traps around the world, created with different methods: small traps ( $\sim \mu \mathrm{m}$ ) can be used for superfluid investigation, and large traps ( $\mathrm{mm}-\mathrm{cm}$ ) are most suitable as storage rings and atom interferometry. While small rings are mainly made with optical potentials, large rings tend to be created with magnetic fields. Versatile traps with intermediate, tunable radius are produced with RF-dressed states. Our ring trap is a magnetic trap with a radius of the order of several mm .

Ring traps for atoms can be developed using magnetic fields, light, or a combination of both. Small scale traps tend to be created with light, while magnetic fields are mostly used for macroscopic ring traps. The stability and homogeneity over large scales and the readily available large scale coils with which the magnetic trapping fields can be created, make larger traps accessible with magnetic fields. Light, on the other hand, can be focused and shaped on the wavelength scale, providing a very flexible tool for atom trapping on a smaller scale. Because ring traps are so versatile and unique, a large number of research groups work on creating ring traps for neutral atoms, some of which are already successfully employed. This Section aims to give an impression of the different methods for the creation of ring traps. Only the basic working principles are described in order to show the variety of methods explored, please refer to the references for details. An overview is also given in Table 1.1.

Magnetic ring traps The first ring trap for neutral atoms was a magnetic trap, developed by the Chapman group [80]: wires form two concentric circles of different radius, with equal DC current in the same direction. The fields oppose each other in the region between the wires and cancel in a ring, as shown in Figure 1.10 (a). The resulting trap has a radius of 2 cm and a trap depth of 2.5 mK . Majorana spin-flips at the magnetic zero point are suspected to cause atom loss, and the authors in [80] recommend adding an axial wire to create an azimuthal field. This has been implemented in the purely magnetic trap from Arnold [81], where four coils with DC currents form a "ring-shaped quadrupole". The magnetic minimum creates a ring with a radius of 4.8 cm , as shown in Figure 1.10 (d). Here, a central wire along the axis of the coils prevents Majorana losses. Arnold's large magnetic storage ring is also at Strathclyde, next to our experiment. Apart from having been an inspiration for the inductively coupled magnetic ring trap, much of the work on the two experiments is done in parallel.

An alternative idea to circumvent spin-flip losses is the time-orbiting ring trap (TORT) [82] (similar to a time orbiting potential (TOP) trap, discussed in Section 2.1.1). The group of Stamper-Kurn has realised this by creating magnetic field, in which a ring of magnetic zeroes rotates with a frequency of 5 kHz , thereby creating a non-zero, time averaged magnetic minimum with an adjustable radius of 0.6 to 1.5 mm [83].

Magnetic and optical potentials can also be combined to form the desired trapping geometry: in [76], a harmonic magnetic trapping potential and a repulsive potential from blue-detuned light in the centre are superimposed to create a ring trap with a radius $\gtrsim 8 \mu \mathrm{~m}$ around the beam, in which BEC can be captured.

Optical ring traps An all-optical, toroidal atom trap can be obtained by shaping the intensity distribution of light spatially, to trap atoms in either the maximum (red-detuned) or the minimum (blue-detuned) intensity-regions. The laser beam intensity can be modified in a number of ways.

A BEC has been successfully trapped in a high intensity optical ring trap at the intersection of a light sheet and a (hollow) Laguerre-Gaussian (LG) beam, with a radius of $\sim 20 \mu \mathrm{~m}$ by the group of Phillips and Campbell [78]. Here, the small toroidal trapping geometry is employed for studying superflow in BEC;
vortices are induced and the effect of adding a barrier to the system is studied. The same method (LG beam plus light sheet) is also applied by the group of Hadzibabic [3, 77], who induce vortices in superfluid BEC, and the angular momentum of the vortex is studied using interferometry in the ring [3]. Another great application for this kind of trap is the acoustic interferometer by the group of Stamper-Kurn [4]: similar to the LG beam method, the overlap of a red-detuned and a smaller blue-detuned beam form a repulsive potential in the centre and a potential minimum at the outside edge of the beam. Overlapped with a light sheet, a toroidal trap with a radius of $16 \mu \mathrm{~m}$ is formed, and ${ }^{87} \mathrm{Rb}$ atoms are trapped. The atoms are then evaporated in the ring potential to degeneracy, and the BEC is used for rotational sensing by "collective excitation interferometry" [4], using standing sound waves in the BEC.

In analogy to an "optical TOP trap", arbitrary trapping geometries can be painted onto a light sheet, using a focused, red-detuned laser beam ("optical tweezers") as a brush. By rapidly scanning the beam, toroids with radii of $25 \mu \mathrm{~m}$ and $10 \mu \mathrm{~m}$ (amongst other shapes) have been created and shown to trap BECs [84]. Not only that, the potentials can be changed dynamically: a BEC can be trapped in a toroid, which is then adiabatically transformed into a ring lattice and back to a toroid.

Also explored are the use of a spatial light modulator that is feedback coupled to an intensity-monitoring CCD camera to shape the beam intensity [85], to overlap Laguerre-Gauss beams with different angular momentum so as to create a toroidal intensity maximum of the order of $80 \mu \mathrm{~m}$ [86] or to manipulate beam deflection angle and power with an AOM in two dimensions and scan the beam, creating a ring with a radius of $44 \mu \mathrm{~m}$ [87]. However, these methods have not yet trapped atoms. Other proposals for new trapping geometries - including ring lattices - obtained from the superposition of Laguerre-Gaussian beams with different orders can be found in [88].

RF dressed ring traps New ways of forming flexible trapping potentials emerged with the use of radio frequency ( RF ) dressed states, as first proposed by Garraway [89]. In RF dressing, new eigenstates are created for the combined system of an atom and a photon. By exposing a magnetic QP trap to RF radiation,
the magnetic sub-levels are coupled, and due to the resulting avoided crossings of the dressed states, a shell-like potential minimum is then formed. RF dressed state ring traps were first realised by the Foot group: within the shell potential, atoms are confined to a ring, either with two blue-detuned light sheets, resulting in a ring with tunable radius $(0-85 \mu \mathrm{~m})$ [90], or by using a time averaged adiabatic potential (TAAP [91]) where an axial, oscillating magnetic field creates a ring trap (tunable radius of $50-250 \mu \mathrm{~m}$ ) [92]. It has also been proposed to combine RF dressed states with optical standing waves, in order to create adjustable ring traps [93].

| Radius | Method | Atoms | Source |
| :--- | :--- | :--- | :--- |
| 4.8 cm | magnetic | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[81]$ |
| 2 cm | magnetic | ${ }^{87} \mathrm{Rb}$ | $[80]$ |
| $0.6-1.5 \mathrm{~mm}$ (tunable) | magnetic | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[83]$ |
| $50-250 \mu \mathrm{~m}$ (tunable) | RF dressing + magnetic | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[92]$ |
| $0-85 \mu \mathrm{~m}$ (tunable) | RF dressing + optical | ${ }^{87} \mathrm{Rb}$ BEC | $[90]$ |
| $20 \mu \mathrm{~m}$ | optical | ${ }^{23} \mathrm{Na} \mathrm{BEC}$ | $[78]$ |
| $16 \mu \mathrm{~m}$ | optical | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[4]$ |
| $10 \mu \mathrm{~m}, 25 \mu \mathrm{~m}$ (tunable) | optical | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[84]$ |
| $8-30 \mu \mathrm{~m}$ (tunable) | optical | ${ }^{87} \mathrm{Rb} \mathrm{BEC}$ | $[3]$ |
| $\gtrsim 8 \mu \mathrm{~m}$ | magnetic + optical | ${ }^{23} \mathrm{Na} \mathrm{BEC}$ | $[76]$ |

Table 1.1: Examples of atomic ring traps of different sizes using various methods.

Inductively coupled magnetic ring trap Our ring trap is a purely magnetic trap with a size of 5.3 mm (ring 1) and 1.8 mm (ring 2), with which it adds to the range of available sizes (compare Figure 1.11 and Table 1.1). It is based on the same principle as the ring traps in Figure 1.10 in that it creates a minimum position in a "quadrupole-ring" by superposition of opposing magnetic fields. It also incorporates aspects of the TORT trap [82, 83] by moving the magnetic zeroes to create a time-averaged magnetic minimum. However, the main difference to all these is that the magnetic minimum is not created by sets of current carrying looped wires with DC currents, instead one conducting loop carries current that is induced by an external AC magnetic field from a set of Helmholtz coils. The next Chapter describes the creation of our ring trap and its expected trap properties in more details.

## Chapter 2

## Ring trap theory

As introduced in the previous Chapter, ring traps for cold atoms have various potential applications, the size of the trap bringing out different advantages of the ring shaped trapping potential. As a storage device for cold atoms, it allows us to study e.g. the interaction between different species of atoms and manipulation of Bose-Einstein condensates (BEC) and degenerate Fermi-gases (DFG). Large ring traps are also ideal for atom interferometry, especially rotational measurements, while small ring traps have a suitable geometry for studying persistent currents, as the atoms can fill out small rings completely and form a multiply connected BEC. The development of ring traps on a variety of scales for a variety of applications, as shown in the previous Chapter, try to take full advantage of the properties of this geometry.

In this Chapter, we discuss the trapping potential of our ring trap in greater detail. The trap is specifically built to work for cold ${ }^{87} \mathrm{Rb}$ atoms, but the use with any other magnetically trappable atomic species is possible. For future experiments with fermions, the addition of ${ }^{40} \mathrm{~K}$ has been considered and is accounted for in the experiment's layout. If other experiments require a different layout or orientation, the setup for the trap itself (i.e. coils and copper ring) can be modified to fit, but the atom sample preparation and trap loading may need to be re-designed. The trap is scalable, which we make use of in the transition from the first to the second generation experiment.

To better understand the mechanism of our ring trap, the following Section briefly recalls the relevant concepts of magnetic atom trapping.

### 2.1 Magnetic trapping

Magnetic trapping makes use of the fact that the energy of atoms in an external magnetic field, $\vec{B}$, scales with the magnetic field, see e.g. [37]:

$$
\begin{equation*}
E=-\vec{\mu} \cdot \vec{B} . \tag{2.1}
\end{equation*}
$$

The scaling depends on the orientation of the atomic magnetic moment, $\vec{\mu}$, relative to the field, which is different for the magnetic sub-levels ( $m_{F}$-levels). With static magnetic fields, we can only trap low-field seeking atoms, i.e. atoms in those $m_{F}$ states for which the potential energy increases with magnetic field:

$$
\begin{equation*}
U_{B}=g_{F} m_{F} \mu_{B}|\vec{B}| \tag{2.2}
\end{equation*}
$$

with $g_{F} m_{F}>0$. High-field seeking atoms can not be trapped, because there can not be any local field maxima in a charge free space [94, 95], as stated by the Earshaw theorem (also expressed in Maxwell's equation $\nabla \vec{B}=0$ ).

For low field seeking atoms, on the other hand, we can generate a potential minimum by locally minimising the magnitude of a non-uniform magnetic field. The trap depth depends on the field strength, and the steepness of the trap depends on the field gradient, as the force acts on the atoms with $\vec{F}=$ $-g_{F} m_{F} \mu_{B} \nabla B$. This force causes the atoms to move (or "orbit" [96]) in trajectories close to the centre (see e.g. [34]). The first atoms were magnetically trapped by the group of Philips [96] with laser cooled atoms, which is necessary due to the weak confinement for neutral atoms (especially in comparison with charged particles). In [96], the atoms are trapped in a spherical quadrupole (QP) trap, which is created by two coils in anti-Helmholtz configuration:

$$
\begin{equation*}
\vec{B}_{Q P}=\left(B_{Q P} \cdot x, B_{Q P} \cdot y,-2 B_{Q P} \cdot z\right) \tag{2.3}
\end{equation*}
$$

with $\vec{z}$ being the symmetry axis of the field producing coils. The field has a zero point at the axial and radial centre of the coils and a gradient that increases linearly with radius.

Adiabaticity The confinement depends on the atoms staying in the low-field seeking state, otherwise the trapping potential becomes anti-trapping and the atoms are expelled. To stay in the trapped state, the magnetic moment must be able to follow the magnetic field lines and keep the projection constant. The ability to do so depends on the Larmor frequency, $\omega_{L}$, with which the atom's magnetic moment precesses around an external magnetic field:

$$
\begin{equation*}
\omega_{L}=g_{F} m_{F} \mu_{B}|\vec{B}| / \hbar \tag{2.4}
\end{equation*}
$$

It also depends on how fast the magnetic field changes, which must be slow compared to $\omega_{L}$ :

$$
\begin{equation*}
\mathrm{d} \Theta / \mathrm{dt}<\omega_{\mathrm{L}} \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathrm{d} \Theta / \mathrm{d} t=\frac{|\mathrm{d} \vec{B} / \mathrm{d} t \times \vec{B}|}{|\vec{B}|^{2}} \tag{2.6}
\end{equation*}
$$

is the normalised change of the magnetic field. If the atoms in a magnetic field don't spin-flip (i.e. don't change their $m_{F}$-state), they are said to follow the magnetic field "adiabatically" [36].

Towards the centre of the trap, the magnetic field vanishes and the adiabatic condition is not fulfilled, and atoms can then spin flip out of the trap. These "Majorana losses" are relevant for every magnetic trap with magnetic zero points - including our ring trap. In a QP trap (with $z$ being the symmetry-axis), the Majorana loss rate is found to be:

$$
\begin{equation*}
\Gamma_{M}=C \frac{\hbar}{m}\left(\frac{\mu \mathrm{~dB} / \mathrm{dz}}{k_{B} T}\right)^{2} \tag{2.7}
\end{equation*}
$$

with a scaling factor $C$ of the order of unity (see [97]). For a given atomic species, the Majorana losses then depend on the magnetic field gradient and the temperature. In a QP, it is cold atoms that are most affected by spin-flips, as low energy atoms spend more time close to the non-adiabatic centre of the trap.

To avoid spin-flips, potentials without magnetic zeroes can be created: a QP field can be modified, e.g. by adding an axial offset field, $B_{\text {off }}$, which makes the bottom of the trap round, as described in [34]. By approximating the trap-
ping potential to be parabolic at the trap bottom, the atom's movement can be described as an harmonic oscillation, which leads to the definition of the trap frequency, $\omega_{r}$ (here: radial trap frequency, taken from [34]):

$$
\begin{equation*}
V(r)=V_{0}+\frac{1}{2} m \omega_{r}^{2} r^{2} \tag{2.8}
\end{equation*}
$$

with $\omega_{r}=\sqrt{\frac{g_{F} m_{F} \mu_{B}}{m B_{\text {off }}}} \frac{\mathrm{dB}}{\mathrm{dr}}$. Alternatively, the addition of a repulsive potential from blue-detuned light can provide a "plug" for Majorana losses at the bottom of the QP trap [97]. Optical trapping becomes important at a later stage (for evaporation in the second generation ring experiment, see Section 6.1.2), but we now focus on purely magnetic trapping. Important for us is the method of time-varying magnetic fields for the creation of time-averaged trapping potentials, which can have adiabatic, non-zero regions near the trap minimum.

### 2.1.1 Time averaged traps

Time-dependent magnetic fields, $B(\vec{r}, t)$, that vary with a frequency $\omega_{F}$ can be used to create a time-averaged trapping potential with a minimum [98]:

$$
\begin{equation*}
\left\langle U_{B}\right\rangle_{t}=\frac{\omega_{F}}{2 \pi} \int_{0}^{2 \pi / \omega_{F}} U(t) \mathrm{dt} \neq 0 \tag{2.9}
\end{equation*}
$$

By choosing $U_{B}(t)$ such that there are no magnetic zeroes at the potential minimum, Majorana losses can be reduced. Such a time-averaged orbital potential (TOP) trap for atoms was first demonstrated by the group of Cornell [98], where a rotating, horizontal bias field is added to a spherical QP. This produces a magnetic QP field in which the zeroes orbit around the atom cloud, resulting in a non-zero time-averaged magnetic field minimum. It is important to note that Majorana losses can be reduced with this method, but they don't disappear: atoms with enough energy to move close to the orbiting zeroes still have a probability to spin flip and be lost [98]. However, in traps for cold atom experiments it better to lose high energy atoms due to spin flips than low energy atoms.

When using time-varying fields, it is important to choose the right frequency for $\omega_{F}$ : the atoms have a motional frequency, $\omega_{A}(\sim 100 \mathrm{~Hz}$ in [98], equivalent to the trap frequency when harmonic), while their magnetic moment is precessing around the field axis with $\omega_{L}(\sim 7 \mathrm{MHz}$ in [98]). To create a time-averaged trap, the frequency of the time-varying magnetic field must be fast enough so that the atoms can not spatially follow, but slow enough to allow the atomic magnetic moment to follow (see e.g. [98]). This is expressed in the condition:

$$
\begin{equation*}
\omega_{L}>\omega_{F}>\omega_{A} . \tag{2.10}
\end{equation*}
$$

The application of the TOP trap principle in combination with other than the pure QP trap can also produces more complex trapping geometries, such as the time-orbiting ring trap (TORT) [82, 83] that was introduced in Section 1.5. Common to TORT-like traps is the "torus of death": similar to a magnetic zero point that orbits the time-averaged magnetic minimum in a TOP trap, a ring of magnetic zeroes oscillates around the time-averaged minimum in a TORT trap. Equivalently, atoms with large enough kinetic energy may still move close enough to the non-adiabatic regime near the magnetic zeroes and spin-flip out of the trap.

For our ring trap, we employ a combination of time-varying fields that produce a time-averaged trapping potential and a static field to offset the magnetic zeroes and create a safe, adiabatic region for the atoms near the trap minimum. With above concepts in mind, we now discuss the magnetic field and the resulting trapping potential for the inductively coupled magnetic ring trap.

### 2.2 The inductively coupled magnetic ring trap

The inductively coupled ring trap is created by the superposition of opposing magnetic fields, which results in a magnetic minimum. We can understand the potential better if we unfold the ring and start by looking at the magnetic field from a straight wire.

When a wire carries a constant current, $I$ (constant current along $z$ ), a magnetic field is produced around the wire, according to Ampère's law (electrostatic


Figure 2.1: The magnetic field from a wire can be used to guide atoms in a 2D trap by adding a bias. Here, (a) shows the magnetic fields, (b) the radial potential and (c) probable positions for the atoms in a line close to the wire. Images (a) and (b) taken from [100], (c) taken from [99].
case):

$$
\begin{equation*}
\nabla \times \vec{B}=\mu_{0} \vec{j}, \tag{2.11}
\end{equation*}
$$

where $\mu_{0}$ is the magnetic permeability and $\vec{j}$ is the current density. The field, $\vec{B}(r, z, \phi)$, is symmetric along $z$ and $\phi$, but it falls off radially:

$$
\begin{equation*}
B(r)=\frac{\mu_{0}}{2 \pi} \frac{I}{r} . \tag{2.12}
\end{equation*}
$$

So far, there is no potential minimum and no trap yet. But when a bias field, $B_{b}$, is added then the magnetic field cancels at one radial position, namely where $B(r)=B_{b}[99]$. This produces a line of magnetic zeroes, parallel to the wire, which can be used as a guide for atoms, as has been recognised by the group of Schmiedmayer [99]. Figure 2.1 shows a schematic of the magnetic fields and the resulting atom guide geometry for the atom guide experiment (taken from [99, 100]). Majorana losses at the zero points (introduced in the previous section) are also addressed: to offset the magnetic zero and create a magnetic minimum with $B \neq 0$, a bias field along the direction of the wire can be added [101].

To get from this linear atom guide to a toroidal atom trap, we bend the straight wire, keeping the guiding potential on the inside, so that the closed conducting loop forms a closed, ring shaped guide, i.e. a ring trap.

However, with a closed conductor we do have the problem that there are no
wire ends anymore where the voltage can be applied to generate the current. We don't want to cut the ring to attach wires, because it would destroy the symmetry of the current along the wire and thus of the trapping potential. Fortunately, currents not only create magnetic fields, but magnetic fields also create currents: a changing magnetic flux through a surface enclosed by a conductor induces a voltage (electromotive force), resulting in a current in the conductor (Faraday's law).

This means that we now need a time-varying magnetic field to induce the current, plus the bias field to produce the magnetic zero line at the (inner) edge of the looped conductor. Here, the direction of the induced current is in our favour, as it is such that the induced current produces a magnetic field opposing the field that causes the current. As a result, at each point of the magnetic field cycle, the two fields oppose each other to cancel in the ring. We create the ring of magnetic zeroes with a time-varying bias field and a single, looped conductor.

With the ring-shaped magnetic zeroes, we now need to find a way to reduce Majorana losses. We can't apply a bias along the wire direction as easily as for the straight conductor. One solution is to add a current carrying wire through the centre of the loop, to produce an azimuthal offset field at $r_{0}$ [81], but the wire is an obstacle that reduces optical access in the vicinity of the ring and requires a special vacuum chamber. To avoid these complications, we add an offset bias field along the $z$-axis.

In our trap, we create a magnetic minimum to trap low-field seeking atoms. Because we are using time-varying fields with large enough frequencies, the trapping potential is the result the time-average (similar to the TOP trap). At each point through the cycle, we have a superposition of several magnetic fields:

1. AC drive field: $\vec{B}_{\text {drive }}$;
2. The secondary AC magnetic field, coming from the induced current in the closed, conducting loop: $\vec{B}_{\text {ind }}$;
3. DC field to offset the magnetic zeroes: $\vec{B}_{\mathrm{DC}}$.


Figure 2.2: (a) Schematic of the Helmholtz coils that produce the AC drive field (red) and the bias coils (green) with the copper ring in the centre. The AC drive field (b) and the field from the induced current in the copper ring (c) are in a superposition to form an effective magnetic field (d) at a given point in time.

Here, the AC drive field acts to firstly induce a current in the ring and secondly to provide the bias field that cancels with $\vec{B}_{\text {ind }}$ from the conducting loop at a position $r_{0}$.

The following Sections go into more detail regarding the magnetic fields that are involved in creating the ring trap and the resulting trapping potentials. The theory of our trap is also described in $[1,2]$.

### 2.2.1 Drive and secondary magnetic field

Let's have a look at the electric and magnetic fields: the AC drive field is provided from a set of Helmholtz coils, and the conducting loop is a copper ring placed at the centre of the coils, see Figure 2.2. This makes the heart of the experiment. With the axes of the coils and the copper ring aligned along $z$, the AC drive field is cylindrically symmetric along the $z$-axis. It is

$$
\begin{equation*}
\vec{B}_{\text {drive }}(t)=B_{0} \cos (\omega t) \hat{e}_{z}, \tag{2.13}
\end{equation*}
$$

where $B_{0}$ is the amplitude of the AC drive field and $\omega=2 \pi f$ is the angular frequency, with $f$ of the order of tens of kHz . We apply an external AC magnetic field with the drive coils with an amplitude of $B_{0} \approx 50 \mathrm{G}$. In the first instance,


Figure 2.3: Schematic of a conducting loop, $C$, where the changing flux of an external magnetic field through the enclosed area $F_{C}$ induces a current, $I_{\text {ind }}$, in the conductor.
we simply regard the flux through the copper ring as the flux through a closed loop $C$ of radius $r_{\text {ring }}$, enclosing the surface $F_{C}=\pi r_{\text {ring }}^{2}$ :

$$
\begin{equation*}
\Phi_{B}=\int_{F_{C}} \vec{B} \cdot \mathrm{~d} \vec{f} \tag{2.14}
\end{equation*}
$$

where $\mathrm{d} \vec{f}$ are the elements of surface $F_{C}$ [102], see Figure 2.3 for a schematic.
A changing magnetic flux induces an electric field, $\vec{E}_{\text {ind }}$, in the copper ring, according to Faraday's law. The line integral along $C$ of the electric field is the electromotive force (EMF) [102] here denoted by $U_{\text {EMF }}$ :

$$
\begin{equation*}
U_{\mathrm{EMF}}=\oint_{C} \vec{E}_{\mathrm{ind}} \cdot \mathrm{~d} \vec{l}, \tag{2.15}
\end{equation*}
$$

where $\mathrm{d} \vec{l}$ is the vector element of the loop $C$.
$U_{\text {EMF }}$ causes a current $\vec{I}_{\text {ind }}$, which is directed in such a way that it produces a magnetic field opposing the first one, according to Lenz's law [102]:

$$
\begin{equation*}
U_{\mathrm{EMF}}=-\frac{\mathrm{d} \Phi_{\mathrm{B}}}{\mathrm{dt}} . \tag{2.16}
\end{equation*}
$$

The copper ring has a resistance, $R_{\text {ring }}$, and an inductance, $L_{\text {ring }}$, so that the relationship between the induced current and the induced voltage is that for a RL-circuit [102]:

$$
\begin{equation*}
U_{\mathrm{EMF}}=L_{\mathrm{ring}} \frac{\mathrm{~d} I_{\mathrm{ind}}}{\mathrm{dt}}+I_{\mathrm{ind}} R_{\mathrm{ring}} \tag{2.17}
\end{equation*}
$$

From Equations 2.13 and 2.16, we know that the current has the form $I_{\text {ind }}=I_{0}$.
$\cos \left(\omega t+\delta_{0}\right)$. The current propagates along the direction of the looped conductor, $\hat{e}_{\phi}$. We find $I_{0}$ via the EMF amplitude, $U_{0}$, and the impedance, $Z=R+i \omega L[102]$ :

$$
\begin{align*}
I_{0} & =\frac{U_{0}}{|Z|}  \tag{2.18}\\
& =\frac{-\omega B_{0} \pi r_{\text {ring }}^{2}}{\sqrt{R_{\text {ring }}^{2}+\omega^{2} L_{\text {Ring }}^{2}}} . \tag{2.19}
\end{align*}
$$

We rewrite this equation to get

$$
\begin{equation*}
I_{\mathrm{ind}}=-\frac{I_{\max }}{\sqrt{1+\Omega^{-2}}} \cdot \cos \left(\omega t+\delta_{0}\right) \tag{2.20}
\end{equation*}
$$

with $I_{\max }=\frac{B_{0} \pi r_{\text {ing }}^{2}}{L}$ and the unitless frequency dependent term $\Omega=\frac{\omega L_{\text {Ring }}}{R_{\text {Ring }}}$. The phase shift is $\delta_{0}=\tan ^{-1}(1 / \Omega)$. This notation is chosen to be consistent with [1, 2], see Appendix A for details.

In the first generation ring experiment, we have $\Omega \approx 18$, and with $\tan ^{-1}(x)$ approaching 0 for small $x$, we get $\delta_{0} \approx 0$. The induced current produces the secondary magnetic field, $\vec{B}_{\text {ind }}(t)$, which is in phase with $\vec{I}_{\text {ind }}(t)$. This leaves us with the maximum phase lag of $\vec{B}_{\text {ind }}$ with respect to $\vec{B}_{\text {drive }}$, the fields have a phase of $\sim \pi$ (a larger $\delta_{0}$ decreases the phase lag). Figure 2.4 (a) shows the value for $\delta_{0}$ as a function of $\Omega$. Also shown, in Figure 2.4 (b), is the dependence of the current amplitude, $I_{0}$, as a function of $\Omega$. This shows how well the inductor couples to the AC field at a given frequency. Indicated are the values for ring 1 (first generation experiment) and ring 2 (second generation experiment). In both cases, the current reaches about its maximum value (the AC frequency and ring properties were matched to do so) and the phase lag is close to $\pi$ (i.e. $\delta_{0}$ is small).

From the induced current we can now obtain the secondary magnetic field, $\vec{B}_{\text {ind }}$. The off-axis magnetic field ( $z$ and $r \neq 0$ ) of a looped conductor can be solved using elliptic integrals [103]:


Figure 2.4: The induced current in the copper ring depends on the value $\Omega=\frac{\omega L}{R}$. (a) The phase $\delta_{0}$ decreases with $\Omega$, and the phase shift between $\vec{B}_{\text {ind }}$ and $\vec{B}_{\text {drive }}$ is $\pi$ when $\delta_{0}=0$. (b) The maximum current is reached when the conductor couples well to the AC field. The estimated values for $\Omega$ for the copper ring parameters of ring 1 (dashed) and ring 2 (dash-dotted) are indicated, for $\omega / 2 \pi=30 \mathrm{kHz}$ and $\omega / 2 \pi=50 \mathrm{kHz}$, respectively.

$$
\begin{aligned}
& B_{z}(r, z, t)=I_{\text {ind }}(t) \mu_{0} /\left(2 r_{\text {ring }} \pi \sqrt{Q}\right)\left(E \cdot\left(1-\alpha^{2}-\beta^{2}\right) /(Q-4 \alpha)+K\right) \\
& B_{r}(r, z, t)=I_{\text {ind }}(t) \mu_{0} \gamma /\left(2 r_{\text {ring }} \pi \sqrt{Q}\right)\left(E \cdot\left(1+\alpha^{2}+\beta^{2}\right) /(Q-4 \alpha)-K\right),
\end{aligned}
$$

where $K=K(m)$ and $E=E(m)$ are the complete elliptic integrals of the first and second kind respectively, their definition can be found in [103]. Additionally, the following substitutions are used in above equations:

$$
\begin{aligned}
\alpha & =r / r_{\text {ring }} \\
\beta & =z / r_{\text {ring }} \\
\gamma & =z / r \\
\text { defining } \gamma(r=0) & =0 \\
Q & =\left((1+\alpha)^{2}+\beta^{2}\right) \\
m & =(4 \alpha / Q)
\end{aligned}
$$



Figure 2.5: Drive magnetic field ( $B_{0}$, red), secondary magnetic field ( $B_{\text {ind }}$, orange) and their superposition ( $B_{\mathrm{tot}}$, blue) at different steps in the cycle of duration $T$ for a conducting loop centred at $r=0$, with radius $r=7 \mathrm{~mm}$. The drive field is at its maximum at $t=0(\mathrm{a})$, decreases for $t=\frac{1}{8} T$ (b), is zero for $t=\frac{1}{4} T$ (c) and has changed sign for $t=\frac{3}{8} T$ (d). There is a phase difference of $\pi-\delta_{0}$ between the drive and the secondary field.

The direction of the magnetic fields is $\vec{B}_{r}=B_{r} \cdot \hat{e}_{r}$ and $\vec{B}_{z}=B_{z} \cdot \hat{e}_{z}$. There is no magnetic field along $\hat{e}_{\Phi}$. The total magnetic field at each point is then

$$
\begin{align*}
\vec{B}_{\mathrm{tot}}(r, z, t) & =\vec{B}_{\text {drive }}(r, z, t)+\vec{B}_{\text {ind }}(r, z, t)  \tag{2.21}\\
& =B_{r}(r, z, t) \cdot \hat{e}_{r}+\left(B_{0}(r, z, t)+B_{z}(r, z, t)\right) \cdot \hat{e}_{z} . \tag{2.22}
\end{align*}
$$

Several steps of a cycle with period $T$ are shown in Figure 2.5 for $t=0, \frac{1}{8} T, \frac{1}{4} T$, and $\frac{3}{8} T$. Displayed is the drive field, $B_{0}$, the secondary magnetic field, $B_{\text {ind }}$, and the superposition, $B_{\text {tot }}$, in the plane of the ring $(z=0)$, as a function of the distance, $r$, from the ring centre. The input parameters are $B_{0}=100 G$ and $\omega_{\text {drive }} / 2 \pi=30 \mathrm{kHz}$ for the magnetic field, the ring parameters are as for ring 1 in Table 2.1. In the infinitely thin wire approximation, the inner radius ( 7 mm )


Figure 2.6: Magnetic field time evolution over one cycle $(\operatorname{with} \operatorname{period} T)$ at the position of the time-averaged magnetic minimum: (a) individual fields and (b) their superposition.
is taken as the position of the current carrying loop. We discuss later that this is not a valid assumption for a finite conductor, but it avoids the trap forming inside the conductor in the simulation. We can see that over the whole radius of the ring, the total field is small for $t=\frac{1}{4} T$, because the fields are $\pi-\delta_{0}$ out of phase, but it is not zero. The time evolution of the magnetic fields and their superposition at the time-averaged minimum position is shown in Figure 2.6.

When we now take the above magnetic field and look at it not only along $r$, but in 3D, then we see that the fields cancel out in a time-varying circle in the plane of the ring, wherever $\vec{B}_{\text {ind }}(r, z=0, t)=-\vec{B}_{\text {drive }}(t)$, to give $\left|\vec{B}_{\text {tot }}(r, z, t)\right|=0$ at the radial position $r_{\text {zero }}(t)$. This is just like the bias field cancelling the field around a straight wire in [99], however the fact that we use AC field with a phase lag means that the cancellation point, $r_{\text {zero }}(t)$, travels between the centre and the edge of the copper ring with the frequency of the AC drive field.

With our drive frequency of tens of kHz we are in the TOP trap regime, where the atoms are too slow to physically follow the magnetic minimum instantaneously, and it is the time average of the magnitude of the magnetic field, $\langle | \vec{B}_{\text {tot }}(r, z)| \rangle_{t}$, that creates the trap. The time-averaged magnetic minimum is obtained from the time-varying fields in Figure 2.5. It forms in the plane of the


Figure 2.7: Wine bottle: the time-averaged magnetic field at $z=0$ as a function of the relative positions $x / r_{\text {ring }}$ and $y / r_{\text {ring }}$. The magnetic field becomes infinitely large towards the edge of the ring and, displayed is only a limited range.
ring, close to the inner edge, which produces the wine bottle shape shown in Figure 2.7. We can see that this potential has different confinement towards the outer edge and the inside of the trap, with the outer confinement being much stronger and the trap much steeper than at the central saddle-point. The trap depth for the ring trap is then defined over the potential difference between the minimum and the saddle-point.

Additionally to the magnetic potential, the atoms also feel the gravitational potential along $\hat{e}_{z}$ :

$$
\begin{equation*}
U_{g}=M_{\mathrm{Rb}} g z \tag{2.23}
\end{equation*}
$$

With Equation 2.2, the total time-averaged potential is then:

$$
\begin{equation*}
U(r, z)=m_{F} g_{F} \mu_{B}\langle | \vec{B}_{\mathrm{tot}}(r, z)| \rangle_{t}+M_{\mathrm{Rb}} g z, \tag{2.24}
\end{equation*}
$$

the minimum of which marks the trapping position, $r_{0}$ and $z_{0}$. The time-averaged potential along $r$ and $z$, including gravity, is shown in Figure 2.8. The input parameters are the same as in Figure 2.5. Here, the trap minimum is at $r_{0} \approx 5 \mathrm{~mm}$ and $z_{0} \approx 0 \mathrm{~mm}$. The trap depth is $U_{\text {trap }}=1.7 \mathrm{mK}$, which is the potential difference between the trap minimum, $U_{\min }$, and the potential at the lowest saddle point, $U_{\text {saddle }}$, at the centre of the ring. In this example, the saddle point is at $r_{s}=0 \mathrm{~mm}$, due to the symmetry of the potential, and $z_{s}=-0.7 \mathrm{~mm}$, which is due to gravitational sag.


Figure 2.8: Trapping potential: (a) the time-averaged potential across $r$ and $z$, the black lines mark the $r$ and $z$ position of the trap minimum, the black cross mark the saddle point, the white dots indicate instantaneous positions of the magnetic zeroes. The time-averaged potential along $r(\mathrm{~b})$ and along $z(\mathrm{c})$ at the trapping position. The saddle point ( $U_{\text {saddle }}$ ) minus the potential minimum $\left(U_{\min }\right)$ determines the trap depth, as indicated in (b). The red dashed lines in (b) and (c) are harmonic trap fits, to obtain an approximate trap frequency for the bottom of the trap.

Although the shape of the trap is not harmonic everywhere, we can approximate the bottom of the trap with a harmonic potential by a Taylor expansion around $r_{0}$ :

$$
\begin{equation*}
U_{\mathrm{harm}}(r)=U_{\min }+\frac{1}{2} \frac{M_{\mathrm{Rb}}\left(2 \pi \omega_{r}\right)^{2}\left(r-r_{0}\right)^{2}}{k_{B}}, \tag{2.25}
\end{equation*}
$$

from which the trap frequency, $\omega_{r}$, can be extracted. The same approximation can be applied to the z potential, to get $\omega_{z}$ from $U_{\text {harm }}(z)$. Figure 2.8 (a) and (b) show the fitted harmonic potentials at the trap minimum. It becomes clear from the fit that the harmonic approximation is only really valid around the bottom.

### 2.2.2 Offsetting the magnetic zeroes

From Figure 2.8 we can see that the magnetic zeroes pass through the time averaged trapping position for part of the cycle. This will be a leak in the trap and reduce the trap lifetime drastically, because the atoms can undergo Majorana spin-flips and be lost from the trap (see Section 2.1). To avoid atom loss at magnetic zero points, an additional DC field is applied. The magnetic field is then

$$
\begin{equation*}
\vec{B}_{\mathrm{tot}}(r, z, t)=\vec{B}_{\text {drive }}(r, z, t)+\vec{B}_{\text {ind }}(r, z, t)+\vec{B}_{\mathrm{DC}} \tag{2.26}
\end{equation*}
$$

where $\vec{B}_{\mathrm{DC}}$ is the bias field, constant in $z, r$ and $t$ over the trap region. If we apply $\vec{B}_{\mathrm{DC}}$ along $z$, then there will never be a magnetic zero around the trap minimum, if $\vec{B}_{\mathrm{DC}}-\left(\vec{B}_{\text {drive }}(r, z, t)+\vec{B}_{\text {ind }}(r, z, t)\right)>0$ at all times. The DC field must always be larger than the magnetic field in Figure 2.6 (b). We can see in Figure 2.9 that this creates a safe region at the very minimum of the time averaged potential, as the magnetic zeroes are pushed out. In this example, we apply a bias field along $z$ with $B_{z} \approx 8 \mathrm{G}$, which is comparable to our experiment parameters. The trap depth slightly decreases in the case of a DC offset (this is usually the case for Majorana offset fields), and the trap bottom gets flatter, as shown in Figure 2.10. As in the TORT trap (compare Section 2.1.1), we still have the "circle of death" cycling through the potential: although the magnetic zeroes are pushed away from the immediate time averaged trap minimum, high energy atoms will still encounter them while orbiting around the minimum and be expelled. This leads to a velocity-dependent truncation of the atoms. Ignoring the complexity of the


Figure 2.9: The radial position of the zeroes without (a),(b) and with a magnetic bias field (c),(d) is shown. The zero-free region is visible.


Figure 2.10: (a) With added bias field, $B_{z}$, the zeroes are pushed out, and the trap flattens at the bottom. Shown are curves for $B_{0}=100 \mathrm{G}$, for different $B_{z}$.
problem (i.e. coupling between kinetic energy and position, duration of magnetic zeroes at a certain position), we can regard the truncation as having a sharp edge, removing atoms with energies above a certain threshold from the cloud. This is depicted in Figure 2.11 (a), where a cloud of $45 \mu \mathrm{~K}$ is assumed to have a Maxwell-Boltzmann distribution of velocities in all directions, $f\left(v_{x}\right), f\left(v_{y}\right), f\left(v_{z}\right)$. The distribution $f\left(v_{x}\right)$ is shown before (dashed) and after (solid) truncation. Here, the truncation temperature is set to $100 \mu \mathrm{~K}$. The distribution of the speed $v_{s}=4 \pi v^{2}\left(f\left(v_{x}\right) f\left(v_{y}\right) f\left(v_{z}\right)\right)$ is shown in Figure 2.11 (b). This shows how even a truncation at relatively high temperatures compared to the temperature of the cloud ( $100 \mu \mathrm{~K}$ compared to $45 \mu \mathrm{~K}$ ), has a severe effect on the velocity distribution. In reality, this edge is not expected to be as sharp, but it will nevertheless influence the temperature of the atomic cloud. As the atoms are not dense enough to rethermalise on the timescale of the experiment, the truncation will not lead to a colder cloud, as happens for for evaporation. Instead, it will stay in this truncated state. This introduces some problems for our temperature analysis for atoms in the ring trap, because the temperature is now not well defined, see Section 4.4.


Figure 2.11: Normalised Maxwell-Boltzmann probability distribution function (PDF) of atoms at velocity $v(\mathrm{a})$ and speed $v_{s}$ (b) for $T=45 \mu \mathrm{~K}$, with (solid) and without (dashed) velocity truncation, corresponding to magnetic zeroes spilling atoms with high kinetic energy. Here, the velocity was truncated at $v_{\text {trunc }}=$ $1 / 2 \sqrt{k_{B} T_{\text {trunc }} / M_{\mathrm{Rb}}}$, with $T_{\text {trunc }}=100 \mu \mathrm{~K}$.

### 2.2.3 Induced current in finite sized ring

The parameters of the copper rings used in the experiment differ from those proposed in [2]. Most importantly, we use a ring of rectangular (ring 1) and tapered (ring 2), rather than circular cross-section. With a width and a thickness of several mm , this geometry decreases the resistance of the ring and increases the radiative cooling compared to the previously proposed wire of 1 mm thickness.

In reality, the finite size of the ring - as opposed to an infinitely small conducting loop - has several implications, which complicate the calculation of the current and the secondary magnetic field: Firstly, the magnetic flux through the ring depends on the area, which increases quadratically with $r$. Secondly, the resistance increases with $r$, because the length of one loop around the ring increases, and the resistance is calculated from the resistivity, $\rho_{\mathrm{Cu}}$, as $R=\rho_{\mathrm{Cu}} \cdot l / A$, where $l$ is the length and $A$ is the area of the resistor, implying that charges mainly flow towards the inner edge of the ring. Thirdly, using AC fields to generate a current in a conductor leads to the skin effect, i.e. less current in the inside than at the edges [104].

|  | Ring 1 | Ring 2 |
| :--- | :---: | :---: |
| Inner radius $r_{\text {inner }}(\mathrm{mm})$ | 7 | 2 |
| Outer radius $r_{\text {outer }}(\mathrm{mm})$ | 12 | 5 |
| Thickness $t h_{\text {ring }}(\mathrm{mm})$ | 2 | 2 |
| Inductance $L_{\text {ring }}(\mathrm{nH})$ | $25(\mathrm{DC}) / 43(30 \mathrm{kHz})$ | $6(\mathrm{DC}) / 5(50 \mathrm{kHz})$ |
| Resistance $R_{\text {ring }}(\mu \Omega)$ | $98(\mathrm{DC}) / 440(30 \mathrm{kHz})$ | $81(\mathrm{DC}) / 236(50 \mathrm{kHz})$ |

Table 2.1: Copper ring properties

To have a better idea as to where in the copper ring the charges are flowing, an option is to use finite element analysis: a ring of rectangular cross-section is divided into $N$ small divisions with index $j$ (the small ring divisions are $\leq$ the skin depth in thickness and width), each with its own resistance, $R_{j}$ and partial inductance, $L_{p j}$. The current along each division with a given voltage can be calculated using the complex impedance, $Z$, which is the sum of the self impedance of an isolated ring section (calculated from its self-partial inductance, $L_{p j}$, and its resistance, $R_{j}$ ) and the mutual impedance, arising from the dependence on the surrounding ring divisions (calculated from the mutual partial inductance, $M_{p j k}$, and the current, $I_{k}$, in the surrounding ring divisions). The voltage-current relation across each ring division $j$ becomes [104, Equation 6.65(a)]:

$$
\begin{equation*}
V_{j}=\left(R_{j}+i \omega L_{p j}\right) I_{j}+i \omega \sum_{k=1, k \neq j}^{N} M_{p j k} I_{k} . \tag{2.27}
\end{equation*}
$$

One can then follow the matrix method in [104] to find the inductances and the currents to calculate the overall current. We can distinguish between different current distributions, depending on the type of conductor and the voltage distribution:

1. Straight conductor with rectangular cross-section and uniform applied voltage: the current is uniform for DC voltage and evenly distributed in the four corners for AC voltage.
2. Looped conductor with rectangular cross-section and uniform applied voltage: the current is mainly at the inner edge for DC voltage and mainly in the two inner corners for AC voltage.
3. Looped conductor with rectangular coss-section and induced AC voltage (i.e. non-uniform, $r^{2}$-dependence): the current is mainly in the two outer corners.

The current distribution for above cases are shown in Figure 2.12, with input values as in our experiment ( $1^{\text {st }}$ generation ring) where appropriate. The mutual inductances for the wires were calculated using [104, 105]. For our ring (looped conductor with rectangular cross-section in induced voltage), the analysis shows that most of the charges flow close to the outside edge of the copper ring, mainly in the corners (see Figure 2.12 (e)). At the frequency of 30 kHz , the skin depth for the copper is $\sim 0.4 \mathrm{~mm}$. For a more appropriate simulation of the trapping potential, this calculation of the induced current is implemented in the simulation [106] from which the trapping potentials are obtained.


Figure 2.12: Current distribution for different conductors and voltages: straight wire with uniform AC (a) and DC (b) voltage, looped wire (radius dependent resistance) with uniform AC (c) and DC (d) voltage and looped wire (radius dependent resistance) with induced AC voltage, with EMF $\propto r^{2}(\mathrm{e})$.


Figure 2.13: (a) Current distribution in the tapered ring of the second generation experiment. (b) Calculated potential in $x-z$ and $x-y$, the white dots indicate the magnetic zeroes that are displaced by the QP field. Gravity shifts the saddle point from the centre of the ring in $z$.

### 2.2.4 Trap simulations from finite element ring models

We can calculate the expected trapping potential with the improved calculations for the current in the ring. From the simulations, we can estimate the trap parameters: without any offset bias, the trap depth is of the order of 1 mK for a drive field of $B_{0}=110 \mathrm{G}$ and of the order of 0.5 mK for a drive field of $B_{0}=55 \mathrm{G}$. The simulations show that the trap depth decreases linearly with added bias field, with a gradient of $\mathrm{dU}_{\text {trap }} / \mathrm{dB}_{\mathrm{z}}=-50 \mu \mathrm{~K} / \mathrm{G}$.

We find the trap minimum at 5.3 mm for low bias fields, which moves towards the ring centre when the trap flattens. At the trap minimum, the adiabaticity is maintained: we find that $\frac{\mathrm{d} \Theta}{\mathrm{dt}} / \omega_{L} \approx 10^{-2}$, but at the points of the magnetic zeroes, the trap becomes non-adiabatic. Without bias fields, a radial trap frequency of $\sim 10 \mathrm{~Hz}$ is expected, and the trap frequency in $z$ is of the order of 40 Hz .

The trap for the second generation experiment can be calculated in a similar way. At a drive frequency of 50 kHz , most of the current flows at the outside edge of the copper ring, as shown in Figure 2.13 (a). For a drive field amplitude of

100 G , we calculate a trap depth of the order of $300 \mu \mathrm{~K}$. Note that in the second generation ring experiment, we use a QP field instead of a bias field to offset the magnetic zeroes (here, $\mathrm{d} B / \mathrm{d} z=10 \mathrm{G} / \mathrm{cm}$ ). The trapping potential with the magnetic zeroes is shown in Figure 2.13 (b).

### 2.2.5 Scalability

The inductively coupled magnetic ring trap has several advantages regarding the scalability, e.g. for applications on atom chips. The most important feature is that there are no end effects from wires to the conductor, because we induce the current with the AC drive field. Even when the trap is scaled down to micro-chip size, the potential is symmetric over the trap region. The other main advantage and a big difference to many wire chip traps, is that the potential is created with AC fields. Small traps which are created with DC magnetic fields can be subject to potential roughness, when current fragmentation in the conductors occurs (see e.g. [107, 108]). Those trap imperfections are reduced when using AC fields [109]. Scaling of the ring trap will enable a small, smooth, symmetric trapping potential for atom chip applications.

Because the frequencies involved in trapping atoms in time-averaged fields have to keep a certain relationship to each other (the Larmor frequency must be larger than the changing magnetic field, which must change faster than the atoms can move: $\omega_{L}>\omega_{F}>\omega_{A}$ ), we need to observe the frequency scaling laws. The frequencies scale differently with ring radius [2]:

$$
\begin{align*}
\omega_{L} & \propto r_{\text {ring }}  \tag{2.28}\\
\omega_{F} & \propto \frac{1}{r_{\text {ring }}^{2}}  \tag{2.29}\\
\omega_{A} & \propto \frac{\sqrt{B_{0}}}{r_{\text {ring }}} \tag{2.30}
\end{align*}
$$

By reducing the ring size, the condition that the Larmor frequency must be much larger than the AC field frequency is less and less fulfilled as the ratio decreases. This limits the scaling of the trap radius to $\sim 1 \mathrm{~mm}$ [110] with the methods currently applied. Alternatives that include RF-dressed states to reduce the trap
size further are discussed in a related thesis [110], but those are not scope of this experiment. The scaling limit influences the decision for the ring design of the smaller ring for the second generation experiment.

## Chapter 3

## Experimental setup

We build the first generation of the inductively coupled ring trap experiment to test if and how the idea is working. In this experiment, laser cooled, thermal rubidium atoms are trapped in the ring. For the setup, we use a single chamber vacuum system with built in rubidium dispensers and an octagonal glass cell (for optical access) with the copper ring, as shown in Figure 3.1. The chamber itself is set up on the optical table which also contains the lasers and the optics for feedback, isolation, frequency shifts and guidance of the light. The heart of the experiment is the copper ring (see Table 2.1 for details), together with the surrounding coils that produce the external and induced AC magnetic field, as well as the DC magnetic field necessary to create the trapping potential. In the next Sections, the main parts of the setup are described separately, followed by the experimental sequence.

### 3.1 Vacuum system

We use a comparably small vacuum system (the total volume is $\sim 1$ litre), pumped to ultrahigh vacuum (UHV) by a $S=20 \ell / \mathrm{s}$ Varian StarCell ion pump. The chamber consists of a 5 -way DIN40 conflat cross with connections to the allmetal valve, the ion pump, the dispensers, a viewport for optical access, and the glass cell, as shown in Figure 3.2. The glass cell ends in an octagonal prism, where


Figure 3.1: The copper ring inside the octagon glass cell, held by ceramic bars.
the copper ring is positioned, held in place by Macor ceramic bars. After several years of operation, the pressure reading from the ion pump is $p<10^{-8} \mathrm{mbar}$.

### 3.2 Glass cell

The glass cell is an octagon, with flat front and back, see Figure 3.1. It is homemade, with custom-cut, double anti-reflection coated glass plates from Edmunds Optics. To form the octagon body, the glass plates with dimensions of $2.5 \times 2.5 \mathrm{~cm}$ have angled edges $\left(22.5^{\circ}\right)$, which are glued together using an epoxy (EPO-TEK 353ND). The body is shown in Figure 3.3 (a). It is then glued to the flat front and back plate, the latter connects to the vacuum chamber via a glass-to-metal joint. The glue is cured by heating the whole cell to $250{ }^{\circ} \mathrm{C}$. Figure 3.3 (b) shows the finished cell.

The octagon shape was chosen so that the beams can enter the glass cell normal to the glass surface (i.e. the angle of the glass face matches the incident


Figure 3.2: Our first generation vacuum system viewed from above. The vacuum is maintained by the Varian Star Cell pump, the glass cell holds the copper ring.
angle of the light) in case of off-axis light. We have not used this feature, as all beams enter the cell along the $x, y$ and $z$ axes.

### 3.3 Atom source

The rubidium atoms are released from four separate atomic dispensers (SAES Getters Alkali Metal Dispensers) that are built into the vacuum system. Each dispenser is attached to one of the four pins of a feedthrough; all of the dispensers are grounded through the chamber. This allows us to use each dispenser individually, by running a current through it to heat the metal, which causes a chemical reaction and releases the atoms as vapour into the vacuum chamber. To release sufficient rubidium for our experiment, a current of $I_{\mathrm{Rb}}=2.8-3.2 \mathrm{~A}$ is required. Running one dispenser at a time at $I_{\mathrm{Rb}}$ for several hours a day, we find the lifetime of a dispensers to be longer than a year.


Figure 3.3: The homemade glass cell: (a) The octagon cell is glued together from individual glass plates with angled edges. (b) Once the body is complete, it is glued to flat front and back plates. A glass-to-metal joint connects the cell to the chamber.

### 3.4 Magnetic field producing coils

Different sets of coils are built around the glass cell to produce the desired magnetic fields:

1. Magneto-optical trap (MOT) coils which provide the magnetic quadrupole (QP) field for the trap
2. Shim coils, which provide a magnetic field that counteracts the Earth's magnetic field and reduces it to zero at the position of the MOT. These coils are also used for the bias field, $B_{z}$, see below.
3. Single pulse coil to position the atoms at the optimum loading position for the ring.
4. AC drive coils in Helmholtz configuration that provide the AC magnetic field and induce a current in the copper ring.

The dimensions of the coils can be found in table 3.1.

MOT coils The MOT coils are designed to produce both the QP field for the MOT as well the stronger QP field for a purely magnetic trap. Large currents up to 130 A are needed to produce the required magnetic fields and are provided


Figure 3.4: (a) MOT coils (green) and AC drive coils (brown) around the glass cell, with the copper ring in the centre. (b) The shim coils in $x$ (NS), $y$ (EW) and $z$ (UD) are visible around the chamber.
by an Agilent power supply (N8733A). The large currents make water cooling necessary, which is why the coils are made of hollow copper pipe. The coils around the glass cell are shown in Figure 3.4 (a).

For optical access, the MOT must be made below the ring, where the atoms are also transferred into a QP trap. But the atoms need to be loaded into the ring trap, which is in the plane of the ring. To bridge this gap, we move the atoms in a QP trap from the MOT position $(z \approx-15 \mathrm{~mm})$ the ring trap position ( $z=0 \mathrm{~mm}$ ) by shifting the position of the magnetic minimum. This is achieved by running asymmetric currents in the QP coils, which displaces the magnetic minimum from the centre. For a smooth transport, we use a FET circuit, which channels the current difference between top and bottom coil through a bypass. The coils are centred on the ring, so that we need a symmetric current when the ring loading position is reached, but a higher current in the top coil for the MOT. The MOT position relative to the ring and the bypass circuit are shown in Figure 3.5. We have designed a FET circuit that is regulated with two input values: $V_{1}$, which controls the magnetic field gradient, and $V_{2}$, which controls


Figure 3.5: (a) The MOT is created underneath the copper ring for optical access. The atoms need to be moved along $z$ in a QP trap, which is shifted by changing the current ratio, $I_{1} / I_{2}$, between the coils. (b) The currents are adjusted with a two-part FET circuit, which channels the appropriate current through a bypass. The circuit shows the coils, the FETs and the sense resistors for the feedback circuit.
the position of the magnetic minimum to shift the atom cloud. The currents are therefore adjusted to keep the desired ratio constant, even if the gradient changes: $\frac{I_{1}}{I_{2}}=$ const., where $I_{2}=I_{1}-I_{3}$, see also Figure 3.5 (b). Current feedback comes from the sense resistors.

To counteract Majorana losses, it was originally thought to use the MOT coils to produce a QP field while the AC drive field is on. This would push the magnetic zeroes out of the ring trap region, as explained in [2]. Unfortunately, we had to dismiss this idea: the AC field of the drive coils induces a large voltage in the other coils. A Zener diode and a relay are therefore installed, to avoid current flow through the MOT coils and to electrically disconnect the circuit, shortly before the AC field switches on, as shown in Figure 3.5 (b). To reduce Majorana losses in the ring trap, a bias field from the shim coils is used instead.

Shim coils There are three sets of shim coils that produce independent bias fields in north-south (NS), east-west (EW) and up-down (Z) direction. We use the directions as labels to distinguish the fields. The shim coils have two main

| Coils | N | $r(\mathrm{~cm})$ | $s(\mathrm{~cm})$ | B field at centre |
| :--- | :--- | :--- | :--- | :--- |
| AC | 30 | 5 | 6 | $4.9 \mathrm{G} / \mathrm{A}$ |
| MOT | 20 | 6 | 11 | $0.4 \mathrm{G} / \mathrm{cm} / \mathrm{A}$ |
| Shim EW | 60 | 10 | 19 | $2.7 \mathrm{G} / \mathrm{A}$ |
| Shim NS | 50 | 8 | 18 | $2.5 \mathrm{G} / \mathrm{A}$ |
| Shim UD | 70 | 15 | 17 | $3.9 \mathrm{G} / \mathrm{A}$ |
| Pulse | 94 | 5 | single coil | $3.7 \mathrm{G} / \mathrm{A}$ |

Table 3.1: Coil properties: $N$ is the number of turns, $r$ is the mean radius, $s$ is the mean separation and the last column is either the magnetic field, $B$, or the magnetic field gradient, $\mathrm{dB} / \mathrm{dz}$, at the centre of the coils (ring position) in $\mathrm{G} / \mathrm{A}$, or $\mathrm{G} / \mathrm{cm} / \mathrm{A}$, respectively.
functions: firstly, they are used to cancel stray magnetic fields and the Earth magnetic field, which is very important for the molasses phase. The cancelling field is adjusted by hand, using the visual appearance of the molasses cloud. The current in the coils is controlled by a FET circuit, where the cancelling field is adjusted locally. Secondly, the shim coils are used to create bias fields during the experiment, e.g. for optical pumping, imaging and as a DC bias for the ring trap. The experimental bias fields are controlled remotely via LabVIEW. Heating of the coils limits the available magnetic fields, which mainly affects the bias field, $B_{z}$, that is necessary for creating the ring trap. The shim coils around the chamber are shown in Figure 3.4 (b).

Pulse coil Once the atoms in the QP trap are shifted along $z$ into the plane of the ring, they also need to move radially, away from the centre of the ring (the MOT coils and the ring are on the same axis), to overlap the QP trap with the ring trap. The shim coils can not provide enough bias to do so, and a single coil is installed to push the atoms outwards. The pulse coil acts along the EW-direction, to load the atoms at the left side of the ring. The magnetic field from the pulse coil allows us to optimise the loading position of the atoms for differently shaped ring traps.

AC drive coils The AC drive coils are a main part of the experiment, and we want them to provide a large magnetic field. They are wound from hollow copper

## (2) $\triangle$-n-il-mmmm

## FG Amp $\quad \mathrm{C} \quad \mathrm{L}$ (AC coils)

Figure 3.6: Resonant circuit including the function generator (FG), the audio amplifier (Amp), a bank of resistors in parallel (R), a number of capacitors in parallel (C) and the two AC drive coils in series (L). $R$ and $C$ are chosen to produce the desired output load and resonance frequency.
pipe, so that they can be water cooled. The coils around the glass cell are shown in Figure 3.4 (a). To drive the required current in the coils, the output from a function generator is fed into a audio amplifier (Behringer Eurorack EP1500), which is connected to a resonant circuit that includes a bank of resistors, a set of capacitors and the AC drive coils, as shown in Figure 3.6. The amplifier needs a $2 \Omega$ load, for which the resistance is adjusted (we add a total of $15 \times 10 \Omega$ resistors in parallel, to give a value of $R \approx 0.67 \Omega$ ). The amplifier with the bank of resistors and their water cooling pipes are shown in Figure 3.7.

For the copper ring to produce the required magnetic field, we want a drive frequency of 30 kHz . The resonant frequency needs to be matched, and with a capacitance of $C=155 \mathrm{nF}$, we get a resonant frequency of $f_{0}=30.5 \mathrm{kHz}$. The resonant circuit is changed for the second generation experiment to obtain a different drive frequency, and more information on the procedure can be found in Section 6.2.7.7.

### 3.5 Lasers

Diode lasers, particularly in tunable configurations such as the external cavity diode laser (ECDL), are widely used in atomic physics experiments due to their compactness, ease of operation and highly controllable properties [111]. We use


Figure 3.7: Audio amplifier to produce AC drive field, shown is the large bank of resistors and the water cooling pipes.
two ECDLs, one mainly for cooling ("cooling laser") and one for repumping ("repump laser") during the radiative cooling phase, both lasers use diodes for operation at 780 nm . For design and use of ECDLs in atomic physics, see [111, $112,113,114]$.

We have developed a quasi-monoblock Littrow design, where the main body of the laser is machined out of a single piece of aluminium, for optimized thermal stability [115] and protection from air turbulence. The laser consists of three main parts: a main body, a feedback mount and a front plate, a schematic is shown in Figure 3.8. The main body holds the laser diode and the collimating lens, and it is temperature stabilized with a thermoelectric cooler (TEC). A 1800 lines $/ \mathrm{mm}$ gold coated holographic grating is attached to the feedback mount, which reaches into the hollow core of the main body. The zeroth order reflection from the grating forming the laser output is reflected off a mirror positioned parallel to the grating, such that angular deviations of the output beam are cancelled when the grating angle is changed [116]. The feedback mount is attached by stiff springs to the front plate and can be adjusted vertically (the direction of the grating grooves) by pivoting on a pair of horizontal bars that define the horizontal axis (see Figure 3.8). Similarly, the front plate is mounted in tension to the main body and can pivot about a line that defines the vertical axis. Feedback is optimised by minimising the threshold current, $I_{\text {th }}$. The wavelength of the laser can be adjusted by horizontal control of the angle of the front plate relative to the main body.


Figure 3.8: Cross-sectional views of the ECDL design showing the back view. The middle part is the feedback mount that holds the grating (gold) and the mirror. On the front plate the main pivot bars are shown in red. Fine screws on the back and the front of the laser adjust the horizontal and vertical alignment. The main body is mounted upon a larger block, as a thermal mass. This design is used to built the cooling and the repump laser.

Coarse control is provided by a fine-pitch screw while fine control is achieved by a piezo-electric transducer. The pivot lines for both angular adjustments are defined by three ground and hardened metal bars - the outer two are embedded in the fixed part of the mount while the third one rests between them and is attached to the moving part. This setup provides independent control of the two grating angles and has in practical use proved to have good stability, needing only slight adjustment of feedback on a less than monthly basis.

All electric and thermal control of the laser is provided by a MOGLabs commercial laser diode controller (MOGbox DLC-202). A saturated absorption signal is recorded with a photodiode and transmitted to the controller and to an oscilloscope. The laser is stabilized to one of the saturated absorption features by applying a 250 kHz modulation to the drive current resulting in a frequency modulation depth of $\sim 1 \mathrm{MHz}$, the laser is then locked to the zero transition of the absorption error signal, locking it to a hyperfine transition. The laser diode controller provides the necessary locking electronics. Slow and fast feedback are applied to the piezoelectric transducer and the diode current, respectively.

With a 780 nm Sanyo laser diode, we have a threshold current of 34 mA and


Figure 3.9: Rb absorption signal (black, normalised to undisturbed transmission) and the error signal (blue, normalised, scaled and offset to fit) used for locking the laser to the centre of a transition (zero of the error signal). Left in the spectrum is the cooling transition for ${ }^{87} \mathrm{Rb}$. The Doppler broadened background is visible, the absorption spectroscopy reveals the hyperfine lines $\left(F=2 \rightarrow F^{\prime}\right.$ and their crossovers, grey dashed lines). From left to right, the transitions are $F^{\prime}=1,1 / 2,2,1 / 3,2 / 3,3$. On the right side is a ${ }^{85} \mathrm{Rb}$ absorption.
a mode-hop free range of more than 2.5 GHz . The transmitted signal through the cell around the cooling transition (normalised to undisturbed transmission) together with the error signal used for locking the laser (not to scale) are shown in Figure 3.9. The transition lines are indicated, reference values for the frequencies can be found in [41]. The shape of the rubidium absorption spectrum and the position of the transition lines is studied in [117].

### 3.5.1 Laser stability

We can characterise the laser in terms of its noise, its linewidth and its frequency drift. The absorption error signal from the photodiode is analysed for noise by applying a fast Fourier transform (FFT) using a SR785 signal analyser. Figure 3.10 shows the single sided FFT spectrum of the error signal for an free running and a


Figure 3.10: The frequency spectrum of the 780 laser absorption error signal at the cooling transition. The frequency components shift from low frequencies to high frequencies when comparing the free running (red), slow locked (blue) and slow and fast locked laser (black). Frequency noise up to several kHz in the unlocked laser is suppressed when the laser is locked, the frequency noise is shifted towards higher frequencies when the fast lock is switched on.
locked laser (slow and slow plus fast lock), both tuned to the cooling transition of the $F=2 \rightarrow F^{\prime}=1 / 3$ crossover. We see a difference between the three signals: the frequency noise in the low frequency range up to several kHz is suppressed for the locked laser compared to the unlocked laser, shifting further towards high frequencies when the fast lock is added.

The spectrum in Figure 3.10 is the result of three spectra with increasing frequency range ( $800 \mathrm{~Hz}, 6.4 \mathrm{kHz}, 100 \mathrm{kHz}$ ) and decreasing resolution ( $1 \mathrm{~Hz}, 8 \mathrm{~Hz}$, 126 Hz bandwidth, respectively), taken of the same signal and then combined (exception: low resolution spectrum was not replaced with high resolution spectrum for the free running laser below 600 Hz ). An analysis of frequency spectra for a similar diode laser and the respective noise sources can be found in [117].

From the amplitude noise in the signal we can also estimate the linewidth of the laser: To get a conversion between photodiode signal and frequency, we firstly
scan the laser frequency over the $F=2 \rightarrow F^{\prime}=3$ transition. The frequency axis is calibrated using the known frequency difference between two transitions. The error signal peak-to-peak voltage is related to the (power broadened) linewidth of the transition, and the conversion factor $(\mathrm{V} / \mathrm{MHz})$ is calculated. From the error signal of the laser with minimum scanning width the standard deviation of the amplitude is obtained and converted into the linewidth. This shows that the linewidth reduces from 840 kHz for a modulated, unlocked laser to 380 kHz for a locked laser.

The laser is also tested for phase stability in a master-slave setup with and without a tapered amplifier (TA). This becomes important for the second generation ring experiment and for future work including ${ }^{40} \mathrm{~K}$, for which we need to operate at a different frequency. The results (Allan variance and correlation function) are summarised in Appendix B.

### 3.6 Optical setup

The output of each of the two lasers (cooling and repump laser) is divided by polarising beamsplitters (PBS) into the experimental setup beam and a beam going to the saturated absorption spectroscopy setup in order to lock the lasers to the appropriate wavelength (for saturated absorption, see e.g. [118]). At the laser output, the power in the beam is $\sim 50 \mathrm{~mW}$ (cooling laser) and $\sim 40 \mathrm{~mW}$ (repump laser). The cooling laser is then split into multiple beams: the optical pumping beam, the probe beam and the MOT beam, all at different, independently tunable frequencies. The repump beam and the MOT beam are overlapped shortly before the vacuum chamber and then guided such that they enter the glass chamber from three directions. The beams are reflected back onto the chamber, to form a retro-MOT $\sim 1.5 \mathrm{~cm}$ below the copper ring. The details of the beam setup are explained in the following Sections, a schematic of the layout can be found in Figure 3.11, or the more detailed version in Figure 3.13.


Figure 3.11: Layout of the main optics in diagram form, shown are the different beams and how they are split and combined.

### 3.6.1 Spectroscopy

Saturated absorption spectroscopy is used for locking the cooling and the repump laser. We also use an acousto-optic modulator (AOM) to shift the frequency of the cooling spectroscopy light (see below for details). For each of the two lasers, the spectroscopy light ( $\sim 0.5 \mathrm{~mW}$ ) travels from the reflected port of a PBS into a Rb cell. The beam is retro-reflected off a mirror, thereby double passing a $\lambda / 4$ waveplate. It travels back through the Rb cell and transmits through the PBS onto a photodiode. The signal is transmitted to the MOGBox laser diode controller to provide the locking spectrum (as in Figure 3.9).

Figure 3.12(a) shows the corresponding level-diagram for ${ }^{87} \mathrm{Rb}$, with the $5^{2} S_{1 / 2} \rightarrow 5^{2} P_{3 / 2}$ transition ( $D_{2}$ line) and the different hyperfine ( $F, F^{\prime}$ ) levels. The laser frequencies for MOT, probe and OP beam are indicated. For cooling of ${ }^{87} \mathrm{Rb}$ in the MOT, the $F=2 \rightarrow F^{\prime}=3$ hyperfine-transition is used. The cooling laser is locked in the spectroscopy setup to the $F=2 \rightarrow F^{\prime}=1 / 3$ crossover, but the MOT light is frequency shifted with respect to that, so that it is close to the

(b)


Figure 3.12: (a) Hyperfine splitting of ${ }^{87} \mathrm{Rb}$. Transitions used for laser cooling (MOT), OP, probe and repumping are indicated (hyperfine splitting diagram taken from [119]). (b) Frequencies of the different beams drawn into the ${ }^{87} \mathrm{Rb}$ spectrum: the unshifted laser frequency ("Laser", dark red) is frequency shifted and locked onto the $F^{\prime}=1 / 3$ crossover transition ("Spectroscopy", green). The OP beam is frequency shifted to be on resonance with the $F^{\prime}=2$ transition ("OP", blue), the cooling beam ("MOT", red) is shifted to be red-detuned to the $F^{\prime}=3$ transition, and the probe beam ("Probe", orange) matches the $F^{\prime}=3$ transition when the atoms are imaged on resonance. The repump transition is not in the picture, because the $F=1 \rightarrow F^{\prime}$ transitions are over 6 GHz away from the cooling transition.
$F=2 \rightarrow F^{\prime}=3$ transition (the frequency shifts are shown in Figure 3.12(b)). The cooling cycle is not completely closed: atoms that decay into the $F=1$ state are lost from the cooling cycle. A repump laser on resonance with the $F=1 \rightarrow F^{\prime}=2$ transition excites the lost atoms to $F^{\prime}=2$, from where they can decay back into the $F=2$ state.

### 3.6.2 Cooling laser beam setup

The cooling laser outputs an elliptical beam of 48 mW for a drive-current of 98 mA . Two mirrors close to the laser output are used to make the beam as
horizontal as possible and steer it through a set of anamorphic prisms (to make the beam round), followed by a Faraday isolator (to avoid feedback). The beam is then divided into four different arms by four sets of $\lambda / 2$ waveplates and PBScubes.

Frequency Shifts Independent frequency shifts for the different beams are important, to be able to control the detuning from the cooling transition - one of the important MOT parameters - and the probe beam detuning, e.g. to be able to match the transitions of Zeeman shifted sub-levels. AOMs in each arm allow for independent frequency and intensity control of the four beams (probe beam, optical pumping (OP) beam, spectroscopy beam and MOT beam). An AOM uses RF-induced Bragg-reflections in a crystal to create additional frequency components: $k^{\prime}=k+n f$, where $n$ is the order. The order can be a positive or negative integer, and double-passing an AOM will lead to twice the frequency shift. To feed only the beam with the correct frequency shift back into the setup (here: $n=+1$ ), all other outgoing beams are blocked with an aperture. The resulting frequencies for each beam are shown in Figure 3.12.

The AOMs are frequency controlled with a voltage controlled oscillator (VCO). We use Crystal Technology AOMs (models 3200-124 and 3080-122, for frequency shifts around 200 MHz and 80 MHz , respectively) in combination with Mini - Circuits VCOs (ZX95-310A-S+ (160 - 360 MHz ) or ZX95-100-S+ ( $50-100 \mathrm{MHz})$ ). The amplitude is controlled with a frequency mixer (ZP-3LH), which is used in a reversed mode: we apply the VCO output to the LO port, a DC signal to the IF port and take the resulting frequency from the RF port. In this way, we combine the VCO AC output with a DC voltage to get an AC output with controllable amplitude. The signal is amplified (Mini - Circuits ZHL-1-2WX-S) to match the highest efficiency input power of the AOM ( 34 dBm ).

The probe beam, OP beam and MOT beam each double pass an AOM. Double passing an AOM has the advantage that the beam alignment does not change when the frequency is changed. However, it also means a substantial power loss, as typically a single pass transmits around $80 \%$ of the power.


Figure 3.13: Optical setup for the first generation experiment. The cooling laser light is red, the repump laser light is blue. Focal lengths are given next to the lenses, beamsplitters are blue when PBS and green when NPBS, waveplates are blue when $\lambda / 2$ and green when $\lambda / 4$.

MOT beam The MOT beam is frequency shifted and then combined with the repump light in a PBS. Both beams are magnified by a telescope ( $f_{1}=30 \mathrm{~mm}$, $f_{2}=200 \mathrm{~mm}$ ) to increase the cooling volume of the MOT. The beams now have a $1 / e^{2}$ radius of 4.8 mm in the horizontal and 6.8 mm in the vertical direction (beam still elliptic, despite anamorphic prisms). A shutter (Uniblitz) is placed at the focus of the telescope to avoid residual light through the AOM. The magnified beam is then split into 3 parts, using $\lambda / 2$ waveplates and PBS, to provide the MOT cooling beams in 3 dimensions with even power. The total power at this point is $\sim 15 \mathrm{~mW}$ in the cooling beam and $\sim 10 \mathrm{~mW}$ in the repump beam. While the vertical cooling light is guided to the top of the chamber via a periscope, the horizontal beams enter the chamber through the side of the octagon and through the viewport of the vacuum chamber. We use a retro-MOT, and the three beams are reflected off a mirror on the other side of the chamber and aligned to overlap with the incoming beam. The beams are circularly polarised according to the MOT requirements described in Section 1.3.1.2, during the reflection each beam also double-passes a $\lambda / 4$ waveplate, which changes its circular polarisation. All six beams are overlapped at the position of the magnetic minimum from the QP field for an optimum MOT.

Optical pumping beam The optical pumping beam brings a large fraction of the atoms into the desired hyperfine state. Because we have a magnetic trap, we want to populate the trappable $\left|F=2, m_{F}=+2\right\rangle$ state, which is achieved by optical pumping (OP). With $\sigma^{+}$light resonant to $|F=2\rangle \rightarrow\left|F^{\prime}=2\right\rangle$, each photon absorption drives a $\left|F=2, m_{F}\right\rangle \rightarrow\left|F^{\prime}=2, m_{F}+1\right\rangle$ transition, followed by spontaneous emission. After $\sim 9$ absorption-emission cycles, the atoms will end up in the dark state $|2,+2\rangle$. A schematic is shown in Figure 3.14.

The OP light is frequency shifted into resonance with the OP transition and then fibre coupled and guided to the vacuum chamber. After the fibre, the beam is expanded to $\sim 12 \mathrm{~mm}$. It enters the chamber from the bottom, through the reflected port of a PBS. It is centred on the copper ring, to optically pump the atoms along $z$. Only little light is needed, and the power in the beam after the fibre is $\sim 25 \mu \mathrm{~W}$.


Figure 3.14: Optical pumping scheme. The $\Delta m_{F}=1$ transitions that lead to the dark state are indicated in black.

Probe beam The probe beam is used for absorption imaging of the atoms. Because of the magnetic bias field during the experiment, the probe beam has a variable frequency to take the Zeeman shifted atom resonance into account for optimised imaging, but it is centred on the $|F=2\rangle \rightarrow\left|F^{\prime}=3\right\rangle$ transition. After frequency shifting the light, it is combined with the OP beam in a $50 / 50$ beamsplitter before the fibre and follows the same path through the bottom of the glass cell. The atoms are imaged along $z$, with the $\sigma^{+}$light illuminating the whole region inside the copper ring. On its path through the chamber, it passes two $\lambda / 4$ waveplates from the MOT setup (one below and one above the glass chamber) and is then transmitted through a PBS above the chamber into the camera.

### 3.7 Absorption imaging

The probe beam along the vertical axis is used for absorption imaging. An absorption image is built from 3 separate images that are taken in very short succession: the probe image with the atoms (the atoms are recognisable as a shadow in the probe beam), the reference image (no atoms, but the probe beam is on) and the dark image (no atoms and no probe beam). The images are combined to give the optical density via

$$
\begin{equation*}
O D=\ln \left(\frac{I_{\text {Ref }}-I_{\text {Dark }}}{I_{\text {Atom }}-I_{\text {Dark }}}\right) . \tag{3.1}
\end{equation*}
$$

A discussion of absorption imaging can be found in [60]. From the optical density, we can obtain the atom number (this will be discussed further in Section 4.2):

$$
\begin{equation*}
N=\frac{A}{\sigma_{0}} \cdot \sum O D \tag{3.2}
\end{equation*}
$$

with the pixel area $A$ and the atomic resonant cross-section $\sigma_{0}$, and we sum over all pixels. The images are recorded with a Luca Andor CCD camera (Luca R - number of pixels: $1004 \times 1002$, pixel size: $8 \mu \mathrm{~m}$, bit depth: 14 bit). The camera is placed at a distance of 20 cm from the copper ring, and we image with a $f=75 \mathrm{~mm}$ lens, to get a magnification of $M=0.46$ (i.e. we make the image smaller than the object). We implement to record the three images in the experimental sequence, and the resulting absorption image is created in LabVIEW after each run. The image can be saved and used for further analysis.

### 3.8 Copper ring properties

The ring itself is made from oxygen free copper (OFHC), with an inner radius of 7 mm , an outer radius of 12 mm and a thickness of 2 mm , the dimensions are summarised in Table 2.1. We are interested in the inductance and the resistance of the ring, both parameters are crucial for the calculation of the induced magnetic field to calculate the trapping potentials. The resistance also determines the heating of the ring. The ring dimensions are kept large, so that a large thermal mass is provided. With the resistance of the ring known, we can estimate the power in the ring during the induced current.

### 3.8.1 Inductance and resistance

A replica of ring 1 is used to determine the DC values of $R$ and $L$. We start by measuring $L / R$, following the experiment described in [120]: an antenna produces an AC magnetic field of frequency $f$, which induces an EMF in a probe coil. The response of the probe coil to the antenna over the desired frequency range is measured with and without the inductor under test (ring 1) placed on top of the probe (electrically isolated). The ratio of the measured voltage with ring $1, V_{\text {Ring }}$,


Figure 3.15: The frequency response (red crosses) of a probe coil subject to a AC magnetic field with frequency $f$ is measured with and without the copper ring (ring 1) placed on top of the probe. The copper ring inductance is extracted from the cut-off frequency, $f_{c}$, obtained by fitting the transfer function (blue line).
to the probe voltage without ring $1, V_{\text {Probe }}$, is then used to determine $L / R$ by fitting the transfer function:

$$
\begin{align*}
\frac{V_{\text {Ring }}}{V_{\text {Probe }}} & =\frac{1}{\sqrt{1+\left(\frac{\omega L}{R}\right)^{2}}}  \tag{3.3}\\
& =\frac{1}{\sqrt{1+\left(\frac{f}{f_{c}}\right)^{2}}}, \tag{3.4}
\end{align*}
$$

with $f_{c}$ being the cut-off frequency, which is extracted from the fit ( $f_{c}=627 \mathrm{~Hz}$ ), see Figure 3.15. The copper ring is then cut and $R$ is obtained from a fourpoint resistance measurement to be $100 \mu \Omega$. With $R$ determined, the inductance is calculated from the cut-off frequency to be $L=25 \mathrm{nH}$. The AC values are estimated from finite element modelling, $R_{\mathrm{AC}}=440 \mu \Omega$ and $L_{\mathrm{AC}}=42.5 \mathrm{nH}$.

### 3.8.2 Ring heating

With the given resistance, we can estimate the power dropped in the copper ring due to resistive heating. At the maximum induced current of $140 \mathrm{~A}-$ at $B_{0}=110 \mathrm{G}$ - we estimate that a power of 4.3 W is dropped in the ring. In fact, with an identical copper ring that is placed in the magnetic field of the AC coils (resting in air, not in vacuum), we measure temperatures of up to $100^{\circ} \mathrm{C}$ within several seconds for the same AC drive field. This resistive heating leads to problems in the experiment: the constant exposure of the copper ring to large amounts of rubidium atoms leads to the formation of a rubidium layer on the copper ring. Heating the ring releases those rubidium atoms. As a result, higher atom numbers are counted in the ring trap after several runs with high AC drive fields.

In order to find "safe" parameters for the AC drive field, we test the impact of the heating, by measuring the MOT fluorescence with a photodiode after different AC drive field amplitudes, ring trapping times and number of runs.

From the fluorescence, we see that the high AC drive fields lead to higher rubidium pressure, even if several seconds of cooling time are added between runs. An example is shown in Figure 3.16, where we record the MOT fluorescence as a function of time while continuously running a cycle of 4 s AC field $\left(B_{0}=110 \mathrm{G}\right)$, followed by 4 s MOT load. With the dispensers off, we fill the MOT only with the released atoms from the copper ring, up to $N \approx 2.4 \times 10^{8}$. However, we find that a low amplitude magnetic field of $B_{0}=55 \mathrm{G}$ does not heat the ring enough to release atoms, and ring traps with this amplitude can safely be used. This influences our choice of parameters for the experiment, especially regarding analysis involving the atom number.

As additional safety measures against varying atom numbers in the experiment, the MOT loading time is increased to 8 s , after which it is saturated and less susceptible to a change in background atoms. The images are also normalised and the order of datapoints is randomised (e.g. for the lifetime measurement, where the atom number is measured as a function of trapping time) to prevent systematic errors where necessary (see also Section 4.2).


Figure 3.16: During the AC drive field, the induced current leads to resistive heating of the copper ring. This releases rubidium from the surface, enough to fill a MOT with $N \approx 2.5 \times 10^{8}$ atoms. Here, we cycle through 4 s AC field ( $B_{0}=110 \mathrm{G}$ ) followed by 4 s MOT load. A sigmoidal envelope function (red) is overlayed for clarity.

### 3.9 Remote control of the experiment

The software used for controlling the instruments is LabVIEW. One digital and one analog card are used to produce the desired output signals. These are distributed with a homemade breakout box. Each port has a BNC connections, which is used for applications (e.g. regulating current in the coils), some instruments have a built-in USB connection (e.g. Luca Andor camera).

### 3.10 Experiment sequence

In the different stages of the experiment, the cold atoms are transferred into the ring trap and then imaged. This can be divided into the following steps:

1. MOT
2. Molasses
3. Optical pumping
4. QP
5. Move QP
6. Ring trap
7. TOF
8. Imaging

In the next Sections, the individual steps - including typical settings - are described in more detail.

### 3.10.1 Step 1 - MOT

We begin the experimental sequence by capturing atoms from the background gas in a MOT, over a loading duration of 8 s . We optimise the MOT by adjusting the gradient, $\mathrm{dB} / \mathrm{dz}$, to $\sim 15 \mathrm{G} / \mathrm{cm}$, which gives the highest atom number for the lowest current, see Figure 3.17 (a). The atom number also depends on the detuning, $\Delta$, and we find the optimum at -18 MHz , see Figure 3.17 (b). Additionally, we adjust the power in the beams, by regulating the AOMs. As shown in Figure 3.18, we find a nearly linear increase of atom number with cooling light power, while it plateaus for repump light power. For highest atom number results, we use the $100 \%$ of power available for the cooling and the repump light ( $\sim 15 \mathrm{~mW}$ and $\sim 10 \mathrm{~mW}$ in total before the chamber, respectively). We measure the temperature of the atoms in the MOT to be $220 \mu \mathrm{~K}$.

### 3.10.2 Step 2-Molasses

From the MOT, the pre-cooled atoms are released into the optical molasses by switching off the QP field. During the 10 ms long molasses phase, the cooling and repump light power are ramped down exponentially to $40 \%$ of their maximum value. At the same time, the detuning is increased to $\sim 50 \mathrm{MHz}$. With these


Figure 3.17: The MOT atom number is maximised for the MOT gradient (a) and the cooling light detuning (b).


Figure 3.18: The MOT atom number is optimised by changing the laser power of the cooling laser (a) and the repump laser (b). At $100 \%$, the total power in the beams before the chamber (before being split in the horizontal and vertical beams) is $\sim 15 \mathrm{~mW}$ for the cooling light and $\sim 10 \mathrm{~mW}$ for the repump light.
settings, we transfer basically all atoms into the molasses and sub-Doppler cool them to $\sim 20 \mu \mathrm{~K}$.

### 3.10.3 Step 3 - Optical pumping

For the optical pumping to work, we add a bias field of 3.4 G along the propagation direction of the optical pumping light $(z)$ and $\sim 5 \mathrm{~mW}$ of repump light. A duration of 1 ms with $\sim 25 \mu \mathrm{~K}$ of OP light is sufficient to populate the $\left|F^{\prime}=2, m_{F}=2\right\rangle$ state for magnetic trapping.

### 3.10.4 Step 4 - Load QP in MOT region

After the optical pumping, the atoms are captured in a QP trap, for which the gradient is increased to $32 \mathrm{G} / \mathrm{cm}$ over a duration of 10 ms . We transfer $\sim 85 \%$ of the atoms from the MOT into the QP.

### 3.10.5 Step 5 - Move QP to ring region

While keeping the gradient constant, the QP trap is moved to the plane of the ring by changing the current in the MOT coils. The ratio is changed from $I_{1} / I_{2}=1.75$ to a $1: 1$ ratio, thereby moving the magnetic minimum along $z$ over a distance of 15 mm . The QP is moved slowly within 200 ms , followed by a waiting time of 20 ms , in which the QP trap is held still to damp residual oscillations induced by the transport. During the movement of the QP trap along $z$, we also apply a push field from the single coil along the EW direction, which shifts the QP to the side, towards the position of the ring trap, rather than the centre of the ring.

Quadrupole trap as reference for ring trap When characterising the ring trap it is useful to relate it to the characteristics of the QP trap. The QP provides a reference point and is useful for optimisation of the ring trap parameters. Seeing the differences of properties such as temperature or lifetime between the ring trap and the QP trap also provides the means to identify additional loss or heating mechanisms (e.g. by comparing the ring lifetime to the vacuum limited lifetime of the QP trap). We trap $\sim 5 \times 10^{6}$ atoms in the QP, but the atom number
varies with Rb vapour pressure in the cell. The QP temperature is $42 \pm 3 \mu \mathrm{~K}$ (statistical uncertainty), and we measure a lifetime of $\tau_{Q P}=1.3 \pm 0.3 \mathrm{~s}$. An absorption image of atoms in the QP trap at the ring loading position is shown in Figure 3.19, together with an example of QP profiles for different times of flight and their Gaussian fits.


Figure 3.19: (a) Absorption image of atoms in the quadrupole trap at the ring loading position. The red region on the left is a mask we apply to discard scatter from the copper ring, see Section 4.1. (b) The corresponding atom distributions along the $x$-axis for different time of flights after being released from the QP trap. The $x$-axis corresponds to the axis of the image in (a), and the atom distribution is normalised to the maximum column density in the shortest time of flight.

### 3.10.6 Step 6 - Ring trap

After 0.5 ms of waiting time for the QP coils to switch off, we apply the two magnetic fields that create the ring trap: the AC drive field and the bias field. We can see atoms filling the ring, an image is shown for the ring trap after 150 ms in Figure 3.20 (a). The ring trap duration, $t_{r}$, can be varied, to study the lifetime and the evolution of atoms in the trap. A measurement of the atom number with increasing ring trapping time is shown in Figure 3.20 (b), where we can see atoms in the ring after more than 1 s (the lifetime is discussed in greater detail in Section 5.2.3).


Figure 3.20: (a) Atoms are successfully trapped in the ring. (b) We measure the atom number as a function of the ring trapping time, and find that we can trap atoms for over 1 s .

### 3.10.7 Step 7 - TOF

To image the atoms and to gain information about their temperature, we adjust the time of flight (the time in which the atoms are unconfined and free falling after the trap has been switched off). Due to the AC magnetic fields, we have to implement a minimum waiting time ( $\sim 3 \mathrm{~ms}$ ) to let the AC magnetic fields ring off, otherwise the imaging light is be out of resonance.

### 3.10.8 Step 8 - Imaging

The absorption image is the result of a sequence of three images, each of which has a duration of $50 \mu \mathrm{~s}$, with a dark phase of 10 ms inbetween. We need low power in the probe beam to not saturate the camera, $P_{\text {Probe }} \approx 30 \mu \mathrm{~W}$. To image the atoms along their projection axis, we apply the same magnetic bias as during the ring trap and adjust the probe beam detuning to be in resonance with the Zeeman shifted imaging transition.

## Chapter 4

## Methods of analysis

Each run of the experiment ends with an absorption image of the atoms, and we have to extract the relevant information from it to be able to characterise the ring trap. This short Chapter explains how we perform the data analysis. We record images with a size of $1000 \times 1000$ pixels, corresponding to an imaging region of about $1.7 \times 1.7 \mathrm{~cm}$, thus imaging the whole region enclosed by the copper ring. For the ring trap characterisation, for which we use quantities such as atom number, temperature and trap lifetime, we mainly monitor the atom number and the spatial distribution of the atom cloud. This information is accessible with the optical density (OD) in the absorption images, spatially resolved in the $x$ and $y$-dimension.

### 4.1 Region of interest

Not all areas of the image are important for the analysis - on the contrary, including atom-free regions in the analysis can increase statistical errors due to imaging imperfections. Restricting the analysis to the relevant region will therefore help to reduce errors. Noise or scatter in the image can also disguise information about the atoms or influence the image scaling. We therefore create a "region of interest" on which to apply our analysis, which is defined by different masks applied to the image, as shown in Figure 4.1. As an example, imaging light is scattered by the copper ring during absorption imaging, which produces unwanted bright


Figure 4.1: Different masks are applied to the image to define the region of interest on which the data analysis is performed. (a) The first, circular mask (Mask 1) removes the scattered light of the copper ring. (b) The second mask (Mask 2) is smaller, it restricts the region of interest to approximately the width of the ring trap. The white region in the ring centre is used for background corrections. (c) When the QP trap images are analysed, the second mask is rectangular around the QP. The region outside the rectangle is used for background correction, here shown in pale blue.
spots on the images. To get rid of the scatter on the images, a mask is applied (Mask 1) that discards the pixels affected by it, so that only the region inside the copper ring is shown. This region is a circle with a radius corresponding to slightly less than the inner radius of the copper ring. It is applied for the ring trap images, as well as the QP trap images. For the ring trap images, we restrict the region of interest further: an additional mask (Mask 2) removes all pixels in the centre of the image. The radius of this circular region can be adjusted for different ring traps, to always have a radius small enough to lie outside the the ring trap. This circular region in the centre is the "background region" and it is used for background correction when calculating the atom number. For the QP trap images, a rectangular mask enclosing the atoms in the QP cloud is applied, everything outside that rectangle (not counting the region already discarded by Mask 1) is used for background correction. By using these masks, imaging imperfections, such as the circular pattern due to optical imperfections in Figure 4.1 (a), can be excluded from the analysis.

### 4.2 Atom number

One of the most important pieces of information is the atom number, $N$ : it tells us how well we can transfer the atoms into the trap, and we can extract the lifetime, $\tau$, by measuring the atom number as a function of time. The number of atoms in the image is proportional to the optical density (OD), which is stored as the brightness of the absorption image (see Section 3.7), and can be calculated via [60]:

$$
\begin{equation*}
N=\frac{A}{\sigma_{0}} \cdot \sum O D \tag{4.1}
\end{equation*}
$$

where $A$ is the area per pixel and $\sigma_{0}=\frac{3 \lambda^{2}}{2 \pi}$ is the resonant cross-section for a two-level atom [60]. With our imaging system, we have a pixel area of $A=$ (pixel size $/$ magnification $)^{2}=(8 \mu \mathrm{~m} / 0.46)^{2} \approx 3 \times 10^{-10} \mathrm{~m}^{2}$ and a cross-section of $\sigma_{0}=$ $\frac{3 \times(780 \mathrm{~nm})^{2}}{2 \pi} \approx 3 \times 10^{-13} \mathrm{~m}^{2}$ which leaves us with the conversion

$$
\begin{equation*}
N \approx 10^{3} \cdot \sum O D \tag{4.2}
\end{equation*}
$$

for the total number of atoms in the image. The sum of the OD is obtained by adding the brightness of all pixels within the relevant region of the image (within Mask 2) and then background correcting it, using the information from the background region (the average background brightness per background pixel is calculated, scaled by the region of interest and subtracted from the OD).

Although the total atom number is calculated in LabVIEW and can be read off after each shot, most data is post-analysed. This has the advantage of first recording and then analysing large sets of data at once (e.g. for a lifetime measurement). We generally use average images of $5-10$ single shots to improve the signal-to-noise ratio and to obtain the atom number uncertainty from the standard deviation. For measurements where the atom number is important, we also record normalisation data to be able to dismiss obviously faulty data (e.g. due to unlocked lasers) and to check for systematic errors (e.g. increasing atom numbers due to ring heating): for each single data shot, one normalisation shot is taken immediately afterwards. In most cases, an image of the QP trap is used for normalisation, as it provides a stable measurement of the atom number independent of ring trapping parameters.

### 4.3 Lifetime

The lifetime of a trap, $\tau$, is a very important property, which tells us how well we can trap the atoms. The main cause for atom losses are collisions with the background gas, expelling the atom from the trap through momentum kicks and spin-flips, which cause an exponential decay of the measured atom number:

$$
\begin{equation*}
N(t)=N_{1} \exp \left(\frac{-t}{\tau_{1}}\right), \tag{4.3}
\end{equation*}
$$

where $N_{1}$ is the initial atom number and the time constant $\tau_{1}$ is the lifetime of the trap. The background loss rate is expected to be the same for all traps (QP and ring trap) in the same vacuum setup with constant background pressure.

In our ring trap, we have to account for another loss mechanism: the magnetic zeroes move into the outer regions of the ring trap and cause the highest energy atoms to spin-flip, those Majorana losses decrease the atom number further. Because the timescale of Majorana losses is much faster than the timescale of collisional losses, we need a two-part decay for the ring trap atom number when measuring the lifetime:

$$
\begin{equation*}
N(t)=N_{1} \exp \left(\frac{-t}{\tau_{1}}\right)+N_{2} \exp \left(\frac{-t}{\tau_{2}}\right), \tag{4.4}
\end{equation*}
$$

where $N_{1}, N_{2}$ are the atom number scaling factors for the different loss mechanisms, and $\tau_{1}, \tau_{2}$ are their respective lifetimes.

For the QP trap on the other hand, it is the atoms at low energies that are most affected by Majorana losses (compare Section 2.1). The temperature of the atoms in the QP is too high for Majorana losses to be significant, and we find the single exponential decay to be a good fit to extract the lifetime.

### 4.4 Temperature and trap frequency

The temperature and the trap frequency can both be obtained from a time of flight measurement [20, 43, 44], where an image of the cloud is taken for different times of flight, $t_{\text {tof }}$, (the time between being released from the trap and the image) and the width of the cloud is measured. The velocity distribution of the atoms
will lead to expansion of the cloud with time of flight, which is measured as an increase in cloud width, $\sigma$, thereby giving us information about the cloud temperature, $T$. If we assume a harmonic trap potential near the trap bottom, we can also infer the trap frequency, $\omega$, from this measurement.

It is important to mention that we use a time of flight method which makes three assumptions:

1. We assume a Boltzmann distribution of the atoms' velocity.
2. We approximate the potential with a harmonic potential (in 1D):

$$
\begin{equation*}
U=\frac{1}{2} M_{\mathrm{Rb}} \omega^{2} x^{2}, \tag{4.5}
\end{equation*}
$$

to get a Gaussian spatial distribution.
3. We assume a Boltzmann distribution of atoms in the potential (in 1D):

$$
\begin{equation*}
n=n_{0} \exp \left(\frac{-U}{k_{B} T}\right) \tag{4.6}
\end{equation*}
$$

where $n$ is the atom number density, $U$ is the potential, $k_{B}$ is the Boltzmann constant and $T$ is the temperature.

We are aware that these assumptions are not always fulfilled when regarding the ring trap: as discussed previously (Section 2.2.2), we do not have a Boltzmann distribution of velocity in the ring trap once the magnetic zeroes remove atoms with (radially) high velocity without re-thermalisation. This has important implications for the temperature: it means that we can only speak of an effective radial temperature, treating the atom cloud as if it was re-thermalised while being aware that it does not correspond to the actual cloud temperature. The second approximation holds problems as well: the harmonic approximation can be applied for the bottom of the ring trap potential with $B_{z}=0$ (see Section 2.2.1), but is ceases to be appropriate for increasing bias fields, which flatten the bottom of the trap. This will cause problems primarily for the calculation of the trap frequency. Finally, the assumption for the Gaussian radial distribution of atoms in the trap starts to break down for increasing $B_{z}$, making it difficult to fit the
cloud appropriately with Gaussian functions. The reason why we are nevertheless using this method is that the information is easily accessible, and we don't need to know more than what we can gain from it. Additionally, the second generation ring trap will confine atoms in a BEC, which means that the atoms will be $\sim 100$ times colder, and they won't interact with the magnetic zeroes as much, meaning that we don't need to worry about a cut-off velocity distribution. However, even the effective temperature will depend on the position of the magnetic zeroes and therefore on $B_{z}$, and it will provide an interesting parameter when characterising the different ring trap configurations. The temperature analysis also helps us to compare our understanding of the trapping potential from simulations with experimental results.

With the given assumptions, we can measure the cloud's width as a function of time of flight and get the temperature from the expansion. The trap frequency together with the temperature determines the atom cloud's initial width, $\sigma_{0}$, which can be extrapolated from the time of flight data. We have a linear relationship between the square of the cloud width and the square of the time of flight for sufficiently large $t_{\text {tof }}$, from which we can find the slope

$$
\begin{equation*}
\frac{d \sigma^{2}}{d t_{\mathrm{tof}}^{2}}=\frac{k_{B} T}{M_{\mathrm{Rb}}} \tag{4.7}
\end{equation*}
$$

from which the temperature is extracted, and the intersection

$$
\begin{equation*}
\sigma_{0}^{2}=\frac{k_{B} T}{M_{\mathrm{Rb}} \omega^{2}}, \tag{4.8}
\end{equation*}
$$

which gives us the trap frequency (see Appendix C for more details).

Measuring the cloud width The width of the atom cloud is measured by fitting a Gaussian to the atom number profile along one axis, using the Gaussian width, $\sigma$, as the cloud width. To get the 1D-profile, the absorption image is integrated over one axis: for the QP trap the image is integrated over $x$ to get the $y$-profile and calculate $T_{y}$, or integrated over the $y$-axis and the $x$-profile fitted with a Gaussian to get $T_{x}$. For a QP, $T_{x}$ and $T_{y}$ are approximately equal.


Figure 4.2: (a) Example of radial atom distribution at $B_{0}=55 \mathrm{G}, B_{z}=3.4 \mathrm{G}$, for $t_{\text {tof }}=3,5$ and 7 ms with their Gaussian fits and (b) the resulting temperature fit.

Regarding the ring trap, we are interested in the radial and the azimuthal temperatures and in the radial trap frequency (there is no azimuthal confinement). Therefore, the ring trap image can be binned azimuthally or radially, by transforming the image $x-y$-coordinates into a discrete set of polar coordinates (with $N_{\phi}$ triangular sections of width $d \phi$ and $N_{r}$ circular sections of width $d r$ ), so that we obtain radial and azimuthal temperatures and trap frequencies. An example of radial atom distribution with the corresponding Gaussian fits and the resulting temperature fit is shown in Figure 4.2.

### 4.5 Trap geometry

The spatial resolution in $x$ and $y$ of the absorption images allows us to characterise the ring trap in terms of its geometry, namely the radius and the width of the trap. Because the atom distribution is greatly affected by the location of the magnetic zeroes and by the shape of the trapping potential at the trap bottom, the trap geometry changes with $B_{z}$, which pushes the zeroes out and flattens the trap bottom, and by $B_{0}$, which determines the trap strength and the effect of gravitational sag on the atoms. To map out the trap geometry as a function


Figure 4.3: Cloud of atoms falling free under gravity after being released from the QP trap for $\mathrm{t}=10 \mathrm{~ms}(\mathrm{a}), 30 \mathrm{~ms}(\mathrm{~b})$ and 50 ms (c). The atom cloud gets dimmer and finally vanishes from the imaging region for times $\mathrm{t}>80 \mathrm{~ms}$.
of $B_{0}$ and $B_{z}$, the mean trap radius and the trap width are determined from a Gaussian fit to the radial profile of a ring trap absorption image.

### 4.6 Additional information

There are a few additional things to consider when taking ring trap data:

1. We can see a cloud of untrapped atoms fall away within the first 80 ms and we take care to use trapping times long enough $\left(t_{r} \geq 100 \mathrm{~ms}\right)$ such that the image is clear of any of residual falling atoms. Figure 4.3 shows the cloud of atoms after being released from the QP, without switching on the ring trap.
2. To avoid systematic errors of the atom number (due to increasing Rb pressure) we take data in random order and use averages.
3. Because of the changing trap geometry, it is necessary to re-optimise the radial and z-position from which the atoms are loaded into the ring trap, whenever $B_{z}$ is changed.
4. Despite the attempts to clean all optics as well as possible, fringes and spots appear in the images, adding to noise in the atom number calculation. While some of the fringes can be removed by applying a Fourier
transform to the image and deleting selected frequencies, we rely on averages and background correction to minimise the effect of the remaining image disturbances.

## Chapter 5

## Results

In this Chapter I describe how we have successfully created an inductively coupled magnetic ring trap for cold atoms, resulting from the superposition of different magnetic fields: an AC drive field and an induced magnetic field, which create a toroidal magnetic minimum, plus a bias field to offset magnetic zeroes at the potential minimum, which is crucial to avoid Majorana losses. We can shape the geometry of the ring trap with the bias, creating ring traps with different radii, width and trapping properties. A first attempt to apply a tangential bias field creates a semi-circular trap, which is unstable due to a high atom loss rate at the remaining regions of zero magnetic field. We briefly present the properties of the semi-circle in Section 5.1. We then focus on the properties of the stable ring trap for which an axial bias field is applied (perpendicular to the plane of the ring), the results for different traps, making use of the effect of the bias field strength, are presented in Section 5.2.

### 5.1 Tangential bias

Adding a magnetic bias along the plane of the ring offsets the magnetic zeroes in all but two regions, where the vector components of the induced field and the bias field are opposing. This produces two non-adiabatic regions with very low magnetic field at opposite points within the ring potential (along the bias field axis), allowing the atoms to spin-flip and escape. Although the potential


Figure 5.1: Three different traps: (a) semi-circular trap from tangential bias, (b) thin ring from low axial bias and (c) thick ring from high axial bias. The images are cut to the inner diameter of the copper ring.
does not confine the atoms at every point, we can still gain information about the ring trap. We apply a tangential bias $\left|B_{t}\right| \approx 1.1 \mathrm{G}$ to create a semi-circular ring trap, the result is shown in panel (a) of Figure 5.1. Depending on the direction of the magnetic field and the loading position of the atoms we can create the semi-circular trap at different positions within the ring. Here we have applied a magnetic field along the diagonal of the ring and loaded the atoms at the left hand side. An important property of the semi-circle is that the radial temperature is $T_{t}=40 \pm 3 \mu \mathrm{~K}$, the same as the QP temperature within the uncertainties $\left(T_{\mathrm{QP}}=42 \mu \mathrm{~K}\right)$. This implies that neither the ring itself nor the transfer induce heating and the potential is adiabatic, apart from the positions around the magnetic minima. These "holes" make the trap unstable and short lived: the lifetime is 80 ms . Although we might expect a different behaviour of the atom number, (e.g. a linear decay) due to the zeroes, where the atoms could leak out at a different rate, the exponential decay agrees well with the data, see Figure 5.2. In order to study the trap further, we attempt to increase the lifetime by incorporating barriers for the atoms before they reach the trap holes. Using a strong, blue-detuned laser ( 215 mW at 771 nm ) we form two elliptical beams that slice through the atoms, maximising the potential barrier by focussing the beams to a width of $9 \mu \mathrm{~m}$ and a corresponding Rayleigh length of 0.4 mm , while keeping the other axis long enough $(250 \mu \mathrm{~m})$ to go through the whole width of the ring


Figure 5.2: (a) Image of the semi-circular ring trap with tangential bias and dipole barriers. (b) The lifetime of the tangential bias ring trap with and without barriers. The lifetime, $\tau$, is only slightly improved by the barriers.
trap. The barriers are clearly visible as dark stripes enclosing a bright area in Figure 5.2, and we observe a slight increase in atom number, indicating that the barriers do stop atoms from spilling out. But we can also see the (much fainter) tail of atoms that are not stopped by the barriers and that are filling the ring, and we do not have a perfectly sealed trapping region. This agrees with the lifetime we measure (by taking into account only at the atoms in the region enclosed by the barriers): compared to the lifetime of the semi-circle without barrier, the lifetime improves from 80 ms to 130 ms . Even with the barriers this ring is very short lived compared to the lifetime of the QP, and it is not sufficient for looking at inherent features of the ring trap or to use it for atomic physics experiments. We conclude that the dipole barriers do not work as well as we hoped, because the atoms find ways around the barriers due to insufficiently large barriers that do not cover the whole ring width and height (along $y$ and $z$ ). Additionally, the atoms scatter light from the laser and might be expelled from the trap. Hence, we don't have a satisfying way to study the ring trap with a tangential bias any further and continue with characterising the ring trap with axial bias.

### 5.2 Axial bias

We create a stable ring trap with an axial instead of a tangential bias. The axial bias creates a region of non-zero magnetic field at the trap minimum, and we observe that the properties of the trap depend on the strength of the bias field. Under this aspect, we characterise the ring trap with regards to the following:

1. Trap geometry
2. Atom number
3. Lifetime
4. Temperature
5. Trap frequency
6. Dynamics (atom evolution)

The following Sections will present the results for each of the above points. In the experiment, we restrict ourselves to taking data for a magnetic drive field strength of $B_{0}=55 \mathrm{G}$ wherever possible (at the cost of slightly less signal amplitude), to avoid rubidium release from the copper ring due to resistive heating for high induced currents (see Section 3.8.2). For the analysis, we use the methods described in Chapter 4. We find that most trap characteristics are in agreement with our expectations from the calculated magnetic potential in Section 2.2, over the range we can explore them without being limited by signal-to-noise or invalid methods of analysis.

### 5.2.1 Trap geometry

By applying different bias fields $B_{z}$ we change the geometry of the ring trap, which can be clearly seen in the pictures of Figure 5.1: we create a thin trap for low $B_{z}$, which widens when the bias field strength is increased. We also find that the mean trap radius changes with $B_{z}$. The ring trap is therefore tunable over a range of position and width. With our trap, we can tune the radius from 5.3 to 4.3 mm and the width from 0.3 to 0.8 mm (from low to high $B_{z}$ ), see


Figure 5.3: Mean radius (a) and Gaussian width (b) of the ring trap for different $B_{0}$ and $B_{z}$. The trap gets smaller and it widens for increasing bias field.

Figure 5.3. The change in geometry can be explained by two effects: firstly the spatially dependent removal of atoms due to the magnetic zeroes and secondly the shifting and flattening of the trap bottom. The magnetic zeroes affect the spatial distribution of atoms, because the trap is tightest at the bottom of the potential and looser at higher energies (which is shown in the potential simulations), leading to a thin trap when the magnetic zeroes come close to the magnetic minimum for low $B_{z}$. As the magnetic bias field pushes the zeroes out, the trap bottom is lifted, so that the atoms are trapped in a looser potential and the spatial atom distribution becomes wider. Additionally, the trap bottom is flattened, which is reflected in a flatter (non-Gaussian) atom distribution and the trap appears wider. Due to the wine bottle shape of the potential and its steep outer edge, the atom cloud extends more towards the (shallower) centre of the ring, leading to a smaller mean radius. The trap radius and the trap width as a function of $B_{z}$ shown in Figure 5.3 are obtained from the width and the peak position of the Gaussian fits for traps with $B_{0}=55,66,83$ and 110 G . We observe that the trap radius changes linearly: there is one regime with a steep gradient $(-0.2 \mathrm{~mm} / \mathrm{G})$ for weaker traps ( $B_{0}=55$ and 66 G data) or stronger $B_{z}$ (for $B_{0}=83 \mathrm{G}$ ) and one regime with a lower gradient $(-0.08 \mathrm{~mm} / \mathrm{G})$ for stronger traps $\left(B_{0}=83\right.$, low $B_{z}$ and 110 G data), shown as dashed lines for each $B_{0}$ dataset. The gradients
will depend on the exact potential shape and its change as function of position. Additionally, gravity will lead to sagging toward the ring centre, more so for weaker traps. There is no good fit to the trap width as a function of $B_{z}$, but we do see a stronger increase in trap width for weaker traps, which is expected from the looser potential towards the ring centre. Having control over the trap geometry makes it versatile and suitable for different applications. We will show the evolution of the atom cloud in two different geometries in Section 5.2.6.

### 5.2.2 Atom number

The fraction of atoms transferred from the QP trap into the ring trap depends on the mode matching between the two traps and, as we can see from the trap simulations, the trap changes with the two magnetic field parameters that are involved in creating the trap, $B_{0}$ and $B_{z}$. With increasing $B_{z}$ the magnetic zeros are pushed further away from the trap minimum, at the same time the trap becomes flatter and less harmonic. When applying $B_{z}$ above a threshold bias we therefore expect the atom number to increase due to a more adiabatic trap until it reaches a maximum atom number after which the trap becomes too shallow and atoms are increasingly lost. The balance between the two effects is what we see when map out the atom number for $B_{0}$ and $B_{z}$. We measure the atom number after a fixed trapping time of $t_{r}=200 \mathrm{~ms}$ for a given $B_{0}$ while varying the bias field $B_{z}$ from 0.6 to 9.2 G in steps of $\sim 0.6 \mathrm{G}$. We then change $B_{0}$ to get the same curve for different drive fields between 44 G and 110 G (both magnetic fields are limited mainly by heating: coil heating for $B_{z}$ and amplifier heating for $B_{0}$ ). From the recorded atom number, which is shown in Figure 5.4, we observe the following behaviour:

- The atom number approximately follows a Gaussian curve with $B_{z}$, slightly plateauing in the decay.
- For each $B_{0}$ there is a $B_{z}$ that results in maximum atom number. We ascribe this to the minimisation of atom losses due to zero crossings and trap flattening at those magnetic fields, this magnetic field combination produces a trap which is optimum mode matched with the QP trap.


Figure 5.4: Atom number profile as a function of the bias field, for different magnetic AC drive fields. Each curve is fitted with a Gaussian. Error bars are one standard deviation from statistical uncertainties.

- The absolute atom number increases with $B_{0}$.
- The curves for $B_{0}=77 \mathrm{G}$ and 110 G are incomplete and convincing analysis of the Gaussian fits can not be made.

From the above observations we construct a phenomenological model of atom number as a function of the magnetic drive and bias fields. We introduce the parameter $\xi$ :

$$
\begin{equation*}
\xi=\left(B_{0}-c\right) /\left(m \cdot B_{z}\right) \tag{5.1}
\end{equation*}
$$

where $m=5.6$ and $c=26 \mathrm{G}$ are extracted from a linear fit of the bias field $B_{z}$ that results in the maximum atom number for a given $B_{0}$, as shown in Figure 5.5 (a). We find that the normalised atom number, $N / N_{\max }$, scales universally with $\xi$. Figure $5.5(\mathrm{~b})$ shows the normalised atom number as a function of $\xi$, and we can see that the curves for different $B_{0}$ overlap (the curve for $B_{0}=110 \mathrm{G}$ is not included, because it lies outside our accessible range for $B_{z}$ so that we can't get a good fit to the atom number distribution). Where $\xi=1$, the atom number is


Figure 5.5: Constructing the scaling law: (a) the value of the bias, $B_{z}$, that gives the maximum atom number as a function of drive field strength, $B_{0}$. We obtain a linear fit, from which we infer the magnetic field scaling number, $\xi$ (see text). (b) The normalised atom number, $N / N_{\max }$, is plotted as a function of $\xi$ for different $B_{0}$ (see legend). The overlapping curves show the global scaling of atom number with $B_{0}$ and $B_{z}$.
highest, due to the magnetic fields producing optimum mode matching between the QP trap and the ring trap.

While at the moment we trap around $10^{6}$ atoms, a denser cloud and higher magnetic fields could potentially increase the atom number.

### 5.2.3 Lifetime

Due to different loss mechanisms, the atom number in the trap decreases with a two-part decay to which Equation 4.4 is fitted, providing us with the two loss timescales, $\tau_{1}$ and $\tau_{2}$.

To characterise the different ring traps (thin and thick), we record data for $B_{0}=55 \mathrm{G}$ (low $B_{0}$ to avoid copper ring heating) while varying $B_{z}$. The results for $\tau_{1}$ and $\tau_{2}$ are summarised separately in Figure 5.6; we find $\tau_{1}$ to be of the order of 200 ms and $\tau_{2}$ to be around 1.3 s . The slow decay $\left(\tau_{2}\right)$ is of the same order as the QP lifetime and we therefore assume the same loss mechanism, i.e. atoms colliding with the background gas. We do not expect $\tau_{2}$ to change with


Figure 5.6: (a) Short trap lifetime $\tau_{1}$ for $B_{0}=55 \mathrm{G}$ for different values of $B_{z}$. The normalised atom number profile from Figure 5.4 is added to guide the eye and to show a possible connection. (b) Long lifetime $\tau_{2}$ for $B_{0}=55 \mathrm{G}$. The QP lifetime is indicated with the red line, the shaded area is the QP lifetime uncertainty.
the trap configuration, and we find it to be constant within the uncertainties for different $B_{z}$. The short lifetime $\tau_{1}$ on the other hand, which we ascribe to Majorana losses when the atoms encounter the "circle of death", is changing with $B_{z}$, first increasing from 120 ms to around 220 ms , then plateauing and finally dropping to 60 ms for the largest value of $B_{z}$. To gain an understanding of the mechanism behind these fast initial losses, Figure 5.6 shows $\tau_{1}$ with varying $B_{z}$ (normalised to the maximum value of $\tau_{1}$ ), plus the Gaussian curve for the atom number $N\left(B_{z}\right)$ at $B_{0}=55 \mathrm{G}$ (curve from Figure 5.4, also normalised to its maximum value). Although the atom number curve is mainly added as a guide as to where on the magnetic field combination the measurement is taken (i.e. thin or thick ring trap), it is also interesting to see that $\tau_{1}$ roughly follows it. The connection can be explained by making stronger Majorana losses for lower $B_{z}$ responsible for smaller $\tau_{1}$ (the magnetic zeroes spend more time at the position of the atoms), which corresponds to the beginning of the curve. The steep drop of the last measured $\tau_{1}$ - for the highest $B_{z}$ - actually corresponds to a potential already at the limit of trapping atoms in a ring, because it is so flat and shallow. We suspect that the gravitational sag then brings the atoms into the region of
magnetic zeroes. For an ideal, infinitely steep trap that does not flatten with $B_{z}$, we would expect the short lifetime to steadily increase, up to the value of $\tau_{2}$.

The lifetime measurements show that if we find a way to drastically reduce the Majorana losses, our trap is limited by the vacuum lifetime of $\sim 1.3 \mathrm{~s}$ (bearing in mind that any additional loss mechanisms slower than that are not measured with the current setup). One way to reduce Majorana losses is to cool the atoms further. This means that we can expect the lifetime for a BEC in the ring trap to be of the order of $\tau_{2}$.

### 5.2.4 Temperature

As explained in Section 4.4, the radial velocity distribution in the ring trap is affected by the magnetic zeroes crossings, where the highest energy atoms of the thermal distribution are expelled without re-thermalisation of the cloud. The combination of the QP temperature and the Majorana cut-off temperature will result in the effective radial temperature of the ring trap, the results of which are shown in the next Section. The azimuthal temperature on the other is not directly affected by the radial magnetic zeroes, but we cannot exclude a connection between the velocity distributions in $r$ and $\phi$.

### 5.2.4.1 Radial temperature

We have already measured the temperature in the ring without zero-crossings when we applied the tangential bias instead of $B_{z}$, which came out to be the same temperature as the QP (Section 5.1). The Majorana-cut-off changes the temperature drastically, the results are summarised in Table 5.1 and plotted in Figure 5.7. As for the lifetime, we overlay the results with the normalised Gaussian fit to atom number for $B_{0}=55 \mathrm{G}$ from Figure 5.4 for comparison. Unfortunately, we can not measure $T$ for all ring trap configurations: the spatial distribution for thick ring traps is not Gaussian, and no trustworthy fits can be made. While a numerical analysis might be possible using the correlations in [44], it is not scope of this work. For thin to intermediate ring traps, $T$ first increases and then drops with $B_{z}$, so that $T$ has similarities to the atom number curve, but does not follow the curve over $B_{z}$ directly. The rise in $T$ can


Figure 5.7: (a) Radial temperature of the atoms in the ring trap at $B_{0}=55 \mathrm{G}$ as a function of $B_{z}$. The (normalised) Gaussian atom number fit is overlayed for comparison. (b) Temperature fit for azimuthal atom distribution, using the ring trapping time as time of flight. The temperature is observed to be equal to the QP temperature.
be explained from the cut-off temperature for Majorana losses, which would be higher for higher $B_{z}$. A further increase in $B_{z}$ leads to the trap not only becoming flatter but also shallower (the added bias field decreases the trap depth), so that the atoms with the highest energy can escape more easily, therefore bringing the atom temperature down again. Despite finding qualitative agreement with our understanding of the role the bias field plays for the velocity distribution of atoms, we can't put too much faith into the interpretation due to the ambiguous definition of temperature in this non-Maxwell-Boltzmann and non-re-thermalising case.

### 5.2.4.2 Azimuthal temperature

There is no azimuthal confinement in the ring trap, so that we can use the ring trapping time as $t_{\text {tof }}$ and use the lifetime data for analysis. The resulting azimuthal temperature, $T_{\Phi}$, is equal to the QP temperature within the uncertainties for short trapping times, see Figure 5.7, which is in agreement with the assumption that there is no further heating associated with the trap.

| $B_{z}(\mathrm{G})$ | $T(\mu \mathrm{~K})$ | $f(\mathrm{~Hz})$ |
| :--- | :--- | :--- |
| 2.3 | $4 \pm 3$ | $9 \pm 7$ |
| 2.9 | $5 \pm 2$ | $8 \pm 4$ |
| 3.5 | $17 \pm 3$ | $13 \pm 3$ |
| 4.0 | $13 \pm 2$ | $15 \pm 2$ |
| 4.6 | $7 \pm 3$ | $7 \pm 3$ |
| 5.2 | $8 \pm 4$ | $8 \pm 4$ |

Table 5.1: Radial temperature and trap frequency for different ring traps, $B_{0}=$ $55 \mathrm{G}, t_{\text {hold }}=150 \mathrm{~ms}$.

### 5.2.5 Trap frequency

Measuring the trap frequency gives us information about how tightly the atoms are confined in the trap by the potential, i.e. how steep the walls of the trap are. From the ring trap simulations, we expect a radial trap frequency of $\omega_{r} / 2 \pi=$ 16 Hz for a thin ring trap. We obtain the radial trap frequency from the time-of-flight data used for temperature analysis, using Equation 4.8. The results from the time-of-flight method for $B_{0}=55 \mathrm{G}$ with different $B_{z}$ are summarised in Table 5.1. From our understanding of the trapping potential, we expect a lower trap frequency with higher bias, as the bottom of the trap is flattened and the potential minimum is shifted to the less tight regions of the potential. We can't see this behaviour, because of the large uncertainties (especially for thin traps), mainly from the fit for the initial size being not very accurate and from the uncertainty in $T$. This is not surprising, since the trap and atom properties depart from the assumptions for this method (as explained in Section 4.4).

As a result, all we can conclude is that the trap frequency is of the order of 10 Hz . However, this matches our observations of radial oscillations of atoms in a thick ( $B_{0}=83 \mathrm{G}, B_{z}=8.1 \mathrm{G}$ ) ring: the peak position of the atom distribution as a function of time is recorded (shown in Figure 5.8), and radial oscillations with a period of $\sim 100 \mathrm{~ms}$ are observed. If the cause for the radial oscillations is assumed to be the radial trap frequency, this would correspond to $\omega_{r} / 2 \pi=10 \mathrm{~Hz}$. This complies with the idea of atoms being in a flat trap and sloshing radially.


Figure 5.8: Trap frequency analysis: The peak of the radial atom distribution (red being large $r_{0}$ ) is plotted versus angle and time. Dark blue indicates no information. The ring trap is a thick ring with $B_{0}=83 \mathrm{G}, B_{z}=8.1 \mathrm{G}$.

### 5.2.6 Evolution

The cloud of atoms spreads in the ring trap due to its thermal velocity and due to any momentum it gets during the loading process and from the potential when in the trap. Using the lifetime data, we can look at how the atoms evolve after being released into the ring trap and how they fill the ring with increasing trapping time. Two ring trap configurations are shown in Figure 5.9: firstly, the atoms in a thin ring ( $B_{0}=55 \mathrm{G}, B_{z}=2.3 \mathrm{G}$ ) are imaged for trapping times from $t_{r}=0$ (loading) to $t_{r}=150 \mathrm{~ms}$ (a). We observe that the atoms spread evenly in the thin ring trap, and after 150 ms they fill the ring completely. Secondly, the atoms are shown in a "beamsplitter" configuration ( $B_{0}=55 \mathrm{G}, B_{z}=4.6 \mathrm{G}$ ) for trapping times from $t_{r}=0$ (loading) to $t_{r}=350 \mathrm{~ms}(\mathrm{~b})$. This configuration is an extension of the thick ring (large $B_{z}$ ), where the atoms are loaded at the edge of the trap and have enough energy to climb along the sides of the potential hill in the centre of the wine bottle potential. The atom cloud is thereby split into two counter-propagating wavepackets, which focus opposite the loading position


Figure 5.9: Atom evolution at two different trap geometries: (a) thin ring and (b) in a beamsplitter configuration. The trapping times are shown for each ring trap image. The thin ring trap is completely filled after 150 ms , the atoms in the beamsplitter focus opposite the loading position after 150 ms and refocus at the starting point at 300 ms .
after 150 ms and refocus at the starting point at 300 ms , afterwards the atoms fill the ring more evenly. These two ends of the spectrum of the ring trap geometry show how versatile it is. Apart from its application to confine the atoms, atom dynamics as well as trap properties can be explored. Videos of atom evolution in the thin ring trap and in the beamsplitter are available, please refer to the supplementary data in [1].


Figure 5.10: A double ring is visible for some ring traps employing high bias fields, here for (a) the axial bias and (b) the tangential bias.

### 5.2.7 Additional observations

There are two more interesting properties of the ring trap, which we would like to share: one regards the corrugation of the ring, the other regards the trapping of what is possibly a different $m_{F}$-state.

Ring corrugations The atoms in the trap are used as a probe to measure trap corrugation, to confirm that the use of AC instead of DC currents in the trapping field producing conductor leads to a smoother trap. Corrugations in the trapping potential should be visible as dips and hills in the atomic distribution, and the atom distribution as a function of time is analysed for signs of potential roughness. With the atom sample being at $T_{\mathrm{QP}}=42 \mu \mathrm{~K}$, we are limited in the resolution of the corrugation size, which could be circumvented by using colder samples, such as a BEC. For the thin ring trap ( $B_{0}=100 \mathrm{G}$ and $B_{z} \approx 6 \mathrm{G}$, to have good signal strength), no corrugations above $1 \mu \mathrm{~K}$ are found.

Double ring For some traps, especially with strong magnetic bias field, a faint double ring is observed inside the regular ring trap. Two examples are shown in Figure 5.10, one for axial bias and one for tangential bias. We suspect that the
double rings are due to other $m_{F}$-states being trapped in the potential, which experience a different force and hence form at a slightly offset position.

### 5.3 Summary

We have examined the properties for the ring trap for different axial bias field strengths, as well as for a semi-circular trap created using a tangential bias field. Focussing on the axial bias trap, the ring trap geometry and the associated properties depend on the bias field strength. This allows us to tune the radius and the width of the trap within limits, creating either a thin ring trap, a thick ring trap, or even an atomic beamsplitter. We find the lifetime of the trap to have two components: the fast component ( $\sim 200 \mathrm{~ms}$ ) is due to Majorana losses, the slow component ( 1.3 s ) is comparable to the QP lifetime and due to background collisions. We expect that the lifetime will only be vacuum limited for atoms as cold as in a BEC. A bit more difficult is the temperature measurement, because of the non-Boltzmann distribution of velocities, caused by the magnetic zeroes. This will also cease to be a problem if we cool the atoms to a BEC. With the thermal atoms in the ring, the effective temperature is a result of the QP temperature and the Majorana cut-off temperature, and it can be measured over a limited range. Azimuthally, the temperature does not change compared to the QP temperature, and it is $T_{\phi}=T_{Q P}=42 \pm 3 \mu \mathrm{~K}$. We can observe the atom evolution in the trap due to the long lifetime and see the atoms filling the trap. We also use this data for estimating how smooth the ring trap is, and we find no potential corrugations up to the resolution of our technique (limited to $1 \mu \mathrm{~K}$ ). For the second generation experiment, improvements are made from what we learned during the first generation experiment.

## Chapter 6

## The second generation ring experiment

With the first experiment, we have aimed for a proof-of-principle of the ring trap, and the result was very satisfying: despite the fact that we had to deviate from the original proposal in [2] (by using an axial bias instead of a QP field), we were successful in creating and characterising a ring trap for cold atoms. Not only does it agree with our simulations for the ring trap which provides us with support when designing new trap, but we now also have the potential to vary between a narrow ring trap and an atomic beamsplitter. It is now time to base on what we have learned from the first experiment and create the improved, second generation ring experiment. The goal of this is to design the ring trap experiment for atom interferometry with degenerate quantum gases.

### 6.1 Towards Bose-Einstein condensation and atom interferometry in the ring

For the second generation ring trap experiment, the "BEC ring", we have to consider two new aspects: the requirements for the creation of a rubidium BoseEinstein condensate (BEC) and the demands on the ring trap and the optics layout arising from wanting to perform atom interferometry in the ring. The additional tools and techniques necessary, namely an improved version of magnetic


Figure 6.1: Schematic sideview of the main experimental setup: shown is the body of the vacuum chamber, divided into the high pressure side and the low pressure side, which are connected by a differential pumping tube. Atoms are pre-cooled in a 2D MOT on the high pressure side and transferred to the other side, where a 3D MOT is formed. Because the ring is separated from the MOT by a distance of ca. 6 cm , the atoms are transferred magnetically in a QP, for which three sets of coils are used to shift the magnetic minimum. Labelling: 1- QP coils for 2D MOT (blue), 2 - 3D MOT coils (turquoise), 3 - Transport coils (green), 4 - QP coils (red), 5 - AC drive coils (beige). The coil sizes are not to scale.
transport for the ring loading, evaporative cooling for BEC and Kapitza-Dirac scattering to split the atomic wavepacket for interferometry, are accounted for in the experiment. We present the main new features of the experimental setup, followed by a more detailed description of the new techniques. The heart of the experiment is schematically shown in Figure 6.1, a full description of the setup and the step-by-step sequence will follow at a later stage.

A completely new vacuum system was built for the second generation experiment. With the old chamber, we would not have been able to create a BEC due to the high background pressure. To provide the vacuum required for BEC, we build a two-chamber vacuum system: a "high" pressure chamber where a large number of atoms is released from the atomic source and pre-cooled to provide an atomic reservoir in the form of a $2 D \operatorname{MOT}[121]$ and a second chamber that is pumped to a higher vacuum and loaded from the reservoir. The two chambers are connected by the differential pumping tube, which provides a small opening for atom transfer while keeping the pressure at different levels. The low pressure in the second chamber allows us to make the transition from cold rubidium atoms

### 6.1 Towards Bose-Einstein condensation and atom interferometry in the ring

of tens of $\mu \mathrm{K}$ in a trap, to a degenerate quantum gas at hundreds of $n K$. The particular need for the low pressure arises from evaporative cooling (the final cooling stage) which lasts seconds to tens of seconds for the intended method [97]. We achieve the required trap lifetime by reducing the background pressure to minimise background collisions. Although BEC has been created in a single chamber setup [122], the obvious choice for us when designing the new setup was the twochamber system. Once the atoms are transferred from the high pressure to the low pressure side, they are captured in a 3D MOT. As in the first experiment, we are not able to create the MOT in the plane of the ring because the optical access is blocked by the copper ring itself. The MOT position was previously underneath the ring, from where the atoms are transferred in a QP trap into the plane of the ring. In the new experiment, we apply a slightly different solution: the atoms are still moved in a QP with magnetic transport, but instead of shifting them upwards, they are moved sideways to a position fairly far away from the 3D MOT ( $\sim 6 \mathrm{~cm}$ ), using the method realised in [123] (magnetic field calculations follow below). This allows us to create a 3D MOT very close to the opening of the differential pumping tube where the atoms enter the low pressure chamber, it also means that we have better optical access for the cooling beams than at the ring position. The magnetic fields for the magnetic transport are produced by three overlapping sets of QP coils, which are designed to create a magnetic minimum first at the MOT position and smoothly shift it towards the ring position.

Considering atom interferometry, we prepare the setup appropriately, so that the experiment can be taken to the next level in the future. We therefore recall that the atomic wavepacket has to be split coherently to propagate along the two arms of the ring and recombined in the end to produce an interference pattern caused by the phase difference accumulated along the paths. What we need to include in the the setup to prepare for atom interferometry are therefore atomic beamsplitters, for which we use light pulses. The technique we want to use for splitting the cloud is Kapitza-Dirac scattering, as demonstrated in [17]. To enable optical access for the splitting pulse and to focus it on the atoms in the ring, the inner edge of the copper ring is tapered. The copper ring itself is also reduced in size, creating a smaller ring trap, and we change the orientation to be vertical.

### 6.1 Towards Bose-Einstein condensation and atom interferometry in the ring

For atom interferometry, the smaller size of the new ring trap is preferable: the visibility of interference fringes is governed by the fixed spatial coherence of the split atomic wavepacket, which disappears over the duration of the coherence time. From an experiment with condition similar to our own [124] $\left({ }^{87} \mathrm{Rb}\right.$ BEC in a symmetric wave guide with low trap frequency), a coherence time of 72 ms is inferred from fringe visibility.

Before looking at the experimental sequence, we describe the theory behind the three new tools in more detail, starting with magnetic transport, followed by evaporation to create a BEC and Kapitza-Dirac splitting for future atom interferometry experiments in the ring trap.

### 6.1.1 Magnetic transport

We start by loading atoms from a 2D MOT into the 3D MOT, which is positioned near the exit of the differential pumping tube. To transfer the cloud of cold atoms from the 3D MOT position over $\sim 6 \mathrm{~cm}$ to the ring loading position, we transport them magnetically in a QP trap, as explained in [123]. Additionally, we apply a bias field along $y$ towards the end of the transport sequence, to shift the atoms around the ring. The magnetic transport along $x$ works by adjusting the current through several, overlapping coils such that the magnetic minimum is shifted smoothly from the initial to the final position: the QP at the centre of the first coil is shifted to the centre of the second coil by increasing the current in the second coil, at the same time the current in the first coil is decreased. This is repeated for subsequent coils, until the magnetic minimum moves the atoms to their final position. Along the direction of transport, $x$, we want the magnetic field gradient to be constant and the transfer to be smooth, to avoid heating of cloud. It is shown experimentally [123] that heating can be kept small ( $\Delta T \sim 20 \mu \mathrm{~K}$ for a cloud at $T=125 \mu \mathrm{~K}$ ). We use three coils for the transport, which are all centred onto $y=0$ and $z=0$, but displaced along $x$. For better control over the shape of the magnetic field during the transport, the coils are overlapped to the extend that the second coil covers nearly all of the first and the last coil (see Figure 6.1). Because the separation of the top coil pair is increased by the thickness of the lower coils, the coils are wound flat but wide. This reduces the requirement for


Figure 6.2: The magnetic transport: (a) magnetic minimum at different positions during the transport sequence (top to bottom and left to right): first coil centre (initial position), between first coil centre and second coil centre, at second coil centre and at the third coil centre (final position). The centre of each of the three coils in indicated with a black vertical line. (b) The calculated current distribution in the three coils to achieve the transport (coil 1 - red, coil 2 - blue, coil3 - black) and the total current (dashed line). (c) The aspect ratio can not be held constant throughout the transport, but it stays fairly close to 1 .
additional current in the top coils. We now numerically solve for those currents in the coils that shift the magnetic minimum from the starting position to the finishing position. To get a suitable solution for magnetic transport, we add the constraints from [125]:

$$
\begin{equation*}
I_{1} B_{1}(x, 0,0)+I_{2} B_{2}(x, 0,0)+I_{3} B_{3}(x, 0,0)=0 \tag{6.1}
\end{equation*}
$$

which makes sure that the total magnetic field at the minimum is $B=0$, with $B_{1}, B_{2}, B_{3}$ being the magnetic field in Gauss per Amp for each coil and $I_{1}, I_{2}, I_{3}$

### 6.1 Towards Bose-Einstein condensation and atom interferometry in the ring

being the current. To keep the gradient constant, we use [125]:

$$
\begin{equation*}
I_{1} \frac{\mathrm{~d} B_{1}(x, 0,0)}{\mathrm{d} x}+I_{2} \frac{\mathrm{~d} B_{2}(x, 0,0)}{\mathrm{d} x}+I_{3} \frac{\mathrm{~d} B_{3}(x, 0,0)}{\mathrm{d} x}=\text { gradient } . \tag{6.2}
\end{equation*}
$$

Because of the shape of the coil, the radius differs for each turn so that the field is calculated for each turn individually and then added. The resulting magnetic field for different points in the transport sequence is shown in Figure 6.2 (a): at first the magnetic minimum (dark) is located at the centre of coil 1 , then it moves along, until it reaches the centre of coil 2 to reach its final position at the centre of coil 3. At its final position, there is only current in coil 3. The corresponding coil currents are shown in (b), where the shift from one coil to the next (coil 1 - red, coil 2 - blue, coil 3 - black) is visible. The total current is indicated (grey dashes). Finally, (c) shows the calculated aspect ratio:

$$
\begin{equation*}
\frac{\mathrm{d} B / \mathrm{d} x}{\mathrm{~d} B / \mathrm{d} y} . \tag{6.3}
\end{equation*}
$$

We have not put any constraint on the aspect ratio, it nevertheless only varies between 1 and $\sim 0.85$.

At this point, the duration of the transport has to be optimised, by adjusting how fast the current distribution between the coils change and the atoms are shifted in the magnetic minimum. To make the transport smooth, the cloud's velocity, $v$, and acceleration, $a$, are gradually increased following a squared sine curve to their respective maximum values, $v_{\max }$ and $a_{\text {max }}$, until they ramp back to zero. The limits are optimised for minimum heating and for the shortest duration, as long transport times lead to atom loss due to background scattering. With values of $v_{\text {max }}=20 \mathrm{~cm} / \mathrm{s}$ and $a_{\text {max }}=4 \mathrm{~m} / \mathrm{s}^{2}$, the transport duration is less than 400 ms . Figure 6.3 shows the position, velocity and acceleration during the magnetic transport as a function of time. Before the atoms reach the loading position, we have to manoeuvre them around the copper ring, which is done with a bias field along $y$. The field strength is calculated from the QP field gradient and the displacement of the cloud around the ring, the duration is adjusted using the same maximum values and ramps for $v$ and $a$ as for the magnetic transport along $x$.


Figure 6.3: Position, velocity and acceleration during magnetic transport.

### 6.1.2 Evaporative cooling

In atomic physics, evaporative cooling is the final cooling stage to produce a BEC, because the cooling process is not quantised by the photon energy, which fundamentally limits the coldest temperature achievable with radiative cooling methods. A good introduction to the theory of evaporative cooling can be found in [126]. When an atom cloud with a Boltzmann-distribution of velocity is in a trapping potential, we can remove the highest energy atoms by lowering the potential at the edges. Because low energy atoms in the potential will be unaffected and only atoms with enough energy to climb the potential hill can escape, the high energy tail of the Boltzmann-distribution disappears. The atoms then re-thermalise and the Boltzmann-distribution shifts towards lower energies and narrows - cooling is achieved. This step is repeated by lowering the potential further and further, until the transition temperature for BEC is reached, while optimising for atom number (which is decreased) and phase pace density (which increases due to the cooling) at the end of the process, giving the efficiency [126]:

### 6.1 Towards Bose-Einstein condensation and atom interferometry in <br> the ring

$$
\begin{equation*}
\gamma_{\mathrm{tot}}=\frac{\ln \left(P S D^{\prime} / P S D\right)}{\ln \left(N^{\prime} / N\right)}, \tag{6.4}
\end{equation*}
$$

with $P S D$ and $N$ being the initial and $P S D^{\prime}$ and $N^{\prime}$ being the final phase space densities and atom numbers, respectively.

For evaporation to be successful and the re-thermalisation process to take place, it is important to have a large enough ratio of scattering rate for elastic collisions, $1 / \tau_{\mathrm{el}}$, to the rate of inelastic collisions with the background gas, $1 / \tau_{\text {inel }}$. Otherwise all atoms will be lost from the trap due to background collisions [126]. When the "good" (elastic) collisions outweigh the "bad" (inelastic) collisions by a large enough factor, the elastic collision rate starts to increase with time, leading to runaway evaporation. Here, we use a hybrid technique similar to [97], where we transfer the atoms from a QP trap into a dipole trap, to make use the respective advantages: while evaporation in a QP trap leaves us with more atoms than evaporation in a dipole trap, Majorana losses affect the atoms once they are cold enough for a large fraction to spend significant amounts of time at the centre of the trap (we see increasing atom loss during evaporation in the QP from $T<50 \mu \mathrm{~K})$. At that point, the atoms are transferred into the dipole trap, with a reduced QP field still on to increase the scattering rate, and the evaporation to degeneracy is continued.

RF evaporation in the QP trap In a magnetic QP trap, atoms with low kinetic energy are primarily located towards the bottom of the trap, while atoms with high energy "climb up" the potential in regions with higher magnetic fields. High energy atoms therefore experience a different energy shift of their magnetic sub-levels ( $m_{F}$-levels) than atoms with low kinetic energy. This difference in energy shift is exploited by the technique of $R F$ evaporation [62]: an added radio-frequency (RF) signal with frequency $\omega_{\text {RF }}$ couples a trapping and an untrapping $m_{F}$-level of an atom, if the energy difference between the levels is $\omega_{\mathrm{RF}} \hbar=g_{F} \mu_{B} B \Delta m_{F}$. This induces a spin-flip and the atoms are lost from the trap. The frequency of this "RF-knife" is then lowered, and another fraction of high energy atoms is selectively removed from the re-thermalised sample, until the desired temperature is achieved. After that, the dipole trapping lasers are


Figure 6.4: (a) Schematic of the hybrid evaporative cooling inside the copper ring: a QP field and a crossed dipole trap are employed to cool the atoms. (b) A standing light field of two counter-propagating lasers ( $k,-\mathrm{k}$ ) transfers momentum to the atoms in $\mathrm{E}_{g}$ in a two-photon process via the intermediate level $\mathrm{E}_{i}$ (the light is detuned by $\Delta$ ). The two photons indicated put an atom into the $+2 \hbar k$ momentum state (black), but equal distribution into the $-2 \hbar k$ occurs (grey).
switched on, the QP field is relaxed and the atoms are released into the dipole trap.

Evaporation in the dipole trap Due to the attractive potential associated with the red detuning of light compared to an atom's transition, we can use high intensity light to trap atoms in dipole traps (see e.g. [37, 127]). Here, the potential arises from the interaction of the electric field of the light and the induced dipole moment of the atom. The trap depth scales with the intensity divided by the detuning, $I / \Delta$, and to reduce the potential and release atoms at the high energy end of the distribution we decrease the light intensity. In this setup, we use a crossed-dipole trap [128], to confine the atoms axially by overlapping two beams at their focus, with a low gradient QP field for additional confinement and to aid the evaporation process. Figure 6.4 (a) shows a schematic of the hybrid trap inside the copper ring. The trapping light has a large detuning, to reduce heating from photon scattering, as the scattering rate scales with $I / \Delta^{2}$. The intensity of the two beams is ramped down exponentially, and with this technique, we reach the critical temperature and make the transition to BEC.
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### 6.1.3 Atom cloud splitting with Kapitza-Dirac pulses

With the cold atoms loaded at the ring, we have an atomic wavepacket with initial momentum of $p_{0}=0$ at the initial position $x_{0}$. To split the atomic wavepacket, we use light in form of standing waves to act like a grating and diffract the atoms into different momentum states (as first proposed in [129], for more information see e.g. $[50,53])$. A schematic of photon momentum transfer from $p_{0}=0$ to $\left.p=p_{0} \pm 2 \hbar k\right\rangle$ via an intermediate level is shown in Figure 6.4. Here, we plan to use Kapitza-Dirac pulses: a short pulse of two counter-propagating beams transfers atoms via a two-photon absorption process into several momentum states $\mid p_{0} \pm$ $2 n \hbar k\rangle$, where $k$ is the photon momentum and $n$ is the order. Ideally, we want all atoms in $n=1$, so that the cloud splits into two halves with opposing momentum. To have as much control as possible over the population of the different orders, we consider the two-pulse scheme as applied in [17] and explained in [130], with which almost $100 \%$ of atoms where transferred into $\left|p_{0} \pm 2 k \hbar\right\rangle$. For this method, the pulse duration, delay and amplitude are of importance. With the atoms now in a superposition of opposing momentum states, they propagate around the ring. Once the atoms have completed their orbits and are back at the initial position, the pulse sequence is repeated to recombine the wavepackets and to let them interfere. Depending on the phase shift between the wavepackets - which is acummulated along the two arms of the ring - relative to the phase of the beamsplitter, the atoms will end up in either a $\left|p_{0} \pm 2 k \hbar\right\rangle$ state or in $\left|p_{0}\right\rangle$ (if there is no phase shift, then the splitting pulse is just inverted, and all atoms should come to a halt). Finally, the atoms are released from the trap, they spatially separate - due to their different momenta - and can be imaged to measure the population distribution and retreive the phase shift .

With the ring geometry, we can choose between different scenarios for propagation, which are depicted in Figure 6.5:

1. The atoms are loaded at the top of the ring and propagate around, with additional acceleration from gravity, to be recombined at their initial position
2. The atoms are loaded at the bottom of the ring and only propagate by $\sim \pi / 2$, before gravitation pulls them back to their initial position.



(b)


Figure 6.5: Two scenarios for interferometry: (a) the atoms are loaded at the top and split, propagate fully around the ring and are recombined at the initial position to produce interference. (b) the atoms are loaded at the bottom and split, propagate partially up the gravitational hill and return back to their initial position where they are recombined for interference.

The second scenario is a good place to start to test the interferometer, and it is possible to change the loading position later.

### 6.2 Experimental setup for ring trap 2

After introducing the main concepts and additional techniques for the BEC ring, we now discuss the individual elements of the setup and the experimental sequence. We start by describing the double-chamber vacuum system with the high pressure side for the 2D MOT and the low pressure side for the 3D MOT and the ring trap, continue with the magnetic coil properties and finish by going through the important steps of the experimental sequence, where relevant information about setup and experimental parameters is given. For the schematic of the main part of the experiment, please refer to Figure 6.1.


Figure 6.6: The vacuum chamber design (a) and the real chamber (b) with the science cell in the foreground. Later, the science cell is surrounded by different sets of coils.

### 6.2.1 Double-chamber vacuum system

The vacuum system for the second generation ring experiment consists of two cells at different pressures, connected via a differential pumping tube (narrow hole) to allow atoms to be transferred from one side to the other. This way, we can use high rubidium pressures to fill up an atomic reservoir - a 2D MOT where atoms are cooled in two directions and aligned onto the differential pumping tube along the third axis - in order to create a high atom flux for the 3D MOT, while maintaining low pressures for optimum conditions at the ring trap. The ion pumps and the glass cells are attached to a stainless steel body. A schematic as well as an image of the chamber are shown in Figure 6.6. For future reference, the direction along the long horizontal axis of the science cell is labelled $x$, the direction along the short horizontal axis of the science cell is labelled $y$ and the up-down direction is labelled $z$. We now look at the important aspects of the vacuum system.

2D chamber The high pressure part is the 2D chamber, with a homebuilt glass cell housing the 2D MOT and the atomic sources. It is pumped by a $20 \ell / \mathrm{s}$ StarCell pump down to a pressure of initially $10^{-10}$ Torr as measured from
the ion pump current. With increasing rubidium usage, the pressure reading increases up to $\lesssim 10^{-8}$ Torr after several months.

3D chamber The low pressure part is the 3D chamber, with the science cell for the 3D MOT and the ring trap, the high pressure enabling long lifetimes of atoms in the trap by reducing background collisions. It is pumped by a $40 \ell / \mathrm{s}$ StarCell pump, down to below $10^{-10}$ Torr (the pressure is below the sensitivity of the pump reading, which stops at $10^{-10}$ Torr). A non-evaporable getter (NEG) pump is also connected to the 3D chamber to aid in maintaining the vacuum.

Differential pumping tube The differential pressure between the cells is maintained using a differential pumping tube - a hollow tube with a 2 mm opening on the 2D side and a length of 13.5 cm . Over this length, the pre-cooled atoms in the tube will diverge due to their transverse velocity (we expect $\sim 40 \mathrm{mrad}$ divergence for $v_{t} \approx 10 \mathrm{~m} / \mathrm{s}$, compare [121]) and will also drop under gravity. To keep the atoms from hitting the walls, the diameter of the tube is stepwise increased: $d_{\text {diff }}=2,5.6,7.2 \mathrm{~mm}$ for a distance of $4,6,3.5 \mathrm{~cm}$, as shown in Figure 6.7. With this geometry, the tube has a total conductance of $\sim 0.022 \ell / \mathrm{s}$, which should maintain a ratio of $10^{-4}$ between the pressure on the 3D side and the 2 D side.


Figure 6.7: Differential pumping tube with varying hole diameter.

Baking The chamber was assembled and baked, but had to be re-opened due to problems with the dispensers. After opening and re-closing the chamber, the temperature of the chamber was slowly ramped up to around $200^{\circ} \mathrm{C}$ using heating tapes, and the chamber was baked for two days.

Magnetic shielding Once the chamber is baked, the ion pumps are magnetically shielded with $\mu$-metal, which attenuates the stray magnetic fields from the ion pumps in the cell region by a factor of 10 .

### 6.2.2 Glass cells

For optical access during cooling and imaging of the atoms, we have two glass cells in our setup: the 2D cell, in which the 2D MOT is formed, and the science cell for the 3D MOT and the ring trap. The 2D cell is homemade, which is documented in the following Section, and the science cell is bought, but custom made due to its elongated geometry.

Homemade 2D cell The individual glass parts for making the 2D cell are anti-reflection (AR) coated glass plates from SLS Optics. Unlike with blown glass cells, here we can have AR coating on both sides of the cell. Because the glass plates are glued, a lip as wide as the glass plates' thickness is left uncoated on one side (this will be the inside of the cell). The glass plates must be glued at the same time to make sure that edges meet and the cell walls are straight. To hold the glass plates in place during assembling and curing, a jig is used as shown in Figure 6.8. Starting with the front plate of the glass cell placed at the bottom of the jug, we glue on the side plates using an epoxy (EPO-TEK 353ND). Because the glue is very fluid, we use a syringe for better control and to prevent air bubbles in the glue, which can lead to weak joints in the cell. Figure 6.8 shows the assembling process. Once the cell is glued, it is baked to cure at $130^{\circ} \mathrm{C}$ and glued onto a glass-to-metal joint using a second jig. Finally, the completed cell is connected to the vacuum, see Figure 6.8 (c). The completed 2D cell has an outside diameter of 5 cm in $x, y$ and $z$, with a wall thickness of 4 mm .

Science cell Due to its elongated shape, the science cell is custom made by Precision Glass Blowing. It is 10.2 cm long ( 4 inches) and has a square crosssection of 27.5 mm ( 1 inch), with a glass thickness of 1.25 mm , and it houses the copper ring. The outside is AR coated, and the cell comes with a glass-to-metal joint to connect to the vacuum chamber. Before transferring the copper ring


Figure 6.8: Building the glass cell for the 2D MOT: the sides of the cell are glued together with epoxy (a) and then cured at $130^{\circ} \mathrm{C}$ in a homemade supporting metal cage with nylon screws, before the cell is glued to the glass-to-metal joint and then baked. (c) The vacuum chamber with the completed cell.
to its position inside the cell, it is placed in its mount (shown in Figure 6.9) by pushing it into a slot where it is held tightly. The mount itself is made from Macor, which is slightly heat conductive, machinable and can be used in vacuum without outgassing. Using a Teflon shovel attached to a long handle, the mount and the ring are carefully transferred into the glass chamber as shown in Figure 6.9.

### 6.2.3 Atom source

To enable a wide range of possibilities for future experiments, the second generation experiment is equipped not only with a source of Rb to make BEC , but also with isotopically enhanced potassium to make DFG, especially for the application of atom interferometry with fermions. Unfortunately, we experienced difficulties when first implementing the atom source, meaning we had to break vacuum and replace the dispensers. The first assembly included 4 dispensers from


Figure 6.9: The copper ring on the Macor mount (a), which is transferred into the science cell by carefully carrying it inside with a plastic shovel on a handle (b).

Alvatec ( $2 \mathrm{Rb}, 2 \mathrm{~K}$ ), on shortened copper rods as feedthroughs ( 2.5 cm distance from the top of the ceramic insulation to the dispensers). To reduce the overall size of the vacuum part, the stainless steel tags at the dispensers were shortened before attaching them to the feedthrough with copper connectors. This caused the feedthroughs to act as a heatsink for the crucible with the atomic source. This prevented the active material to reach the necessary temperature for atom release, while the metal got glowing hot at other, undesired places (e.g. the metal bends of the dispensers). To be able to see any absorption, much more current was required than recommended by the manufacturer ( 7 A instead of the recommended 3 A ). To avoid complications further into the experiment, e.g. cracking of the insulating ceramic around the metal rods due to heat, the feedthrough and the dispensers were changed. The vacuum design was extended to allow for longer legs of the atomic source and the feedthrough metal rods. Additionally, the metal rod material was exchanged for nickel, which is less heat conductive than copper and should prevent cooling of the dispensers, without sacrificing much electrical conductivity. Images of the two versions of feedthroughs with the dispensers are shown in Figure 6.10: (a) shows the old feedthrough with the dispensers on shortened legs, and (b) shows the improved feedthrough, where the metal rods and legs have only been shortened as much as necessary.

The new feedthrough also comes with eight instead of four metal rods (LewVac FHP5-15N8-40CF), so that the dispenser arrangement is changed and a total of five dispensers are connected: two ${ }^{40} \mathrm{~K}$ dispensers (Alvatec, isotopically enhanced


Figure 6.10: First feedthrough (a): Rb and K dispensers with shortened legs and shortened copper rods. This setup led to extensive heating at the bends of the dispenser metal and should be avoided! Second feedthrough (b): Rb and K dispensers on long nickel rods. The rods were only shortened as much as necessary to connect the dispensers. This setup dispenses atoms at the recommended currents without extensive heating at the bends.
${ }^{40} \mathrm{~K}$, increasing its abundance from $\sim 0.01 \%$ (natural) to $\sim 5 \%$ ) with common ground pin, two ${ }^{87} \mathrm{Rb}$ dispensers (SAES) with common ground pin and one independent ${ }^{87} \mathrm{Rb}$ dispensers (Alvatec). The dispenser arrangement can also be seen in Figure 6.10 (b). After activation, the dispensers are run at 2.8 A during the experiment.

### 6.2.4 Copper ring

The copper ring in the second generation ring experiment has three major differences to ring 1 :

1. It is smaller
2. It is mounted vertically
3. It is not of rectangular cross-section, instead it has a tapered inside edge

The ring has an outer radius of 5 mm , an inner radius of 2 mm and a thickness of 2 mm . Of the 3 mm width, 1 mm is flat and 2 mm are tapered. A schematic of the ring cross-section in shown in Figure 6.11.


Figure 6.11: New ring (ring 2) cross section and dimensions (in mm).
Having a tapered edge means that we can reduce the ring size, while maintaining optical access for the dipole and Kapitza-Dirac beams, which cross in the plane of the ring and come in at an angle. The reduced size and the vertical orientation, on the other hand, mainly stem from considerations for atom interferometry, where the coherence time becomes an important factor: we want the orbital period of the ring trap to be within the coherence time of the BEC. A smaller ring is therefore advantageous, provided we stay in the regime for which the Larmor frequency is larger than the drive frequency, which is important for the adiabaticity of the ring trap. Including gravity, which accelerates the atoms around the ring when it is mounted vertically, we estimate an orbital period of 130 ms .

The ring is calculated to have a DC inductance of $L_{\mathrm{DC}}=6.4 \mathrm{nH}$, with a DC resistance of $R_{\mathrm{DC}}=81 \mu \Omega$. An additional impact of the reduced size of the copper ring is that the drive frequency has to be increased in order to get the desired current in the ring, and we use a drive frequency of $f_{\mathrm{AC}}=50 \mathrm{kHz}$. At this frequency, the inductance is calculated to be $L_{\mathrm{AC}}=5.0 \mathrm{nH}$, the resistance increases to $R=236 \mu \Omega$.

### 6.2.5 Magnetic coils

We need several sets of coils to produce the necessary magnetic fields for 2D MOT, 3D MOT, magnetic transport and ring trap. On the 2D side, we need a cylindrical symmetric quadrupole field for the 2D MOT, for which we use one set of


Figure 6.12: The coils of the second generation experiment: (a) rectangular QP coils plus shim coils for the 2D MOT. (b) The coils for the magnetic transport on the 3 D side, seen from above: the MOT coil (1), the transport coil (2) and the QP coil (3), which is the final position for the QP and is centred on the copper ring.
rectangular QP coils aligned along the $z$ axis, and a second identical set is aligned along the $y$ axis. The coils are made from flat, Kapton coated wire, each coil is 11.4 cm long and 5.5 cm wide and each coil pair has a separation of 9 cm . The gradient is the same in both axes, with $\frac{\mathrm{d} B}{\mathrm{~d} y}=\frac{\mathrm{d} B}{\mathrm{~d} z} \approx 2.4 \mathrm{G} / \mathrm{cm} / \mathrm{A}$. Additional shim coils provide bias fields ( $\sim 2 \mathrm{G} / \mathrm{A}$ ) in all three axes, they are wrapped tightly around the 2D coil holder. The coils are shown in Figure 6.12 (a).

On the 3D side, a more sophisticated housing is needed to hold all seven sets of coils in place. Having one holder for all coils has the advantage that the coils are held in place tightly to keep the magnetic fields constant, and it allows for careful alignment of the coils with respect to each other. It also confines the coils to a restricted space while keeping optical access clear where necessary. Of the three coils for the magnetic transport (compare Figure 6.1), the first set of coils, the MOT coils, are also used to produce the magnetic field for the 3D MOT. The coils are wound from hollow copper pipe. Designed to be as flat as possible, they have only two layers, giving a thickness of $<1 \mathrm{~cm}$. We measure a gradient of $1.57 \mathrm{G} / \mathrm{cm} / \mathrm{A}$ for the MOT coils. The second pair of coils for transport, the transport coils, are on top of the other coils and therefore don't need to be as flat. Hollow copper pipe is also used for these coils, and we achieve gradients of $0.53 \mathrm{G} / \mathrm{cm} / \mathrm{A}$. The final coil pair for the magnetic transport,


Figure 6.13: The 3D side of the chamber with all magnetic coils surrounding the science cell.
the $Q P$ coils, are similar to the MOT coils in design. They provide us with a gradient of $1.21 \mathrm{G} / \mathrm{cm} / \mathrm{A}$, and they provide the final QP field of the magnetic transport, including the QP field during evaporation at the ring loading position. Figure 6.12 (b) shows the magnetic transport coils from above. Parallel to the ring, the AC drive coils are placed in Helmholtz configuration. Unlike in the first experiment, the QP coils and the AC drive coils are orthogonal, so that induced voltage from the AC field in the QP coils will be less of a problem and a QP field can be applied to offset the magnetic zeroes for the ring trap. The AC drive coils are centred on the ring and as close to each other as possible ( $\sim 5 \mathrm{~cm}$ ). The AC drive coils provide a field of $5.8 \mathrm{G} / \mathrm{A}$.

Finally, to cancel stray magnetic fields and to shift the magnetic minimum of the QP during transport and loading, shim coils made from enamelled copper wire surround the science cell. They provide bias fields in all three directions (3.4 G/A, 4.0 G/A and 7.6 G/A along $x(\mathrm{E}-\mathrm{W}), y(\mathrm{~N}-\mathrm{S})$ and $z$ (U-D), respectively), where no difference in field strength was measured between the MOT position and the ring position. A summary of important coil properties can be found in Table 6.1, Figure 6.13 shows the 3D side of the setup with the coils in place, surrounding the science cell.

| Coils | N | $\mathrm{R}(\mathrm{cm})$ | $\mathrm{S}(\mathrm{cm})$ | $\mathrm{d} B / \mathrm{d} z(\mathrm{G} / \mathrm{cm} / \mathrm{A})$ |
| :--- | :--- | :--- | :--- | :--- |
| 2D QP | 45 | $11.4(\mathrm{l}), 5.5(\mathrm{w})$ | 9 | 2.4 |
| 3D MOT | 16 | 2.4 | 5.3 | 1.57 |
| Transport | 20 | 5.5 | 9.6 | 0.53 |
| QP | 20 | 2.7 | 6.8 | 1.21 |
| AC drive | 34 | 1.8 | 4.55 | $5.76 \mathrm{G} / \mathrm{A}$ |

Table 6.1: Important coil properties for the second generation experiment: N is the number of turns, R is the mean radius, S is the separation. The 2D QP coils for the 2D MOT are rectangular with the values for length (l) and width (w) given instead of the mean radius. Because the AC drive coils are not in quadrupole but in Helmholtz configuration, instead of the gradient the magnetic field in G/A is given.

### 6.2.6 Preparing the beams - optical setup

Because we are using the same atomic species, ${ }^{87} \mathrm{Rb}$, and partly the same cooling mechanisms as in the first generation experiment, much of the optical setup to prepare the beams (splitting the beams, shifting the frequencies etc.) stays unchanged. The optical setup is now divided into the 2D MOT and the 3D MOT setup. Additionally, we shine a push beam along the long axis of the 2D MOT, so that the atoms are pushed through the differential pumping tube and into the 3D chamber, for a better atom flux [131]. On the 3D MOT side, we setup the beams needed for cooling, optically pumping and imaging the atoms and the dipole trap beams for evaporation. The Kapitza-Dirac beams are to be overlapped with the dipole beams, to follow the same path and focus at the loading position of the ring. The beams reach the 2D and the 3D side of the setup from the beam preparation optics via fibres, which makes the individual optical setups independent from each other.

For the radiative cooling stages, we need two lasers, which are the same as for the first generation setup: one laser is tuned to the cooling transition, with parts of the light being split off and frequency shifted, to be used for optical pumping, imaging and for the push beam. The second laser is used as a repump laser, to transfer the atoms back into the cooling cycle. As in the previous setup, the different beams are frequency shifted with AOMs. The AOMs are also used for amplitude control, but additionally shutters are put into all crucial beams.


Figure 6.14: The optical setup for the preparation of the beams. The red beam is from the cooling laser, the blue beam is from the repump laser. The numbers at the lenses denote the focal lengths. Beamsplitters are either PBS (blue) or NPBS (green), and waveplates are either $\lambda / 2$ (blue) or $\lambda / 4$ (green).

For the probing, optical pumping and 3D MOT cooling light, we use Uniblitz shutters, while for the repump light and the push beam, we use Sunex shutters (SHT934) with a home-built drive circuit. Because we have two MOTs in this experiment, which are both reached via fibres, we need much more light than in the old experiment, and the power from the ECDL alone ( 50 mW ) is not enough. We therefore amplify the cooling light, before it is divided into the 2D and 3D beams, using a tapered amplifier (TA) from New Focus (TA-7600). With an input power of $\sim 16 \mathrm{~mW}$, we saturate at an output power of $\sim 470 \mathrm{~mW}$, which is sufficient to supply the 2D MOT and the 3D MOT with cooling light. An overview of the beam preparation optics layout is shown in Figure 6.14, and the optical setup around the chamber for the 2D and the 3D MOT side is shown in Figure 6.15.

Imaging and optical pumping As before, we use atom absorption imaging. To be able to image the atoms in the vertical ring, we now image along the $y$-axis. The imaging transition is the $\sigma^{+}$state $\left(\left|F=2, m_{F}=2\right\rangle \rightarrow\left|F^{\prime}=3, m_{F}=3\right\rangle\right)$, with a bias field being applied along $y\left(B_{y}=5 \mathrm{G}\right.$, the probe beam detuning is adjusted to be resonant). The probe light, together with the OP light, reaches
the 3D side through a fibre with a power of $P_{\text {probe }}=66 \mu \mathrm{~W}$ and $P_{O P}=210 \mu \mathrm{~W}$, respectively. There are then two points of interest for us: the 3D MOT position and the ring position. The probe light (together with the OP light) is therefore split so that images at both regions can be taken, see Figure 6.15 for a schematic of the imaging and OP beam path.

### 6.2.7 Experimental sequence

The experimental sequence is similar to the first generation experiment. Due to the design of the chamber, several extra steps have to be added, such as creation of the 2D MOT, from which the 3D MOT is loaded, and the magnetic transport. For BEC creation, we additionally need evaporation as an extra cooling stage to reach degeneracy. The sequence is then:

1. 2 D MOT
2. 3D MOT loading from 2D MOT
3. Molasses
4. OP
5. Loading the QP trap and ramping up the magnetic field gradient
6. Magnetic transport in $x$ and $y$, then QP trap at ring loading position
7. AC drive field to create ring trap and loading

Additionally, we evaporative cool the atoms for the creation of BEC. We now look at the different steps in the sequence separately.

### 6.2.7.1 Step 1-2D MOT

In the first experimental stage, a 2D MOT provides a cold atom reservoir from which the 3 MOT is loaded, which was first proposed by [121], a good characterisation can also be found in [131]. A 2D MOT cools and traps the atoms in the same way as a 3D MOT in two dimensions, but there is no confinement and no direct cooling along the third dimension, the $x$-axis. The free axis is aligned


Figure 6.15: Optical setup around the 2D MOT cell and the science cell: the 2D MOT cell is on the left, with the horizontal 2D MOT beams shown. The 3D MOT beams are on the right hand side, to create the MOT inside the science cell, where the 3D MOT beams cross. Also shown are the dipole trap beams (from fibre laser, bottom right), which are crossed inside the copper ring in the science cell. The imaging and OP beam is indicated in transparent red.
with the differential pumping tube to the 3D chamber, so that cold atoms can transfer through. For an increased flux, a push beam aligned along the centre of the tube gives the atoms additional momentum to pass through the tube to the other side [131]. To maximise the time the atoms spend inside the cooling region of the 2D MOT, its volume is increased by using big, elliptical beams and a cylindrically shaped magnetic potential from rectangular quadrupole coils. The geometry is therefore extended to be elongated along the unconfined axis to maximise the cooling, from the open ends the atoms can directly transfer through the differential pumping tube into the 3D chamber. To create the elongated magnetic quadrupole field, two pairs of rectangular coils as described in Section 6.2.5 are used, with current from an Agilent power supply (HP6621A). By looking at the
loading rate of the 3D MOT, the alignment of the magnetic minimum along the centre of the differential pumping tube is optimised, for which we use the shim coils.

The light for the elongated cooling volume of the 2D MOT comes from two elliptically expanded, counter-propagating beams. For a schematic of the (horizontal) beam path, see Figure 6.15. To start with, the light enters the 2D setup from a fibre, the beam contains cooling and repump light, with 52 mW of cooling light and 5.5 mW of repump light. Here, the beam is expanded by nearly a factor of 10 to a beam waist of 6.8 mm . To provide cooling along $z$, a vertical beam is split off with a PBS. The horizontal and the vertical beam are then guided towards the entry faces of the cell. Before they reach the cell the beams are expanded with a cylindrical telescope ( $f_{1}=-30 \mathrm{~mm}, f_{2}=100 \mathrm{~mm}$ ), to give collimated, elliptical beams with a beam waist of 22 mm along the long axis $(x)$ at the position of the 2D MOT. The beam is reflected after it passes the cell, for which we build a cat-eye configuration: directly after leaving the 2D cell, the light is focussed by a cylindrical lens $\left(f_{3}=75 \mathrm{~mm}\right)$ onto a mirror, which reflects the beam back to the cell. A $\lambda / 4$ waveplate is placed in front of the mirror, which is double-passed to change the polarisation of the light (as for the 3D retro MOT in the first experiment). An image of the 2D MOT is shown in Figure 6.16 (a).

Due to the large separation between 2D and 3D MOT combined with the relatively short 2D MOT cooling region, there is an large divergence in the 2D atom beam, which makes flux measurements with a probe beam (as done in [131]) challenging. Instead, we use the 3D MOT loading rate to optimise the 2D MOT parameters. We find the best 3D MOT loading rate for a 2 D gradient of $\mathrm{d} B / \mathrm{d} z=$ $18 \mathrm{G} / \mathrm{cm}$, with a cooling light detuning of $\Delta_{2 \mathrm{D}}=-14 \mathrm{MHz}$. Additionally to the 2D MOT light, the push beam is implemented on the 2D side, to push the atoms through the centre of the differential tube and increase the flux. It is optimised to have a detuning of $\Delta_{\text {push }}=-5 \mathrm{MHz}$ and a power of $P_{\text {push }}=500 \mu \mathrm{~W}$.

### 6.2.7.2 Step 2-3D MOT

The quadrupole field is produced by the MOT coils, described in section 6.2.5, the current comes from a second Agilent power supply (N8733A). Shim coils provide

### 6.2 Experimental setup for ring trap 2



Figure 6.16: Fluorescence image of the cylindrical 2D MOT with the differential pumping tube with its aperture in the background (a). Fluorescence image of the 3D MOT in the science cell, with the ring at the other end of the cell (b), image with kind permission from G. Fleming, copyright University of Strathclyde.
local as well as external control over bias fields to cancel out stray magnetic fields. On the 3D side of the optics setup, the cooling and the repump light exits the fibre with a power of 75 mW and 4.5 mW , respectively. The beams are expanded directly after the output to have a $1 / e^{2}$-waist of 9.8 mm . In contrast to the first generation setup, we do not use a retro-MOT. Instead, we split the the light into six separate beams, which allows for better intensity balance. The four horizontal and two vertical beams are overlapped at the centre of the MOT coils, Figure 6.15 shows a schematic of the horizontal beam path. An image of the 3D MOT in the science cell, where the distance to the copper ring is visible, is displayed in Figure 6.16 (b).

In a saturated MOT, we can capture over $3 \times 10^{9}$ atoms. An example fill curve is shown in Figure 6.17, with a saturation time of 3.9 s and a lifetime of 11.2 s . After optimisation, we have a MOT lifetime of $\sim 20 \mathrm{~s}$, which is in agreement with $<10^{-10}$ Torr background pressure (compare [132]). In the experiment, we saturate the atom number loaded in the QP trap, before we reach saturation of the MOT. We therefore don't fill the MOT completely, typically we load the MOT with $N \approx 9 \times 10^{8}$ atoms. We find an optimised cooling light detuning at -14 MHz , and we measure a MOT temperature of $230 \mu \mathrm{~K}$. With an atom density of $5.5 \times 10^{10} \mathrm{~cm}^{-3}$ (calculated from the atom number divided by the volume of an ellipsoid obtained from Gaussian fits to the absorption image), the phase space


Figure 6.17: 3D MOT loading curve (a) and MOT decay (b). The atom number is calculated from the fluorescence, which is captured on a photodiode. The fill time ( $\tau_{\text {fill }}=3.9 \mathrm{~s}$ ) and the lifetime ( $\tau=11.2 \mathrm{~s}$ ) are indicated with grey dashed lines. An optimised MOT has a lifetime of $\sim 20 \mathrm{~s}$.
density (PSD) of the cloud during the MOT stage is estimated to be $1 \times 10^{-7}$ (for transition to degeneracy, the PSD needs to be $\sim 2.6$ ).

### 6.2.7.3 Step 3 - Optical molasses

The molasses phase cools the atoms to $\sim 10 \mu \mathrm{~K}$. For this step, the intensity is decreased and the light is far detuned, for a colder sample. To investigate the cooling time during optical molasses further, we measure the cloud temperature as a function of molasses duration, $\Delta t_{\text {Molasses }}$. The results are shown in Figure 6.18 (a). We additionally compare two different ways to set the duration with which the detuning is linearly ramped from the MOT value ( $\Delta=-14 \mathrm{MHz}$ ) to the molasses value $(\Delta=-60 \mathrm{MHz}), \Delta t_{\text {Det. }}$ :

1. Duration of detuning ramp is fixed, $\Delta t_{\text {Det. }}=10 \mathrm{~ms}$, and only the molasses time is changed
2. Duration of detuning ramp is changed with molasses time, $\Delta t_{\text {Det. }}=\Delta t_{\text {Moll }}$. The results show that to achieve maximum cooling ( $8 \mu \mathrm{~K}$ ), a minimum time of 6 ms is necessary. It also does not make much difference whether the detuning


Figure 6.18: The molasses duration, $\Delta t_{\text {Molasses }}$, is varied to find the minimum duration necessary for the maximum cooling (a). The lowest temperature we obtain in the molasses phase is $T_{x}=T_{y}=8 \pm 2 \mu \mathrm{~K}$ (shown here is only the temperature $\left.T_{x}\right)$. With a detuning of -60 MHz , the minimum duration is $t_{\text {Molasses }}=6 \mathrm{~ms}$, regardless whether the detuning ramp duration is fixed (blue) or variable (purple). The optical pumping power necessary to maximise the atom number depends on the OP duration (b). For durations of 5 ms (orange), 3 ms (blue) and 1.5 ms (purple), the atom number is plotted over OP beam power. The atom number increases by a factor of 3 , and we note that longer times need less OP power, but heat the atoms.
ramp is fixed, or whether its duration varies with the molasses timing. We therefore decide on a changing detuning ramp and set the molasses duration to 6 ms . We also observe that with all magnetic fields cancelled, we are able to directly load atoms from the 2D MOT into the molasses.

### 6.2.7.4 Step 4 - Optical pumping

We want to magnetically trap the atoms, and to populate the trappable $\left|F=2, m_{F}=+2\right\rangle$ state, we use the same optical pumping (OP) scheme as in the first experiment ( $\sigma^{+}$light resonant to $|F=2\rangle \rightarrow\left|F^{\prime}=2\right\rangle$ ).

A small $y$ bias of 1 G is applied to define a quantisation axis for the $\sigma^{+}$ polarisation, it is ramped down linearly during the first 1 ms of the QP phase. The atom number as a function of the OP duration and the OP beam power is
shown in Figure 6.18 (b). We can increase the atom number by a factor of $\sim 3$. Although a short OP duration needs slightly more OP power, long OP causes cloud heating (up to $200 \mu \mathrm{~K}$ for $\Delta t_{\mathrm{OP}}=5 \mathrm{~ms}$ and $P_{\mathrm{OP}}=66 \mu \mathrm{~W}$ when measured in the QP), so much that it even changes the cloud shape. This heating could be an effect of unwanted transitions being driven, or of the unbalanced beam from one direction. We therefore implement OP over a duration of $\Delta t_{\mathrm{OP}}=0.5 \mathrm{~ms}$ with $P_{\mathrm{OP}}=18 \mu \mathrm{~W}$. Having some (more than $\approx 0.3 \mathrm{~mW}$ ) repump light on during the OP phase increases the atom number slightly, and we keep the power at half of that used during the MOT phase. After the OP, the temperature of the cloud before being captured in the QP trap, is measured to be $T=20 \mu \mathrm{~K}$, which is hotter than the molasses temperature. However, this does not lead to any noticeable difference in temperature for atoms in the QP trap.

### 6.2.7.5 Step 5 - Loading the QP trap and ramping the magnetic field gradient

With the atoms optically cooled and pumped into the trapping state, the light is now switched off and the atoms are trapped in a magnetic QP. The field is produced by the MOT coils with an increased field gradient. Because the field has been off during molasses and OP, it needs to be turned on rapidly from zero, which is described below. The overlap and mode matching determines our capture efficiency, we can capture $\sim 60 \%$ of the atoms in the MOT. The lifetime in the QP is measured to be $\approx 20 \mathrm{~s}$, limited by background pressure. We find it to be the same at the position of the MOT coils and at the position of the QP coils, after transport.

Heating and sloshing after loading the QP How well the centres of MOT, molasses and QP trap overlap can be estimated by looking at the sloshing and breathing of the atomic cloud after the transfer, e.g. from the molasses into the QP trap. The molasses centre is the same as the MOT centre, with a small shift due to gravity.

For a better measure of the size and shape of the cloud, which is necessary to study the sloshing and breathing, the atomic cloud can be imaged with high detuning ( 20 MHz ). We image the atoms in the QP in steps of few ms, directly


Figure 6.19: Sloshing and breathing of atomic cloud after the transfer from the molasses into the QP trap: (a) sloshing and breathing in $x$, (b) sloshing and and breathing in $z$. The frequency for the sloshing and breathing in $z$ is twice of the frequency in $x$ due to the QP magnetic field gradient, which is twice as strong in $z$ as in $x$.
after the transfer from the molasses. This shows the oscillations of the atomic cloud's centre of mass (C.O.M.) position and of its width, $\sigma$, in the $x$ and $z$ direction. Oscillations of the C.O.M. position are "sloshing" and oscillations of the cloud's width are "breathing" modes. Both are damped oscillations and can be fitted with an exponentially damped cosine, with frequencies in the region of tens of Hz that die off after tens to hundreds of ms. An example of the sloshing and breathing of an atomic cloud after being loaded from the molasses into the QP trap is shown in Figure 6.19. The frequencies for the sloshing and breathing in $z(48 \mathrm{~Hz}$ and 102 Hz , respectively) are approximately twice of the frequencies in $x(23 \mathrm{~Hz}$ and 51 Hz , respectively) due to the QP magnetic field gradient, which is twice as strong in $z$ as in $x$.

Although sloshing and position shifting can be minimised by optimising the matching between the MOT and QP centres in the $z$ and $x$ direction, we are blind to the sloshing in $y$ direction due to our imaging plane. Neither the increase


Figure 6.20: Images of a distorted cloud of atoms in the QP trap. Panel (a) shows a very hot cloud of atoms after long OP duration, while (b) and (c) show examples of different ramping duration and shape when switching on the QP field after the molasses (without OP). This slow ramping of the magnetic field gradient may have left the atoms in different magnetic sub-levels, leading to atoms being expelled from the trap.
in atom number nor the temperature are sufficiently accurate to optimise the $y$ direction, so it is left unchanged (we do observe atom loss when creating a large displacement using strong $y$-bias of several Gauss, which indicates a large displacement of the two magnetic trap minima).

Ramping the magnetic field gradient Our first approach to switching the magnetic field on after the molasses/OP phase was to snap the magnetic gradient to the MOT values and then apply a slow ramping process, to be as adiabatic as possible. But after trying different ramps (different ramping functions, times and final gradients), we were always left with a distorted cloud, showing signs of splitting and expulsion out of the QP trap. Examples of those distorted clouds are shown in Figure 6.20. We suspect the splitting to be due to different $m_{F^{-}}$ states, which would experience different forces from the magnetic field and could be accelerated out of the magnetic trap.

In the end, an instantaneous switch-on is the best solution and leaves us with the roundest cloud of atoms in the QP trap (this matches ramping times used in [133]). To optimise our switching and make it as fast as possible, we have to circumvent the time-delay caused by the FET control-circuit, by sending a


Figure 6.21: (a) The temperature of the atoms in the QP trap varies linearly with the QP gradient. The yellow square marks the temperature of the cloud after OP, before the QP. (b) Layout of the current control in the coils: the MOT coils (1), transport coils (2) and QP coils (3) are run in parallel, with individual FET control circuits and current probes.
short large voltage spike (equivalent to demanding 300 A from the circuit). We then change the voltage to match the current we actually want, e.g. 100 A . The timing is adjusted to produce the smoothest curve with the smallest ringing, which reduces the switch-on time for a current of $100 \mathrm{~A}(\mathrm{~d} B / \mathrm{d} z=157 \mathrm{G} / \mathrm{cm})$ from 4 ms to 0.5 ms . In contrast to previously thought, the fast switching does not introduce additional heating: the temperature only depends on the magnetic gradient and not on the duration of the switching (over the range 0.5 ms to 4 ms ). The increase of temperature with magnetic field gradient is shown in Figure 6.21 (a). Over this range, it can be fitted linearly. Indicated is also the measured temperature after the OP, before the QP field is switched on, which matches the fit very well. We ramp the magnetic field gradient to a final value of $\frac{d B}{d z}=100 \mathrm{G} / \mathrm{cm}$ to prepare for magnetic transport.

### 6.2.7.6 Step 6 - Magnetic transport

From the starting position (MOT coils centre), the atoms in the QP trap are moved along $x$ to the position of the ring (QP coils centre). The magnetic trans-
port is realised using three overlapping sets of coils (MOT coils, transport coils and QP coils) in quadrupole configuration to shift the magnetic minimum by changing the current distribution in the coils, as described in Section 6.1.

Current control All coils for the magnetic transport (MOT coils, transport coils and QP coils) are run in parallel off the same power supply (Agilent N8733A). The current in each coil pair is controlled via a FET circuit, similar to the one used for the MOT coils in the first generation experiment, a schematic of the layout is shown in Figure 6.21 (b). A bank of five FETs in parallel is used for each coil pair to be able to cope with the large power drops. These occur during the magnetic transport at times when the current is at a low point but the voltage is high. The FETs fail at a total power of $P \geq 1.8 \mathrm{~kW}$, and those power peaks have to be avoided during the current sequence. As a result, the voltage is regulated together with the current, reducing it enough to remove unnecessary power dissipation while sustaining the required current at each point during the magnetic transport sequence. Due to the high currents ( $>200 \mathrm{~A}$ ), the hollow, water cooled copper tube sense resistors from the first experiment feedback circuit heat up and are therefore replaced with Hall sensors (Honeywell CSNM).

Water cooling The 3D MOT coils and the transport coils are cooled by the chilled circulating water which is supplying to the labs. The QP coils, on the other hand, carry high currents for long durations (tens of seconds), and the cooling circuit water pressure is insufficient to provide the required cooling for the QP coils. Cooling is installed by using refurbished dye-circulaters for enhanced water pressure. The water from the dye circulator for the QP coils is actively cooled by running the return water through a homebuilt heat exchanger.

Realisation As the current distribution shifts from MOT coil to transport coil to QP coil, the moving magnetic field accelerates the atoms and transfers them from the MOT position to the ring position where they come to a halt. The transport sequence is calculated to provide a constant magnetic field gradient, $\frac{\mathrm{d} B}{\mathrm{~d} z}=100 \mathrm{G} / \mathrm{cm}$, and to keep acceleration smooth (see Figures 6.2). Setting maximum values for velocity and acceleration determines the current amplitude


Figure 6.22: Comparison of theoretical and measured current in the MOT coils (blue), transport coils (green) and QP coils (red). The theoretical curves (dark) are overlayed with the measurements (bright). The residuals $I_{\text {exp }}-I_{\text {th }}$ are shown, which have a maximum of $<6 \mathrm{~A}$.
in the coils with transport time and the total duration of the magnetic transport (compare Figure 6.3). When comparing how well the current follows those calculations, by monitoring the Hall sensors, we find that it matches well (residuals are within $\pm 6$ A). Figure 6.22 shows the calculated and the measured current for all coils, together with the residuals.

Before moving the atoms the whole distance to the ring, the magnetic transport is first tested by imaging the cloud at the MOT position: the magnetic fields are set to shift the atoms over a short distance (several mm) and then return the cloud to the initial position. To find the exact ring position, we move the atoms by a distance $\Delta x$ and look at the returning atom cloud. We keep about $80 \%$ of the atoms ( $8 \times 10^{7}$ out of $1.1 \times 10^{8}$ atoms), until we hit the ring at $x=62 \mathrm{~mm}$ and all atoms are lost. At that point, a movement in $y$ around the ring is implemented using a $y$ bias field from the 3D shim coils. We redirect the atoms such that they
are about $2 \sigma(\sim 2 \mathrm{~mm})$ away from the ring in $y$, before they reach the edge of the ring in $x$. Once this is implemented, a camera confirms the successful manoeuvre around the ring. The $y$ bias is then reduced and the atoms follow the magnetic field minimum to the centre of the ring. After the transport the temperature is measured to be $\sim 140 \mu \mathrm{~K}$ (before transport: $T \approx 100 \mu \mathrm{~K}$ ), and the tuning of $v_{\text {max }} \mathrm{cm} / \mathrm{s}$ and $a_{\text {max }} \mathrm{m} / \mathrm{s}^{2}$ ) is not critical. We therefore decide on a comparably fast transport, with $v_{\max }=20 \mathrm{~cm} / \mathrm{s}$ and $a_{\max }=4 \mathrm{~m} / \mathrm{s}^{2}$, so that atom loss due to background scattering can be minimised, resulting in a transport duration of $<400 \mathrm{~ms}$. After the transport, the QP trap is prepared for transferring the atoms into the ring trap. The gradient is increased to $\sim 200 \mathrm{G} / \mathrm{cm}$, thereby reducing the cloud's size. The atom cloud centre is positioned onto the ring trap using the $x$ and $z$ bias fields.

### 6.2.7.7 Step 7 - AC drive field and ring trap

The AC drive coils are aligned co-axially with the copper ring in a Helmholtz configuration to provide the magnetic field needed to create the ring trap. With the ring now mounted vertically, the AC coils are perpendicular to the QP coils, which reduces the EMF from the AC field in the QP coils. Due to the new geometry of the ring, we require a higher drive frequency of $\sim 50 \mathrm{kHz}$. We use the audio amplifier from the first generation setup (Behringer Eurorack EP1500) to drive the AC field. The amplifier is designed to deliver up to 600 W into a $2 \Omega$ load. We therefore have to tune the resonant circuit (refer to Figure 3.6 for a diagram) to match the required drive frequency and the output load. We change the capacitors to have $C=247 \mathrm{nF}$, with which a resonant frequency of $f_{0}=44.7 \mathrm{kHz}$ is achieved, and the resistors on the bank are adjusted to $R=0.53 \Omega$, which in combination with the other components of the circuit gives a total resistance of $R_{\text {load }}=1.96 \Omega$.

To adjust the resonant circuit, the resonant frequency is obtained from the impedance, $Z$, as a function of frequency $f=\omega / 2 \pi$ ( $f$ is changed at the function generator ( FG )):

$$
\begin{equation*}
|Z|=\left|R+i\left(\omega L-\frac{1}{\omega C}\right)\right| \tag{6.5}
\end{equation*}
$$



Figure 6.23: The impedance is measured as a function of drive frequency, and the values for $L$ and $C$ are extracted by fitting Equation 6.5. The resonance frequency is then $f_{0}=\frac{1}{2 \pi \sqrt{L C}}=44.7 \mathrm{kHz}$.

For $f=f_{0}$, the impedance is at its minimum. At each frequency, $Z$ is calculated from $Z=V_{s} / I$, with the current $I=V_{R} / R$, where $V_{R}$ is the voltage across the resistors and $R=0.53 \Omega$, and with the source voltage $V_{s}$, which is measured after the amplifier (FG voltage is constant for all measurements). The impedance curve for the optimised circuit is shown in Figure 6.23. From the fit of Equation 6.5 to the data, we extract $L_{\mathrm{fit}}=51.5 \mu \mathrm{H}$ and $C_{\text {fit }}=246.6 \mathrm{nF}$ (close match to the actual value for $C$ ), and the resonant frequency is calculated as $f_{0}=\frac{1}{2 \pi \sqrt{L C}}=44.7 \mathrm{kHz}$. The final resonant circuit has a $Q$ of 7.4 , corresponding to a frequency bandwidth of $\Delta f \approx 6 \mathrm{kHz}$.

With an output power of up to 600 W , the audio amplifier and the resistor bank must be water cooled (see Figure 3.7). To test the power across the components, we increase the input voltage from the function generator. Just before the internal overload protection causes clipping of the signal, we measure the the total power to be 519 W (from the measured current and the source voltage), of which 384 W is in the coils. This sets the limit for the
available current in the coils. At this point, the current has an amplitude of $I_{\mathrm{pk}}=22.78 \mathrm{~A}$, we therefore have a maximum magnetic field from the AC drive coils of $B_{\max }=5.76 \mathrm{G} / \mathrm{A} \times 22.78 \mathrm{~A} \approx 130 \mathrm{G}$. The best harmonic performance is achieved, when using the amplifier at full gain $(+32 \mathrm{~dB})$ and attenuating the frequency input.

Ring trap Once the atoms in the QP trap are shifted to the ring trap position, we switch on the AC drive field with an amplitude of $B_{0}=130 \mathrm{G}$, while the QP field gradient is reduced to $10 \mathrm{G} / \mathrm{cm}$, to provide the magnetic zero offset field. Figure 6.24 (a) shows the ring trap loaded at the top. The atoms fill the ring completely within 30 ms ; the trap has a radius of $\sim 1.8 \mathrm{~mm}$. Loaded at the bottom, which is shown in Figure 6.24 (b), the atoms start to spread around the ring, but gravity pulls the atoms back and they refocus at the loading position. Both of these configurations are suitable for atom interferometry, as shown in Figure 6.5, which can be explored in future experiments with the ring trap.

### 6.2.7.8 Additional step: evaporation and creation of a BEC

The results in this Section are very recent - I am happy to say that the BEC has been created just in time before concluding the work on this thesis. This means that this Section does not include an extensive characterisation of the BEC.

We have successfully loaded cold, but thermal atoms into the vertical ring trap. In order to use the ring for interferometry with BEC, we need to implement the final cooling stage before loading the atoms into the ring trap. Cooling to degeneracy is accomplished by evaporative cooling in a hybrid trap, as described in Section 6.1.2. In this two-part process, RF-evaporation in a magnetic trap reduces the temperature until Majorana losses become important. Then the atoms are transferred into a crossed dipole trap, in which they are further evaporated by lowering the trapping potential, for which the intensity of the dipole beams is reduced.

For the RF-signal, a small coil ( $1 \mathrm{turn}, r=2.5 \mathrm{~cm}$ ) is placed close to the atoms. With an Agilent function generator (33522A), the frequency of the RF signal is ramped exponentially from $f_{i}=25 \mathrm{MHz}$ to $f_{f}=4.5 \mathrm{MHz}$, over the duration $t_{\text {evap. }}=5 \mathrm{~s}$, thereby spin flipping the most energetic atoms out of the


Figure 6.24: Cold atoms in the vertical ring trap. (a) When loading at the top, we can see the atoms filling the ring completely after 30 ms (b) Loading at the bottom leads to spread around the ring, until gravity causes the cloud to re-focus at the starting position.


Figure 6.25: RF-evaporation characteristics: (a) the atom number decreases as a result of the final RF frequency, $f_{f}$. After RF-evaporation, the cloud temperature is low enough that Majorana losses become significant, and the lifetime of the QP trap decreases from 20 s to 1.7 s .

QP trap. To achieve a good elastic collision rate for re-thermalisation, the QP is tightened to $200 \mathrm{G} / \mathrm{cm}$ before the evaporation.

At the start of the process, the atoms have a temperature of $240 \mu \mathrm{~K}$ in the QP, with a PSD of the order of $10^{-8}$. At the end of the RF-evaporation, the temperature is $40 \mu \mathrm{~K}$, with a PSD of $\sim 10^{-5}$. Depending on the final frequency of the RF-ramp, the atom number decreases as more and more atoms at high energies are removed, as shown in Figure 6.25 (a). From the atom number and the phase space density at the start and the end of the RF-evaporation we estimate the evaporation efficiency, using Equation 6.4:

$$
\gamma_{\mathrm{RF}}=\frac{\ln \left(10^{-5} / 10^{-8}\right)}{\ln \left(2 \times 10^{7} / 7 \times 10^{8}\right)}=-1.94
$$

At this temperature and density we see significant Majorana losses, this affects the atom lifetime in the magnetic trap, reducing it to 1.7 s , see Figure 6.25 (b).

The dipole beams are then switched on and the atoms are transferred into the crossed dipole trap, with the QP field reduced to $\sim 11 \mathrm{G} / \mathrm{cm}$, which merely supports the atoms against gravity.


Figure 6.26: The transition to degeneracy is reached after evaporation in a dipole trap. The condensate fraction increases when the final dipole beam power is lowered, here $P_{f}=200,180$ and 164 mW .

We use a $\lambda_{\mathrm{DP}}=1070 \mathrm{~nm}$ fibre laser (IPG Photonics YLM-10-LP-SC) for the dipole trap. The beam from the fibre output passes an AOM for intensity control, is then expanded and split between two beam paths, see Figure 6.15. The beams are focussed to a spot size of $\sim 45 \mu \mathrm{~m}$, at which they are overlapped with the position of the QP trap, with an angle of $\sim 130^{\circ}$ between them. We start with high power in the beams ( 3 W in each beam), to give a deep enough trapping potential $\left(U_{\mathrm{DP}} \approx 540 \mu \mathrm{~K}\right)$. The power is then exponentially decreased to $165 \mathrm{~mW}\left(U_{\mathrm{DP}} \approx 30 \mu \mathrm{~K}\right)$ over a duration of 5 s . For powers around 200 mW , we start to see the characteristic spike on top of a Gaussian atom distribution, which is the degenerate fraction of atoms. The condensate becomes more dominant for lower beam power, see Figure 6.26, where the condensate fraction is calculated to be $N_{c} \approx 16,40$ and $70 \%$ for $P_{f}=200,180$ and 165 mW , respectively. For $P_{f}=165 \mathrm{~mW}$ we are left with $\sim 4 \times 10^{4}$ degenerate atoms. A ${ }^{87} \mathrm{Rb}$ BEC is born.

## Chapter 7

## Summary and outlook

We have presented the experimental realisation of an inductively coupled magnetic ring trap for cold atoms. The idea is to use an AC magnetic field to induce a current in a conducting loop, which produces a secondary magnetic field. The two fields cancel in a ring, to create a potential minimum. With the AC magnetic fields being of high enough frequency to operate in the TOP trap regime, the atoms are trapped in the time-averaged minimum. To avoid Majorana losses, we offset the magnetic zeroes at the trap minimum with an axial magnetic bias field. Ultimately, we want to use the ring trap for atom interferometry and for the study of degenerate gases (BEC).

In the first experiment, we showed that the concept of the inductively coupled magnetic ring trap works, which allows us to produce a toroidal atom trap without connecting wires to the conducting loop. We have transferred atoms with a temperature of $\sim 45 \mu \mathrm{~K}$ from a QP trap into the horizontal ring trap. With the strength of offset bias and drive field, we can change the trap confinement and its shape: we can change the ring width between 5.3 and 4.3 mm and the width from 0.3 to 0.8 mm , by changing the bias. For strong offset fields, we even create a beamsplitter.

In the ring trap, we observe a fast decay of atom number of the order of $\sim 200 \mathrm{~ms}$ due to residual Majorana losses where the atoms encounter the circle of death, which depends on the offset bias. The slow decay is of the order of $\sim 1.3 \mathrm{~s}$ and due to background collisions. For cooling to degeneracy, we need a better lifetime for the evaporation process, which we take into account for the
second generation experiment. With the atoms in the ring, we probe the ring for potential roughness. We can't find any corrugation $>1 \mu \mathrm{~K}$. With a BEC, we will be able to probe the ring trap with higher resolution.

After exploring the ring trap, the second generation experiment is built. We implement changes to the setup to have higher vacuum for a better lifetime ( $\sim 20 \mathrm{~s}$ in the QP trap) and improve the conditions for future experiments. The copper ring itself is smaller, to create a trap with a radius of $\sim 1.8 \mathrm{~mm}$. It is also mounted vertically. In doing so we allow for faster orbit times around the ring when considering atom interferometry experiments. We have successfully transferred cold, thermal atoms into the second generation ring trap. The atoms can be loaded either at the top or at the bottom, which makes the geometry flexible. Besides that, BEC has been created at the loading position of the atoms. This shows us that we have created suitable conditions for BEC in the ring. Future work will include to load the BEC into the ring trap and to use the atoms for interferometry experiments. With the vertical mounted ring, we can provide smooth, symmetric and guided arms of an interferometer. The next step is to set up an interferometer with BEC, to measure $h / m$ and the fine structure constant $\alpha$. To further investigate atom interferometry, the use of ${ }^{40} \mathrm{~K}$ for DFG experiments is prepared. A dual-species trap enables interference with fermions, for comparison with BEC and to improve the measurement accuracy. In a horizontal configuration, the ring trap can also be used for Sagnac interferometry, for which it provides a large enclosed area with compact experimental dimensions.

We have seen from the transition from generation 1 to generation 2 that the trap is scalable. We are now limited by the scaling laws for the AC drive field and Larmor frequencies. A solution lies in the use of RF-dressed states, which needs further investigation. When finding a way to decrease the trap size further, the properties of the inductively coupled trap would be suitable for integration on atom chips, where the suppression of potential roughness and edge effects becomes more important. With a small enough trap radius, superfluid properties and persistent currents can be studied.

## Appendix A

## Induced current

The induced current in the copper ring can be calculated from Equations 2.16 and 2.13, it follows the procedure in [102]:

$$
\begin{align*}
U_{\mathrm{EMF}} & =-\frac{\mathrm{d} \Phi_{\mathrm{B}}}{\mathrm{dt}}  \tag{A.1}\\
& =-\pi r_{\text {ring }}^{2} \frac{\mathrm{~dB}_{\text {drive }}}{\mathrm{dt}}  \tag{A.2}\\
& =\pi r_{\text {ring }}^{2} \omega B_{0} \sin (\omega t) . \tag{A.3}
\end{align*}
$$

We now use use the identity $\sin (x)=-\cos (x+\pi / 2)$ to get

$$
\begin{equation*}
U_{\mathrm{EMF}}=U_{0} \times \cos (\omega t+\pi / 2) . \tag{A.4}
\end{equation*}
$$

The complex impedance allows us to obtain the current from

$$
\begin{equation*}
Z=\frac{U}{I}=\frac{U_{0}}{I_{0}} e^{i \delta}=|Z| e^{i \delta} \tag{A.5}
\end{equation*}
$$

where $\delta$ is the relative phase with which the current lags behind the EMF, which leads us to the expression $I_{\text {ind }}=I_{0} \cos (\omega t+\pi / 2-\delta)$. The complex impedance is $Z=R+i \omega L$ and $|Z|=\sqrt{R^{2}+\omega^{2} L^{2}}$. From this, we obtain the amplitude of the
current

$$
\begin{align*}
I_{0} & =\frac{U_{0}}{|Z|}  \tag{A.6}\\
& =\frac{-\omega B_{0} \pi r_{\text {ring }}^{2}}{\sqrt{R_{\text {ring }}^{2}+\omega^{2} L_{\text {Ring }}^{2}}}, \tag{A.7}
\end{align*}
$$

which can be simplified (see text). The phase is determined from $\delta=\tan ^{-1}\left(\frac{\operatorname{ImZ}}{\operatorname{ReZ}}\right)=$ $\tan ^{-1}(\omega L / R)=\tan ^{-1}(\Omega)$, but we now use the identity $\tan ^{-1}(x)+\tan ^{-1}(1 / x)=$ $\pi / 2$ to get $\delta=\pi / 2-\tan ^{-1}(1 / \Omega)$. This finally leaves us with the current $I_{\text {ind }}=I_{0} \cos \left(\omega t+\pi / 2-\left(\pi / 2-\tan ^{-1}(1 / \Omega)\right)\right)=I_{0} \cos \left(\omega t+\tan ^{-1}(1 / \Omega)\right)$, and we define $\delta_{0}=\tan ^{-1}(1 / \Omega)$. For our values for $L, R$ and $\omega$, we have a negligible $\delta_{0}$. This leaves us with nearly the largest phase lag possible, which is a phase difference of $\pi$, expressed in the sign that we carry in the current amplitude.

## Appendix B

## Laser stability: Allan variance for master-slave diode-laser system

At visible wavelengths diodes with narrow linewidths are typically limited to a few tens of milliwatts of output power. For optical-power intensive experiments, such as the creation of Bose-Einstein condensates, higher powers allow for larger atom numbers and faster cycle times, both of which are desirable features [134]. Rather than duplicating the ECDL arrangement, an injection locked diode laser can provide a "slave" gain medium to amplify a relatively small power ( $\sim 100 \mu \mathrm{~W}$ ) from an existing laser set-up. A tapered amplifier (TA) provides a larger amount of power amplification at the cost of significantly larger amount of injected power, typically of the order of $10 \mathrm{~mW}[135,136]$.

Here we present a system of master laser that provides seed power to a slave laser, using the lasers described in Section 3.5. We demonstrate the fidelity of the slave amplification through measurements of the Allan variance and electric field correlation function [137]. We show and characterize the further, faithful amplification of up to 520 mW for $<1 \mathrm{~mW}$ input of optical power from the master laser using a commercial TA with fibre input and output.

We observe a high degree of frequency stability in the master-slave and master-slave-TA configurations for timescales relevant to laser cooling experiments. Using the Allan variance and correlation function, we can see the transition from phase to frequency noise in both configurations, and we measure

## B. 1 Characterizing amplified optical power

additional phase noise due to the TA.
In practical use, lasers experience power losses when passing through optical elements, even in optimised systems, due to the non-perfect nature of antireflection coatings. The use of active optical elements, such as acousto-optic modulators (AOMs), results in some power being diverted into undesired modes. Furthermore, in many applications some finite amount of non-reusable power is required for frequency stabilization, such as for atomic or cavity spectroscopy or diagnostic purposes. Many experiments are greatly facilitated by having a surfeit of optical power. Our goal, the creation of quantum degenerate Bose and Fermi gases, requires a few hundred milliwatts of power for optimal number production and repetition rate. The optical power available from the laser diodes used is $\sim 50 \mathrm{~mW}$ and as such requires further amplification. We utilize two different amplifying mechanisms: an injection-locked laser diode and a commercial tapered amplifier.

For the cooling of ${ }^{40} \mathrm{~K}$ we use a highly anti-reflection coated Eagleyard laser diode (EYP-RWE-0790-04000-0750), which has a tuning range $\Delta_{\lambda}=40 \mathrm{~nm}$. An analysis of the diode's performance for use at 767 nm and 780 nm can be found in Nyman et al. [136]. Without any modification of the diode temperature the laser can be tuned over $>30 \mathrm{~nm}$ by rotating the angle of the diffraction grating. The threshold current and the optical power as a function of the drive current for this range, centred on 770 nm , are shown in Fig. B.1. Mode-hop free tuning ranges of 3 GHz are observed. With the wavelength tuned to $\lambda=767 \mathrm{~nm}(780 \mathrm{~nm})$ we obtain clear saturated absorption and polarization spectra from potassium (rubidium) vapour cells at a temperature of $50^{\circ} \mathrm{C}\left(20^{\circ} \mathrm{C}\right)$. In operation at 767 nm the ECDL has a extra-cavity power of 30 mW of power for 60 mA current. A fibre-coupled seed power of 13 mW is required for maximum output power from the TA. For this reason we use a injection laser system as a pre-amplifier.

## B. 1 Characterizing amplified optical power

Two identical anti-reflection coated Fabry-Perot diode lasers, with emission wavelengths centred on 775 nm , are used in the present experimental setup. The first, "master" laser is mounted in an ECDL configuration, as described above,


Figure B.1: (a) The variation of power with injection current (dP/dI) in the linear operating regime and the threshold current as a function of wavelength. (b) Output behaviour of the injected laser as a function of injection current for increasing temperature of the slave diode: black $T=20.0^{\circ} \mathrm{C}$, purple $20.3^{\circ} \mathrm{C}$, red $20.4^{\circ} \mathrm{C}$ and orange $20.5^{\circ} \mathrm{C}$. An offset of 5 mA was added to each curve for clarity. The local maxima shift toward lower currents for increasing temperatures. (Inset) Output power at a constant temperature with increasing input power: blue 0.3 mW , green 1.5 mW , red 3.0 mW , cyan 6.0 mW .
and a fraction of its output is injected into the second, "slave" laser. The slave laser is collimated and temperature stabilized, similar to the ECDL set-up, but without an external cavity. Both lasers have an optical isolator with better than -33 dB protection. The output from the slave laser is passed through an acoustooptical modulator (AOM), the frequency of which is controlled by a frequency generator with an internal 10 MHz clock. The frequency shifted light is combined with the output of the master laser on a non-polarizing beamsplitter (NPBS). A schematic of the setup is in Fig. B.2. The heterodyne beatnote, $f_{\mathrm{rf}}$, is measured on a fast photodiode and either monitored directly or mixed down to the kHz regime with a second frequency source, phase locked with the AOM drive signal. The beatnote is recorded on a $2.5 \times 10^{9}$ samples-per-second oscilloscope and post-analysed in Matlab.

Amplification in a diode master-slave configuration results in $\sim 40 \mathrm{~mW}$ of power when used with drive currents below 100 mA . The power of the slave laser, $P_{\mathrm{S}}$, has non-trivial dependence on the slave current $I_{\mathrm{S}}$. Local maxima of the output power for varying slave currents are observed and are ascribed to weak etaloning within the slave diode, due to the finite reflectivity (quoted by the manufacturer as $10^{-4}$ ) of the front facet. The local maxima shift towards lower

## B. 1 Characterizing amplified optical power



Figure B.2: The setup for measurement of the beat note. A fraction of the master laser, controlled by the half-wave plate $\lambda / 2$ between the polarizing beamsplitter (PBS) and optical isolator, is injected into the slave laser. The slave laser is frequency shifted by the acousto-optical modulator (AOM) and combined with the unshifted master laser on a non-polarizing beamsplitter (NPBS) before beating both beams on a fast photodiode. The signal can be mixed down to the kHz regime and then recorded on an oscilloscope, or recorded directly from the photodiode. A second experiment includes a tapered amplifier (dashed box).
currents with increasing temperature, as shown in Fig. B.1. Increasing the seed power leads to flattening of these features, due to saturation of the gain, as shown in the inset. The slave laser temperature is stabilized to allow operation on a local maximum of the output power.

To provide further amplification, light from the slave laser was injected into a fibre-coupled, commercial tapered amplifier (TA-7600, New Focus). The phase noise of the light from the tapered amplifier, which has now been twice amplified, is interrogated in the same way as for the injection-locked diode, by beating it with the master laser.

The power from the tapered amplifier follows a more standard behaviour, increasing smoothly with drive current and injection power, as has been reported in the literature $[135,136]$. The output power of our system saturates at 520 mW out of a single-mode fibre for an injected power of 13 mW .

## B. 2 Beatnote analysis

To characterize the stability of the slave laser response to the master laser, the Allan variance $\sigma^{2}(\tau)$ of the beat note between master and slave laser was obtained. There are many different modifications of the Allan variance, which can be very confusing. We are using the Allan variance in the form it was introduced in [138], being defined as

$$
\begin{equation*}
\sigma^{2}(\tau)=\frac{\langle\Delta \phi(t, \tau)\rangle_{t}^{2}}{\tau^{2}} \tag{B.1}
\end{equation*}
$$

where $\tau$ is the integration time and $\langle\Delta \phi(t, \tau)\rangle_{t}$ the time averaged phase difference between points separated by $\tau:\langle\Delta \phi(t, \tau)\rangle_{t}=\langle\phi(t+\tau)-\phi(t)\rangle_{t}$.

The Allan variance is then obtained as follows: the beat note signal, of duration $T$, is divided into time bins each of length $\Delta T=M / f_{\mathrm{rf}}$ and with index $t$. $M$ is chosen sufficiently large $(M \geq 10)$ such that each bin contains enough cycles that the phase, $\phi(t)$, can be determined accurately by fitting a sine wave, with fixed frequency $f_{\mathrm{rf}}$ to each bin. The frequency, $f_{\mathrm{rf}}$, is known, as it is either the frequency the AOM is driven at or the mixed down frequency, as described earlier. The phase difference $\Delta \phi(t, \tau)$ for bins separated by $\tau$ is calculated for every point $t$ of the signal and the average taken:

$$
\begin{equation*}
\langle\Delta \phi(t, \tau)\rangle_{t}=\frac{\sum_{t=1}^{N-\tau / \Delta T} \Delta \phi(t)}{N-\tau / \Delta T} \tag{B.2}
\end{equation*}
$$

where $N$ is the total number of bins. The characteristic behaviour of the Allan variance as a function of $\tau$ depends on phase noise, both white and flicker, at short time scales. At longer times frequency noise, again both phase and flicker, as well as random frequency walk dominate [139]. The Allan variance as a function of integration time is then plotted as a log-log plot. In the case of white and flicker phase noise a slope of -2 is predicted. White noise of frequency produces a slope of -1 . Flicker noise of frequency results in a flat Allan variance, known as the "flicker floor", before the random walk of frequency imprints a positive slope of 1 on the Allan variance [139]. The timescales for each regime depend on the experimental system. In our set-up, where we examine integration times of up to 100 seconds, we do not expect to observe the dominating characteristics of either
flicker or random frequency noise.
A related stability measure is the degree of first-order temporal coherence, $g^{(1)}$, which is the normalised auto correlation function of the electric field [140]. The degree of coherence therefore tells us how strongly correlated the signal is at times $t$ and $t+\tau$, with $g^{(1)}=1(0)$ meaning maximum (zero) correlation. Following the approximations in [137] we obtain

$$
\begin{equation*}
g^{(1)}(\tau)=\exp \left(-\frac{\left\langle\Delta \Phi(t, \tau)^{2}\right\rangle_{t}}{2}\right) \tag{B.3}
\end{equation*}
$$

## B. 3 Results

The Allan variance is measured for integration times from $10^{-7}$ to $10^{2} \mathrm{~s}$, which sufficiently includes the timescales that are relevant for our application, Fig. B.3. For the shortest timescales, 100 ns , the Allan variance of the master-slave beat note (blue circles), $\sigma^{2}=2.6 \times 10^{10} \mathrm{rad}^{2} / \mathrm{s}^{2}$ and decays with increasing integration time with a 2 -part power law. From $10^{-7}$ to $10^{-3} \mathrm{~s}$ the power law decay of the master-slave Allan variance is fitted with a slope of -1.95 (1) (brackets denote statistical error). Comparing this slope to the theoretical predicted value of -2 for white and flicker phase noise we find that these must be the dominant noise sources over the given timescales. For integration times larger than $10^{-3} \mathrm{~s}$ the power law fit of the master-slave has a slope of $-1.19(4)$, which corresponds to the onset of white frequency noise.

Indicative of the increased phase noise, the Allan variance of the master-slaveTA beat note (red diamonds) has a maximum value over an order of magnitude higher, at $4.1 \times 10^{11} \mathrm{rad}^{2} / \mathrm{s}^{2}$. However the white frequency noise is similar to that of the master-slave configuration, and the values converge at timescales of $\sim 10^{-1} \mathrm{~s}$, as can be seen in Fig. B.3.

Our method of detecting the phase noise is limited by the phase noise introduced by the function generators clocks. We measure the Allan variance of these, also shown in Fig. B. 3 as the black squares. The laser phase noise is close to our experimental resolution for intermediate timescales around 1 ms , and it departs for longer times when frequency noise increases the laser system Allan variance.


Figure B.3: (a) Measured Allan variance and (b) first-order degree of temporal coherence for the master-slave (blue circles) and master-slave-TA (red diamonds) configurations. Also shown for the Allan variance are linear fits indicating the timescales that white and flicker phase noise (for times up to 1 ms , with a slope of -1.95 , blue line) and white frequency noise (for times longer than 1 ms and indicated by a slope of -1.19 , turquoise line) dominate. The black squares show the lower limit of the phase stability due to noise in the electronic frequency sources. Errorbars are single standard deviations from measurements.

The Allan variance allows one to identify the nature of the noise sources, from the slope in the $\log -\log$ domain, along with the phase noise normalised by the timescale. The latter is particularly useful as it can be used as a direct figure of merit between different oscillators measured for different integration times. Complementary to this the degree of first-order coherence, $g^{(1)}$, gives an absolute value for the predictability of the system. For clarity $1-g^{(1)}$, the departure from perfect temporal coherence, is shown for the beat note data in the lower Fig. B.3. We find a nearly flat function for small timescales up to $10^{-3} \mathrm{~s}$, after which the the coherence reduces until the beatnote shows little predictability for times larger than $\sim 1 \mathrm{~s}$. As for the Allan variance, the departure from perfect correlation for the system that includes the TA is about one order of magnitude larger at small timescales but merges with the behaviour of the system without the TA for times $>10^{-1}$.

From the Wiener-Khinchin theorem, see e.g. [141], it is found that the power spectral density (PSD) is equivalent to the Fourier transform of the auto correlation function. We calculate the normalised PSD from the measured $g^{(1)}$ and obtain the power in the main frequency component $\left(f_{\text {rf }}\right)$ from the amplitude of the PSD in the zeroth frequency $\operatorname{bin}(\Delta f \approx 260 \mathrm{~Hz}$, the frequency resolution of
the data) [137]. The data obtained here imply that for timescales up to 100 ms at least $99.984(2) \%$ of the power in the slave is phase locked with the master laser, slightly reducing to better than $99.72 \%$ when comparing the phase locking of the TA to the master laser, including the intermediate amplification of the slave.

## B. 4 Conclusions

We have presented a quasi-monoblock external-cavity diode laser with a large tuning range. With the aim of using the laser in a degenerate quantum gases experiment we have amplified the power with an injection locked slave laser and a commercial tapered amplifier. Etalon-effects produce local maxima in the slave output power as a function of the drive current, which shows a temperature dependence. The phase stability of the slave laser with respect to the master laser is characterised from the results of a beat note experiment. For this, the Allan variance and the degree of first-order temporal coherence (using the auto correlation function of the electric field) were measured over integration times ranging from $10^{-7}$ to $10^{2} \mathrm{~s}$. The phase stability is uniform up to integration times of 10 ms . This sufficiently covers the timescales of interest for the intended applications. In $\log -\log$ space the Allan variance has a multi-part power law, the slope depending on the type of noise. With a double linear fit to the Allan variance we obtain a slope of -1.95 for the first part, which changes around $\tau=10^{-3}$ to a slope of -1.19 . These are close to the theoretical slopes of -2 for flicker and white phase noise and -1 for white frequency noise. Further amplification with a tapered amplifier increases the Allan variance by an order of magnitude for short timescales. The additional phase noise from the TA becomes negligible for larger timescales when the frequency noise dominates. We also obtain the power spectral density from the first-order temporal coherence function and find the power in $f_{\text {rf }}$ to be better than $99.98 \%$ without and better than $99.7 \%$ with the TA at times $10^{-7}-10^{-3} \mathrm{~s}$.

We note that as seed powers of $\leq 0.5 \mathrm{~mW}$ are required for injection of the slave laser, the system can easily be expanded to include multiple slave lasers. To produce an array of several frequency shifted lasers, each slave laser may be modulated with a different frequency, and the sidebands are then phase locked
to the master laser [137]. In this way it is possible to create an array of phase coherent sources.

## Appendix C

## Trap frequency and temperature - additional information

Using the approximation of a Boltzmann-distribution of atoms in a potential and assuming a harmonic trap, the initial atom distribution is:

$$
\begin{equation*}
n=n_{0} \exp \left(-\frac{M_{\mathrm{Rb}} \omega^{2} x^{2}}{2 k_{B} T}\right) \tag{C.1}
\end{equation*}
$$

and we can see that this is equivalent to a spatial Gaussian distribution with width

$$
\begin{equation*}
\sigma_{0}^{2}=\frac{k_{B} T}{M_{\mathrm{Rb}} \omega^{2}} . \tag{C.2}
\end{equation*}
$$

The Boltzmann distribution of velocity leads to an increase of the atom distributions' width, $\sigma$, with time of flight $t_{\text {tof }}$ [44]:

$$
\begin{align*}
\sigma^{2}\left(t_{\text {tof }}\right) & =\sigma_{0}^{2}+\sigma_{v}^{2}\left(t_{\text {tof }}\right)  \tag{C.3}\\
& =\sigma_{0}^{2}+\frac{k_{B} T}{M_{\mathrm{Rb}}} t_{\mathrm{tof}}^{2}  \tag{C.4}\\
& =\frac{k_{B} T}{M_{\mathrm{Rb}}}\left(\frac{1}{\omega^{2}}+t_{\mathrm{tof}}^{2}\right), \tag{C.5}
\end{align*}
$$

from which temperature and trap frequency can be extracted.
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