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Abstract

Ion traps have a number of applications in optical atomic clocks, quantum metrology and

quantum information processing. Quantum coherence is essential in these applications,

yet motional decoherence of ions remains a significant limitation. Experiments towards

improving the quantum coherence of ions confined in microfabricated traps are presented.

Surface contamination, noise on DC sources and instabilities in magnetic field are all

potential sources of decoherence that are investigated. Spectroscopy on a single ion as

well as a two ion string using 88Sr+ is then demonstrated.

Hydrocarbon contamination on electrode surfaces is a possible sources of electric-field

noise that may result in motional heating of the ion and therefore decoherence. A

capacitively-coupled RF microdischarge was generated in situ with energies suited to

selective removal of surface contamination. The plasma parameters needed for the calcu-

lation of the ion bombardment energy, namely the electron density and the gas temper-

ature, were determined using optical emission spectroscopy. For the range of operating

parameters tested, the mean ion energies between 0.3 eV and 4.1 eV were calculated.

While these energies are below the sputtering threshold for hydrocarbon contamination

(12 eV), calculations show that the high energy tail of the ion energy distribution should

remove two adsorbate monolayers in as little as 1 min. Furthermore, calculations show

that during this time, the distribution is insufficiently energetic to have a significant

effect on the Au electrode surface. The results presented here suggest that the mi-

croplasma surface processing is suited to in situ selective removal of surface adsorbates

from ion microtrap electrodes.

If electrical noise present on the electrodes of the trap is resonant with the motion of

the ion, ion motional heating can occur and result in a reduced ion coherence time.

Therefore it is essential to minimise the electrical noise at the motional frequencies of

the ion. A system was created for versatile control of the DC potentials on the ion

electrodes. Filtering of the DC signals such that the noise at the motional frequencies of

the ion are attenuated, was implemented with a pair of interchangeable filter boards. For

heating rate measurements a 2nd order RC filter board was designed with an attenuation

of 192 dB at 1 MHz and a cut-off frequency of 6 Hz. A second filter board was made
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for ion shuttling; a 3rd order Butterworth filter with 59 dB attenuation at 1 MHz and a

cut-off frequency of 100 kHz.

Within this work the ∆mj = −2 Zeeman component of the optical qubit transition in

88Sr+ is used. This transition is beneficial since, given the geometry of the experimental

apparatus used here, it allows for a higher coupling strength relative to the other Zeeman

components. However this transition also has a higher sensitivity to magnetic field

fluctuations. The separation of the energy levels that need to be addressed are dependent

on the magnetic field applied. Therefore magnetic field fluctuations lead to dampening

of the phase relation between the states; i.e. decoherence. A high-precision stabilisation

system was implemented for the control of the currents to the coils that generate the

magnetic field the ion experiences. A derived stability of the current applied to the coils

was expected to result in a magnetic field stability of 3× 10−7 G over 1000 s. However

when measured directly, the magnetic field stability was limited by the drift of the ion

pump magnet. The characterisation of this drift and the methods for reducing it are

presented.

As atoms are evaporated towards the trap, the atomic flux can adsorb onto the electrode

surfaces and, in a similar fashion to the hydrocarbon contamination, form sources of

electric field-noise that can cause decoherence. Precise control of the heating of the

atomic source enables efficient loading of the ions into the trap, while minimising the flux

generated and therefore also maximises the lifetime of the device. An automated system

is presented for improved control of the generated Sr atomic flux. This is anticipated to

improve the lifetime of the atomic sources and reduce the potential for contamination

of the electrode surfaces.

Spectroscopy on a single ion and a two-ion string in the next generation of ion trap

design is presented. The motional frequencies are measured in zero magnetic field and

in the presence of a bias field. The measured motional frequencies were in-line with ex-

pectations. To investigate the effect of pulse-shaping, measurements with square pulses

and Blackman shaped pulses were made. The excitation with Blackman-shaped pulses

showed the suppression of Fourier components in the wings of the measured spectral line.

The temporal control of the spectroscopy pulse is essential for minimising off-resonant

excitation. The coherent control of a single ion was then further investigated and Rabi

flopping on the carrier transition of the ∆mj = −2 Zeeman component was observed.

The coherent control of the ion was found to be intermittently affected by the presence
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of intensity noise on the spectroscopy pump laser. Methods for mitigating the effect

of this noise are currently under investigation. The experimental procedures needed to

implement a Mølmer-Sørenson entanglement gate have been developed. This remains

the next stage in the experimental investigation once stable coherent control of the ion

has been established.
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Chapter 1

Introduction

Technology that takes advantage of quantum effects is of increasing interest. Large-

scale technology companies such as Google, Microsoft, IBM and Intel are but a few of

the corporations investing in quantum technologies and each of them are developing

their own unique devices [1]. Ion traps are one type of device that enables access to a

quantum system. Through the use of lasers to manipulate the ion’s internal and motional

states, ion traps can be used to create cold atomic systems with initialisation, detection

and state manipulation fidelities >99.9 % [2, 3] and long coherence times [4, 5]. Ion

traps inherently provide access to a well controlled quantum system and have therefore

featured in a number of wide-ranging applications.

One key application is in quantum metrology, which is the use of quantum phenomena

in setting the standards for measurement [6]. The redefinition of units from mechanical

standards to quantum systems has the practical advantages of being more accurate and

reproducible - to the extent that they are now internationally accepted [6]. For example,

the primary standard for the definition of the second is currently based on the ground

state hyperfine transitions of Cs atoms.

There are three key parameters in defining the suitability of a system for an atomic

clock. The quality (or Q) factor, the accuracy and the instability.

The Q factor characterises the resonance bandwidth,

Q =
ν0

∆ν
(1.1)

where ν0 is unperturbed theoretical frequency of the reference transition and ∆ν is

1
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the linewidth of the transition. The accuracy of a clock reference is defined by the

fractional uncertainty in the absolute frequency measurement, which is the ratio of the

measurement output frequency δν, with ν0. The instability is defined as the repeatability

of the measured clock frequency for a given averaging time; otherwise known as the

fractional frequency instability σy(τ)

σy(τ) =
1

Q

√
T

Nτ
(1.2)

where T is the clock cycle duration, τ is the averaging time and the N is the number of

atoms.

Generally the primary standard based on hyperfine transitions in Cs atoms has reached

fractional frequency instabilities in the range of 2 × 10−16 6 σy 6 5 × 10−16 [7–9]. For

example, NPL can reach an accuracy of about 10−15 after a day of averaging [10] with an

instability of 2.3×10−16 [9]. Trapped ion clocks have demonstrated comparable or lower

levels of uncertainty. Furthermore, there is the potential to achieve much lower levels of

uncertainty using optical transitions due to the higher frequency of the transitions used

(ν0 ∼ 1015 Hz) compared to microwave transitions (ν0 ∼ 1010 Hz) [11]. Using optical

transitions, i.e. the transitions between a ground state and an optically accessible, meta-

stable excited state, instabilities down to 3× 10−18 have been published using Yb+ [12].

Furthermore, recent results have also shown instabilities < 10−18 using Al+ [13].

Trapped ions have also featured in quantum simulation [14, 15]. Richard Feynman ini-

tially postulated that an efficient way to model a quantum system would be to use

another quantum system as opposed to a classical computer [16]. The process of using

trapped ions as a simulator largely consists of three stages; the initialisation of a par-

ticular state, the time evolution of the system to be modelled and the read-out of the

information of interest [14]. There are two distinct encoding methods for the evolution

of the states of the ions. On one hand the evolution could be modelled using an analogue

simulator, where the dynamical behaviour of the simulated Hamiltonian is mapped to a

physically different but mathematically equivalent system [14]. Therefore the system is

purpose built to solve a particular problem, or class of problems [17]. On the other hand,

a more general method is to simulate a Hamiltonian as a sum of many local interactions

[14]. Given that there is a universal set of quantum operations that can be performed

on the many-body quantum system, the simulator could in principle be used to model
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any local quantum system. This is effectively a universal approach and is often referred

to as a digital quantum simulator [14, 17].

Proposals for the use of trapped ions as quantum simulators have been suggested for

a number of applications such as modelling spontaneous symmetry breaking [18], rela-

tivistic quantum particles [19, 20], Hawking radiation [21, 22] and particle generation

[23]. One example where ions have been used experimentally as both an analogue and

digital quantum simulator is for spin systems. Spin systems are used for modelling mag-

netism in condensed matter physics, however it can be too computationally demanding

to classically model systems even with a few tens of spins [14]. In addition it can be very

challenging to model long-range interactions and spin frustration [24, 25]. The initial

proof-of-principle experiment was done with two 25Mg+ ions as an analogue simulator in

2008 [26]. Both digital and analogue simulators for a three spin system were developed

[27, 28], and though the former offered better accuracy, the latter was simpler to imple-

ment and more straightforwardly scalable [29]. Since then the systems have been scaled

further to probe the dynamics of a greater number of spins. In analogue simulators a

string of 18 modelled spins using hyperfine states in 171Yb+ ions were used to show how

spin frustration can be controlled by tuning the anti-ferromagnetic interaction range

[30]. These results have all been shown in radio-frequency traps (known as Paul traps)

that confine ions in a linear string (see Section 1.2). However Britton et.al. in their

benchmark paper bypassed the limit of a few tens of ions and modelled spin dynamics

using hundreds of 9Be+ ions in a Penning trap (which uses a combination of magnetic

and static electric fields) [31]. For a digital simulator the scaling has been more modest

and simulations using five [32] and six ions have been shown [17].

Perhaps one of the most salient applications for ion traps is in quantum information

processing (QIP), which will be focused on in more detail in Section 1.1.

This thesis aims to highlight some of the developments in improving the performance of

ion traps particularly for the application in QIP and quantum metrology with entangled

states. This work is arranged as follows:

• Chapter 1 Introduction to the principles of ion trapping in light of its main appli-

cations. In addition it will also cover an introduction into some of the limitations

that ion traps face in the form of decoherence.
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• Chapter 2 Details of the ion trapping experimental setup that will form the context

of the results presented.

• Chapter 3 An explanation of the principles developed for surface processing with

microplasmas in microfabricated ion traps. It describes how microplasma can be

used to potentially remove surface contamination and reduce motional decoher-

ence.

• Chapter 4 The experimental investigation into the plasma parameters needed to

quantify how effective the microdischarges from Chapter 3 might be.

• Chapter 5 Included are updates to the experimental system (Chapter 2) in order

to reduce the effect of decoherence from noise on the DC electrodes, magnetic-field

noise and atom flux adsorbates. It will include three main topics, firstly updates to

the control of the DC lines to the trap for reduced noise and improved connectivity.

Secondly it will have a discussion of the magnetic-field noise present and methods

for reducing it. It details a system for stabilising the current sources driving the

magnetic field coils. Lastly, an automated procedure for the control of the Sr atom

flux generated will be presented.

• Chapter 6 A preliminary investigation into single and two-ion spectroscopy with

a demonstration of single ion coherence.

• Chapter 7 Conclusion and future work.

1.1 Quantum Computation with Ions

In conventional computers information is encoded in binary systems of 0s and 1s that

form classical bits. These are inherently different from quantum mechanical bits (qubits)

since qubits can involve superposition and entangled states. These properties enable a

quantum computer (QC) to process a number of computational paths simultaneously and

result in a final state that is dependent on the interference of these paths [33]. In effect,

it allows for large scale parallelism and a speed-up for algorithms that are required to

explore a vast number of computational paths simultaneously [1]. One of the foremost

motivations for their development is in the implementation of Shor’s algorithm; the

factorisation of large numbers into primes which is a central problem in data security
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[34]. Another potential application is for unstructured searches which leads to more

efficient search algorithms than are possible with a classical computer [35]. These are a

couple of instances in which a moderately sized QC will outperform even the largest of

classical supercomputers [34, 36].

One of the most important considerations when using ions in the implementation of a

QC is the choice of qubit. There are several ion species that have been used for QIP

such as 25Mg+, 40Ca+, 43Ca+, 88Sr+, 111Cd+, 137Ba+, 171Yb+ and 9Be+ [37–44]. There

are two distinct methods that have been explored when using an ion to encode a qubit

[38]. One method uses optical qubits, where information is encoded in the ground and

meta-stable excited state of an optical transition [36, 39]. Here manipulation of the qubit

state is via a resonant light field provided by a laser. The other method uses ground

state qubits that encode information in the hyperfine or Zeeman levels of the ground

state of the ion [38, 45]. It requires either a two-photon stimulated Raman transition or

direct microwave excitation in order to perform operations on hyperfine qubits.

DiVincenzo set a criteria to describe the requirements of a system that physically im-

plements a QC [46]:

• Scalable physical system with well characterised qubits. For an ion-based QC, scala-

bility implies the potential to incorporate more ions as quantum resources without

compromising the gate fidelities. As the number of ions in the trap increases the

mode spectrum density also increases. For N ions there are 3N modes which

makes high fidelity quantum gates progressively more difficult. This is due to

mode cross-talk and the distortion of the harmonic potential since the presence of

the other ions result in a non-linear spacing of the motional energy levels [34]. To

date, the largest number of ions that have been entangled is 20, where the experi-

ment used 40Ca+ optical qubits [47]. However, a useful QC for the applications of

solving Shor’s algorithm or for large database searches would require the control of

thousands of qubits if not more [48]. A promising solution to this limitation is to

use segmented traps that allow for shuttling of the ions between designated zones

[48–52]. Section 2.3 will detail the segmented traps used in this work and compare

traps with three trapping segments to the next generation with seven trapping

segments and a spatially separated loading zone; suggesting the scalability of the

design.
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• Ability to initialise the state of the qubit. State initialisation is the process of

preparing the register’s input state in a deterministic fashion. Reliable preparation

of the ion’s state can be achieved using optical pumping. Initialisation of the target

state has been demonstrated in trapped atomic ions with an error of 2× 10−4 [3].

• Long decoherence times compared to gate operation times. The coherence time of

a qubit refers to the length of time over which the information described by the

state is preserved, despite interactions with the environment. More specifically

it is the time in which the probability of retaining the state has decayed by 1/e

[53]. Any physical realisation of a qubit has to have coherence times that are

longer than the time needed for the computation. Coherence times with hyperfine

qubits of greater than 10 minutes with 171Yb+ have been measured [4], and around

100 ms for optical qubits [5]. Typically gate times are on the order of a hundred

microseconds or less [5, 54, 55].

• A universal set of quantum gates. Sleator and Weinfurter showed that single

qubit gates (rotations) in combination with the ability to implement a two qubit

controlled-NOT (CNOT) gate is sufficient to build a quantum network [56]. A

CNOT gate is a conditional correlation of two qubits such that if the control

qubit is in the excited state |e〉 the state of the target qubit is flipped and if

the control qubit is in the ground state |g〉 the target qubit is unchanged. A

diagrammatic representation of the gate can be seen in Figure 1.1. A crucial

element in the operation of the gate is the ability to correlate the states of the

control and target bit; this equates to the ability to conditionally entangle the ions.

Cirac and Zoller in their seminal work [33] proposed a method of implementing

a CNOT gate using trapped ions and since then the implementation of the gate

has shown to be successful [54, 57]. It involves using the Coulomb interaction

between ions in a string in order to conditionally affect the state of the target qubit.

Similarily, the geometric phase gate also uses the Coulomb repulsion between the

ions in order to implement a conditional gate [55]. It applies an external force that

is dependent on the electronic state of the ions, such that if they are in different

states the stretch mode is excited but if they are in the same state there is no

excitation [2]. Another method of entangling ions was proposed by Mølmer and

Sørenson [58]. The Mølmer-Sørenson gate correlates the internal states of two

ions in a method that is insensitive to their vibrational motion. This method
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|gg⟩ |gg⟩

|ge⟩ |ge⟩

|eg⟩ |ee⟩

|ee⟩ |eg⟩

Figure 1.1: Diagrammatic representation of the logic for a CNOT gate using two ions
that each have a ground |g〉 and an excited |e〉 state. If the control qubit (represented
by the first letter in the ket) is in an excited state then the state of the target qubit
(represented by the second letter in the ket) is inverted.

will be explained in more detail in Section 6.7. In the field of trapped ions, to

date the lowest single-qubit gate error was reported to be 1×10−6 using hyperfine

states in 43Ca+ [3]. The lowest error for a two qubit gate was ∼ 1×10−3 again

using hyperfine states with 43Ca+ and 9Be+ [44, 59]. For optical qubits single and

two-ion gates have be shown with errors of 3× 10−3 and 7× 10−3 [36, 60].

• Qubit-specific measurement capacity. The read-out of the state of an ion can

be achieved by imaging the ion florescence in the implementation of Dehmelt’s

shelving technique [61]. Using this method ion state detection can be achieved

with error rates of ∼ 5× 10−4 for hyperfine qubits [3] and ∼ 2× 10−4 for optical

qubits [62]. There are a number of methods which accomplish this for several ions;

for example to illuminate the entire string with the read-out laser and to image

the fluorescence onto a CCD camera such that each of the ions can be spatially

resolved [63, 64]. Other methods include focusing the read-out laser so that each

ion can be individually addressed without disturbing their neighbours [39, 65], or

shuttling the ions into the beam path of the laser [48].

In addition to the above, DiVincenzo set out two further requirements [46]:

• The ability to convert between flying and stationary qubits. This is possible with

ions by storing them in high finesse cavities such that the ion’s state (the stationary

qubit) can be mapped onto a photonic state (the flying qubit) [2, 66, 67].

• Faithful transmission of the flying qubit between specific locations. The photon

encoded with the qubit information can be transmitted through a fibre where it

can then be coupled to an ion stored in another high finesse cavity [66, 67].
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For practical applications of a QC not only do all of the DiVincenzo criteria have to be

fulfilled but also fidelity and the speed of operations needs to be considered [2].

1.2 Linear Paul Traps

Paul traps are named after Wolfgang Paul who, along with Helmut Steinwedel, developed

their first incarnation; a linear mass spectrometer [68]. Initially these devices were used

to confine clouds of charged particles and they have since been adapted to isolate single

charged particles in what is a good approximation of a harmonic potential.

There are several novel Paul trap geometries that have been developed [40, 48, 51,

52]. However the geometry that will be discussed for the purposes of this work is the

quadrupole linear Paul trap, an example of which can be seen in Figure 1.2. This trap

geometry uses a minimum of six electrodes. Four electrodes with RF on one diagonal set

and the other grounded provide confinement in the radial direction and the last set are

DC electrodes, otherwise known as the endcap electrodes, that provide the confinement

in the axial direction. In this section all equations and further details can be found in

reference [69]. The total potential near the trap centre can be described as

Φ(x, y, z, t) =
U0

2
(αxx

2 + αyy
2 + αzz

2) +
URF

2
cos (ΩRF t)(βxx

2 + βyy
2 + βzz

2) (1.3)

where αi and βi with subscript i ∈ x, y, z are constants. The first term in equation 1.3

accounts for the static component to the potential and the second term a time-dependent

component that oscillates at the RF frequency ΩRF .

The Laplace equation ∇2ψ = 0 applies the restriction that αx + αy + αz = 0 and

βx + βy + βz = 0. By using an oscillating electric field the Laplace equation is satisfied

for all t, but if the frequency of oscillation is high enough then the ion will experience

a time-averaged minimum potential and be trapped. In order to satisfy the Laplace

equation the constants αi and βi in a linear Paul trap are set as follows
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−(αx + αy) = αz > 0 (1.4)

βx = −βy (1.5)

βz = 0. (1.6)

From equation 1.3 the equation of motion in the x direction is

ẍ = −Z|e|
m

∂Φ

∂x
= −Z|e|

m
x(U0αx + URF cos (ΩRF t)βx), (1.7)

where Z|e| is the charge of the ion. This equation can then be expressed in the form of

the Mathieu equations as

d2x

dζ2
+ (ax − qx cos 2ζ)x = 0, (1.8)

by using the following substitutions

ζ =
ΩRF t

2
, ax =

4Z|e|U0αx
mΩ2

RF

, qx =
2Z|e|URFβx
mΩ2

RF

. (1.9)

The first order solution to this equation is

x(t) ≈ 2AxC0 cos(ωxt+ φx)

(
1− qx

2
cos(ΩRF t)

)
(1.10)

here Ax and φx are an amplitude and phase that are dependent on the initial conditions

of the system and C0 is a coefficient dependent on ax and qx. The parameter ωx is

ωx =
ΩRF

2
γx (1.11)

which is the frequency of the harmonic oscillations of the ion in the x direction. The

parameter γx is a function of the stability parameters ax and qx and to the lowest order

and in the case of |ax|, q2
x � 1 can be approximated to

γx '
√
ax +

q2
x

2
. (1.12)
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Figure 1.2: Example of a Paul trap with a linear quadruple electrode structure for
ion trapping.

Equation 1.10 distinguishes between two types of motion. Firstly the harmonic oscil-

lations of the ion referred to as the secular motion, and secondly the driven motion of

the ion due to ΩRF which is referred to as micromotion. Micromotion is driven by the

applied RF field and is minimised at the RF null. However static fields can cause the ion

to be displaced from the RF null causing excess micromotion. The methods employed

in this work to correct for this effect will be discussed in Section 2.8.4.

1.3 Laser-Ion Interactions

1.3.1 The Optical Qubit Transition

As described in Section 1.2 the ion is confined in a potential close to the ideal harmonic

form. Though there are three modes of motion, here the discussion is restricted to

the centre-of-mass (COM) mode along the z-axis. The two levels of the qubit will be

described as |g〉 for the ground state and |e〉 as the excited state. The laser radiation is

described as a monochromatic light wave ~E = E0~ε cos(kzz − ωLt + φ), with amplitude

E0, polarisation vector ε, phase φ, kz as the projection of the wave vector onto the z-axis

and the interaction with the ion is at position z and time t.

To describe the interaction of the laser field and the ion, the total Hamiltonian H can

be divided in two parts: a stationary part representing the trapped ion without the

presence of the light field H0 and the time-dependent part that describes the interaction

HI [69, 70]
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H = H0 +HI . (1.13)

Here H0 is the ion in the trap system i.e. it represents the two-level internal electronic

transitions and the motional energy due to the harmonic potential, and is given by

H0 =
~ω0

2
σz + ~ωz

(
a†a+

1

2

)
. (1.14)

ω0 and ωz are frequencies associated with the two-level electronic transition and the

axial trap frequency respectively. The Pauli operator is denoted by σz and the creation

and annihilation operators are a and a† respectively. The interaction Hamiltonian of

the ion with the light field HI [69] is

HI =
~Ω

2
(σ+ + σ−)

(
ei(kzz+ωLt+φ) + e−i(kzz+ωLt+φ)

)
, (1.15)

where Ω is the Rabi frequency that specifies the interaction strength between the light

field and the ion, and σ+ and σ− are the atomic transition operators. Transformation

into the interaction picture can further simplify equation 1.15 by applying the unitary

operator U0 = exp(−iH0t/~)

Hint = U †0HIU0 =
~Ω

2

(
σ+e−i(δt−φ)eiη(ae(−iωzt)+a†e(iωzt)) +H.c.). (1.16)

Note that in equation 1.16 the rotating wave approximation has been applied which

neglects the ωL + ω0 terms [69, 70]. In addition, δ = ωL − ω0, and the Lamb-Dicke

parameter η is given by [69, 70]

η = kz

√
~

2mωz
, (1.17)

which characterises the extent of the ion’s ground state wavefunction along the z-axis in

relation to the laser wavelength.

When ions are cooled to the extent that their motional quantum number n is low enough

so that the condition

η
√

2n+ 1� 1 (1.18)
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holds, the ion is said to be confined in the Lamb-Dicke regime [70]. This is the regime

where the spatial extent of the ground state wavefunction is well localised over the laser

wavelength. The Hamiltonian in equation 1.14 shows that the internal states are dressed

by the harmonic vibrational levels imposed by the trap. The laser-ion coupling strength

is dependent on the ion motional quantum number. For a resonant transition between

the n′ and n motional states the laser-ion coupling on the mth sideband where m = n′−n

is [69]

Ωn′,n = Ωe−η
2/2

√
n<!

n>!
η|m|L

|m|
n<(η2), (1.19)

where the larger (smaller) of n′ and n is denoted by n> (n<) and L
|m|
n is the generalised

Laguerre polynomial [69].

Lmn (x) =
n∑
k=0

(−1)k
(n+m!)

(n− k)!(m+ k)!k!
xk. (1.20)

Within this work three transitions are of particular interest:

• Carrier Transition

The detuning δ = 0 and there is no change in n (black arrow in Figure 1.3) as the

ion is excited between states |g〉 and |e〉. The Hamiltonian for the carrier transition

is

Hcar =
~Ω

2

(
σ+eiφ + σ−e−iφ

)
, (1.21)

where the Rabi frequency that characterises the frequency at which the population

is exchanged between the two levels is (to second order) [69, 71]

Ωn,n = Ω(1− η2n) (1.22)

• Red sideband Transition

The case where δ = −ωz and there is a decrease in n by one as the ion transitions

to the excited state, therefore |g〉|n〉 → |e〉|n− 1〉 (represented by the red arrow in

Figure 1.3). The red sideband Hamiltonian is

Hrsb =
~Ω

2
η(aσ+eiφ + a†σ−e−iφ), (1.23)
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n = 1
n = 2
n = 3
n = 4
n = 5

n = 0

n = 1
n = 2
n = 3
n = 4
n = 5

n = 0

|e⟩

|g⟩

Figure 1.3: Optical qubit transition from the ground |g〉 to the excited |e〉 state
dressed by the harmonic motional levels of the ion in the trap in one dimension. An
example of a carrier transition (|n〉|g〉 → |n〉|e〉) between these states is denoted by the
black arrow and the blue (|n〉|g〉 → |n + 1〉|e〉) and red sideband (|n〉|g〉 → |n − 1〉|e〉)
transitions are denoted by the blue and red arrows respectively.

with a Rabi frequency that can be written as

Ωn,n−1 = Ωη
√
n. (1.24)

• Blue sideband Transition

The detuning δ = ωz and there is a increase in n by one, i.e. |g〉|n〉 → |e〉|n + 1〉

(represented by the blue arrow in Figure 1.3). The Hamiltonian for this transition

is
~Ω

2
η(a†σ+eiφ + aσ−e−iφ), (1.25)

with a Rabi frequency that can be written as

Ωn,n+1 = Ωη
√
n+ 1. (1.26)

1.3.2 Laser Cooling

Laser cooling is used to reduce the kinetic energy of the ion in the trap, ideally to the

ground state of the harmonic potential. The cooling dynamics are largely controlled by

three paramenters: the ion’s motional frequency ωi (i ∈ x, y, z), the linewidth of the
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electronic transition Γ and the photon recoil frequency ωR = ~k2/(2m). The ratio of

Γ/ωi can be used to define two different regimes

• Γ > ωi is the weak confinement regime where the sidebands of the electronic

transition are not resolvable since the linewidth of the transition is too broad.

This is the regime where Doppler cooling is used.

• Γ < ωi is the strong confinement regime where the cooling transition is sufficiently

narrow that the sidebands can be resolved. In this regime the equations 1.21, 1.23

and 1.25 are applicable and resolved sideband cooling can be implemented.

Doppler Cooling

For an ion that is illuminated with monochromatic light that is red-detuned by δ from its

electronic transition ω, the Doppler shift from the velocity of the ion travelling towards

the laser source can compensate for the detuning. This results in the ion transitioning to

an excited state which is then reversed due to spontaneous emission. When the photon

is adsorbed the ion receives a momentum impulse that is contrary to its direction of

motion. The reduction in the ion’s momentum is ~k = ~(ω − δ)/c. However since

the spontaneous emission is symmetric, the net result of averaging over a number of

absorption-emission cycles is deceleration of the ion. The limit of cooling with this

method is set by the spontaneous emission, since ion receives a momentum kick of ~k in

a random direction and therefore can be calculated by considering the ion performing a

random walk in momentum space.

The minimum temperature that is achievable TD is in the case of a laser beam red-

detuned to half the linewidth of the transition δ = −Γ/2, [72, 73]

TD =
~Γ

2kB
=

(
n̄min −

1

2

)
~ωi
kB

(1.27)

per motional degree of freedom, where n̄min is the minimum mean motional quantum

number of the ion. Equation 1.27 is referred to as the Doppler limit [73].

By way of example, using 88Sr+ the most suitable transition for Doppler cooling is the

2S1/2 −2 P1/2 which has a linewidth of 20.2 MHz [74]. For a trapped ion with axial and

radial frequencies ωz = 2π×0.85 MHz, ωr1 = 2π×1.88 MHz and ωr2 = 2π×2.16 MHz the

mean vibrational quantum numbers are n̄min,z = 11.4, n̄min,r1 = 4.9 and n̄min,r1 = 4.2.
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|g〉|n− 1〉

|n− 1〉|e〉

|e〉|n〉

|g〉|n〉

|g〉|n+ 1〉

|n+ 1〉 |e〉

ωm

ω

Figure 1.4: Schematic of resolved sideband cooling. The excitation to the |e〉 state
on the red sideband reduces the motional quantum number n by one (denoted by the
straight red arrow). Spontaneous emission then causes the state to decay to the ground
state |g〉 (denoted by the red wiggly arrow).

Resolved Sideband Cooling

After Doppler cooling the ion into a low motional state, the ion can then be cooled into

the ground state using resolved sideband cooling [69]. If the ion is in the Lamb-Dicke

regime, a laser can be used to drive the lower sideband of the electronic transition, after

which the ion decays to the ground state on the carrier transition with a high probability.

On average the ion loses a quantum of vibrational energy on each adsorption-emission

cycle. The process is illustrated in Figure 1.4.

For transitions with a long lifetime, the wait for the spontaneous decay can severely

affect the cooling of the ion. It can either make cooling the ion a highly inefficient

process, or if the heating rate is greater than the cooling rate, an ineffective process. It

is necessary to shorten the lifetime of the excited state by coupling it to an auxiliary

short-lived state with an additional laser. This is called quenching and it results in the

effective linewidth Γ̃ [69]

Γ̃ =
Ω2
auxΓ2

(Γ + Γaux)2 + 4δ2
aux

(1.28)

where Ωaux, Γaux and δaux are the Rabi frequency, the linewidth and the detuning

associated with the auxiliary transition respectively.
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A robust method for determining n̄ after the cooling process is to compare the proba-

bilities of the excitation on the red and blue sideband transitions. As derived in [69] the

probability of excitation of the ion on the red sideband P rsbe (t) is [69]

P rsbe (t) =
n̄

n̄+ 1
P bsbe (t) (1.29)

where P bsbe (t) is the probability of excitation on the blue sideband. The ratio of the two

probabilities R is [69]

R =
P bsbe (t)

P rsbe (t)
=

n̄

n̄+ 1
(1.30)

such that the mean vibrational number can be calculated using [69]

n̄ =
R

1−R
. (1.31)

Therefore n̄ can be determined by a frequency scan over the red and blue sidebands and

by measuring the amplitude of each.

1.4 Decoherence

An upper bound to the achievable coherence time for a qubit is given by the natural

lifetime of the excited state. For optical qubits, the lifetime of the excited state can

be about a second as in the case of 40Ca+ [75] and for hyperfine transitions the time

constant for spontaneous emission can be longer than a year [2]. However there are other

environmental factors that result in the loss of the information encoded in the state of

the ion, i.e. causes decoherence. The sources of decoherence can be divided into three

categories [76]:

• Motional decoherence

• Decoherence of the ion’s internal electronic levels

• Non-ideal field decoherence

Each of these sources will be briefly reviewed and the reader is referred to [76] for a

more detailed description of decoherence mechanisms.
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1.4.1 Motional Decoherence

From Section 1.3 it is clear to see that the Rabi oscillations that can be driven coherently

depend on the motional quantum number n. As n̄ increases it leads to a greater thermal

distribution in the ion’s vibrational state. If the motional heating rate ˙̄n is on a time scale

that is relevant to the operation time, for example the gate time in a QIP application,

then there is then a dephasing of the coherent transitions between states. For quantum

error correction techniques to be effective, the heating rate has to be low enough such

that the error of the gate operation is below 10−4 [2].

When the ion is trapped there are large electric fields that provide the confinement,

however there can also be residual fluctuating electric fields within the environment as

well. These smaller fields can resonantly couple to the motion of the ion and cause

an increase in its motional state. The subset of noise that directly affects the state of

the ion can be quantified by the electric-field noise spectral density SE(ω). The rate of

increase in the motional quanta of the ion ˙̄n is related to SE(ω) by [77]

SE(ω) =
4M~ω
q2

˙̄n (1.32)

where q and M is the charge (in C) and mass of the ion (in kg) respectively and ω

is the angular motional frequency of the ion (in rads−1). One source of the residual

fields that can heat the ion is Johnson noise, which is the noise associated with the

thermal motion of the electrons inside the conductors of the system [2, 78]. In order to

reduce the injected noise from electronic sources it is desirable to filter the electrodes

from the rest of the environment [76, 79–81] or employ an active stabilisation [82]. The

exact nature and scaling of the Johnson noise will vary with with each system and be a

function of how effective the filtering is at the motional frequencies of the ion. Section

5.2.3 describes the updates to the experimental system to include a set of passive filters

to reduce the noise on the DC ion trap electrodes.

Several in-depth studies on the electric-field noise spectral density that the ion sees

indicate that the noise scales with the ion-electrode distance d as ≈ 1/d3.79 [77, 83–86].

Ions in microfabricated traps [83] can have ion-electrode distances typically in the range

of 80 µm ≤ d ≤ 250 µm, which makes them particularly sensitive to the observed noise

compared to macro-traps which can be 400 µm ≤ d ≤ 800 µm [54, 87, 88]. The observed
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heating rate dependency is significantly above what would be expected from Johnson

noise. For example, in traps at room temperature with d 6 365 µm the ion heating

rate has been shown to be greater than three orders of magnitude above what would be

expected from the electrical characteristics of the system [76, 77]. Since the exact origins

of this noise is ambiguous, it has often been dubbed ‘anomalous heating’ [77]. When

trap electrodes are cryogenically cooled (down to 4 K) the heating rate was reduced

by over two orders of magnitude [89]. This suggests that the origin of the anomalous

heating is a thermally activated process.

One candidate for the source of anomalous heating is surface contamination. Models

have shown that the scaling of the heating rate with d can be replicated by randomly

distributed fluctuating patch potentials [77, 84]. The patch potentials can be formed by

contamination on the electrode surface, which are effectively uncorrelated dipoles that

oscillate at a frequency which is resonant with the motion of the ion, causing motional

heating. In addition to this theoretical framework, experiments have also indicated that

surface contamination may have an adverse affect on ion heating. Through the use

of Auger spectroscopy, studies have also determined that hydrocarbon monolayers can

form on the electrode surfaces [90, 91]. After fabrication, traps are usually cleaned with

some combination of solvents, ozone or plasma processing. However when exposed to

the atmosphere several layers of adsorbates will still build up on the surface [92]. To

achieve atomically clean electrodes in ultra-high vacuum there are a number of methods

that can be used, for instance ion bombardment. Previously, an Ar+ ion beam has

been used to sputter the contamination of the electrodes in a surface trap [90, 91] and

the heating rate was reduced by two orders of magnitude [90]. Though this method

proved to be effective, it does add a significant engineering complexity to the trapping

system and it is also problematic for traps with a 3D structure. Since the ion beam can

be highly energetic (500 to 2000 eV) when compared with the sputtering threshold of

the electrode material (Au is 15 eV with Ar+), it is likely that the electrode material

will be removed. Redeposition of the electrode material on dielectric surfaces, which are

intended as insulating gaps in the electrode structure, risks the formation of an electrical

short.

A gentler ion bombardment treatment has also been tested by generating an inductively

coupled plasma using a coil located in close proximity to the trap [93]. The ion energy

was approximately 20 eV and when compared to the 30 eV sputtering threshold of the
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Nb electrodes it suggests that there should be no sputtering of the electrode material.

Using this process there was a four-fold reduction in the heating rate. A possible method

which does not require the need for a copper coil in the system will be introduced in

Chapter 3 and 4; it will investigate the use of a capacitively coupled microdischarge

generated in situ by the trap electrodes themselves. It will be shown that this method

is suited for removal of hydrocarbon contamination and is unlikely to sputter the Au

electrode material.

Another technique that has also been used for selective removal of contamination was

pulsed laser cleaning [92]. It operates on the similar principle to that of the inductively

coupled plasma; it uses the fact that the energy density threshold for the desorption of

the surface contaminants is lower than the threshold for ablation of the electrode material

[92]. Therefore a pulsed laser could remove the contamination from the surface while

in principle keeping the electrodes intact. With laser cleaning of an Al microfabricated

surface trap, the heating rate was reduced by a factor of two [92]. However, during

the cleaning process the laser can introduce some unwanted effects; local heating of the

metal surface, and the differential expansion associated with it, can lead to delamination

of the electrode from the substrate.

1.4.2 Decoherence of the Ion’s Internal Electronic state

Uncontrolled fluctuation of magnetic fields is a possible source for internal state deco-

herence [76]. Even when using ‘atomic clock’ qubits that are insensitive to the magnetic

field to first order, the state preparation and readout can still be dependent on the

magnetic field [3]. Decoherence arises since the separation of the energy levels to be

addressed are dependent on the magnetic field applied. Therefore magnetic-field noise

can cause a dampening of the phase relation between the states.

A principal source of magnetic-field noise is at 50 Hz arising from the mains electricity

supply. In order to compensate for this, techniques such as a feed-forward circuit to

add an additional out of phase signal to the current coil can be used to cancel its effects

[2, 94]. Or alternatively, the experimental sequence can be synchronised with the 50 Hz

power cycle in order to reduce the influence of the magnetic field variations [2, 36, 95]. A

more general method of protecting the system from magnetic field fluctuations is to use

magnetic shielding which can attenuate the noise by ∼20-30 dB at room temperature
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[96, 97]. Furthermore, for magnetic field fluctuations that are slow on the timescale of

the gate operations performed, the system may be made more robust by employing spin

echo techniques [98]: the flipping of the qubit state to reverse the precession such that

a minimum error state is recoverable.

However, for many experiments, a well-defined magnetic field is still desirable within

the shielding in order to lift the degeneracy of the ion’s atomic levels. Often, magnetic

coils are used to generate a field, however the current sources used to drive these fields

can have noise present that is then converted to magnetic field fluctuations. Approaches

to reduce this noise include using permanent magnets instead of coils [96] however this

results in the loss of flexibility in tuning the size of the magnetic field. Alternatively

superconducting coils could be implemented [99], however this would require cryogenic

temperatures and therefore substantially increase the system complexity. An alternative

stabilisation method will be presented in Section 5.3 that uses a feedback from stable

resistors in order to stabilise the current sources to the magnetic field coils.

1.4.3 Non-Ideal Field Decoherence

Imperfections in the laser parameters that address the ion’s transitions can also lead to

decoherence. Typical candidates for the cause of decoherence are the finite linewidth of

the laser and fluctuations in intensity.

Intensity fluctuations arising from laser power instability, or beam pointing instabilities

with respect to the ion can alter the Rabi frequency and therefore cause amplitude

dampening of the Rabi transitions between states. Stabilising the position of the beam

can be done by using mechanically stiff mounts or using a quadrant photodiode in a

feedback loop to alter the position of the beam [76, 100].

The finite linewidth or Fourier components within the spectrum of the laser away from

the transition of interest can lead to off-resonant excitation. Particularly when attempt-

ing to excite a sideband transition, it is essential to minimise the interaction with the

stronger carrier transition in order to maximise the coherence of the operation. Pulse-

shaping can be used to reduce the amplitude of the Fourier components that are away

from the desired transition. For example Blackman-shaped pulses have been used due

to the high level of suppression of these unwanted components [36, 101], however there

are a number of other functions that could be used for the same purpose [101].
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Instabilities in the spectroscopy laser frequency can similarly cause a loss of ion coher-

ence. For hyperfine qubits the frequency sensitivity of the transitions is often dominated

by the frequency difference between the two Raman laser beams [76]. Each of the lasers

can be derived from the same source with the use of frequency modulators. Therefore,

the frequency fluctuations are dominated by those of the oscillators that drive the mod-

ulators. Typically these oscillators have high frequency stability and therefore are not a

notable source of error [59, 76]. For optical qubits however, the narrow linewidth of the

transition requires not only a narrow linewidth laser but also high frequency stability for

coherent control of the ion’s state. This can be achieved by locking to high-finesse cavi-

ties with high temperature and vibration stability, which can lead to relative frequency

instabilities of ∼ 10−15 or less for 1 s averaging times [76, 102, 103].
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Experimental Setup

2.1 Introduction

This section will outline the experimental set up used in this work. The electronic

levels of the 88Sr+ used are highlighted in Section 2.2. The description of the two

types of microtraps are in Section 2.3. This includes a three-segment trap and a seven-

segment trap with additional purpose specific zones. The latter will be used in the ion

trapping experiments relevant to Chapters 5 and 6, whereas both types are used in the

microplasma research presented in Chapters 3 and 4. The rest of the sections within

this chapter are specific to the ion trapping experiment. A separate test set-up was

developed for the microplasma research in Chapter 4 and will be discussed therein. The

vacuum system and the optical systems will be described in Sections 2.4 and 2.5. The

programmatic control of the ion trapping experiment will be detailed in Section 2.6 and

the trap drives in Section 2.7. Finally, some of the general experimental techniques will

be discussed in Section 2.8.

2.2 88Sr+ Atomic Structure

This work will focus on 88Sr+ as the ion species which can then be used to encode

information in an optical qubit. Using this ion, the important transitions that need

to be addressed can be seen in figure 2.1 and thus requires the corresponding lasers. A

photoionisation procedure is used to generate the ions. Sr atoms are evaporated towards

the trap from a hotplate and the combination of 461 nm and 405 nm lasers are used

22
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Figure 2.1: Internal electronic levels of 88Sr+ with no bias magnetic field applied.

to photoionise the atoms which then can be trapped. Laser light at 422 nm is used

to Doppler cool the ion to a low motional state on the Doppler cooling transition (see

Figure 2.1). More detail on the Doppler cooling process will be provided in Section

1.3.2. Since the ion is initially hot when first trapped, there is inefficient laser cooling on

the Doppler cooling transition due to the Doppler shifted-resonance. Therefore an off-

resonant beam detuned by -170 MHz is used when initially trapping to more efficiently

initiate the cooling process. The 1092 nm laser is also essential for effective Doppler

cooling. The ion can decay from the 2P1/2 state to the 2D3/2 state which has a lifetime

of 435 ms [104]. The 1092 nm re-pumper laser cycles the ion back in to the 2P1/2 so

that it can transition down to the 2S1/2 state.

The quadrupole transition from the 2S1/2 to the 2D5/2 state which is driven using a

674 nm laser, is called the optical qubit or ‘clock’ transition. This transition effectively

provides a two-level system for coherent operations and has a coherence time of 391 ms

[105]. In order to remove the ion from the 2D5/2 state, a 1033 nm laser is used excite

the ion into the 2P3/2 state on the clear-out transition.

The diagram in Figure 2.1 shows the energy levels in the presence of no magnetic field.

However when a bias magnetic field is applied there is a spitting of the energy levels due

to the Zeeman effect. The 2S1/2 and the 2D5/2 energy levels are split according to

∆E = µBBmjgj , (2.1)

where µB is the Bohr magneton, B is the magnitude of the applied magnetic field, mj

is the total magnetic quantum number and gj is the Landé g-factor

gj =
3

2
+
S(S + 1)− L(L− 1)

2J(J + 1)
. (2.2)
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Figure 2.2: Schematic of the splitting of the 2S1/2 and the 2D5/2 energy levels into
10 Zeeman components due to the presence of an external magnetic field.

Here S, L and J are the spin, orbital and total angular momentum quantum numbers

respectively. For the 2S1/2 transition g1/2 = 2 and for 2D5/2 g5/2 = 26/5. Equation 2.1

can then be rewritten as

ES−D = µBB(m1/2g1/2 −m5/2g5/2). (2.3)

Figure 2.2 shows a schematic of these energy levels in an external magnetic field.

2.3 Microfabricated Linear Ion Traps

The ion traps used in this work are microfabricated, monolithic and symmetric in design

[106]. To create the device, a 350 µm SiO2-on-Si wafer is processed with metallisation

and micro-machining in order to generate the aperture and electrode structure. More

details on the microfabrication techniques used can be found in [107]. Figure 2.3a shows

the cross-sectional view of the ion trap aperture with its electrode microstructure and

its material system. The 3D trapping geometry has a unit aspect ratio which leads to a

highly efficient trapping potential.

In this work two geometries of trap will be used, both of which share the same cross-

sectional structure to the trapping aperture. The first design, denoted as trap type A, can

be seen in Figures 2.3b and d. The device has a linear array of three trapping segments.

The second ion trap geometry, hereafter trap type B, can be seen in Figures 2.3c and e.

This design is a scaled version of trap type A with a more sophisticated structure. It

includes seven trapping zones and a spatially separated ion loading zone. Figure 2.4 is
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Figure 2.3: a) Schematic diagram of ion trap cross-sectional structure and material
system. The cross-section is common to both ion trap types A and B. b) Example of
ion trap type A in an electronic package. c) Example of ion trap type B in an electronic
package. d) Front-side electrode layout for trap type A. The magnified inset shows the
detail for the RF and DC electrodes surrounding the trapping aperture. Rotating the
image by 180◦ would result in the layout for the back-side of the trap. e) Front-side
electrode layout for trap type B, as in d) the layout on the back-side is identical.

a schematic of the electrode structure of trap type B. The diagram highlights how the

loading zone ‘L’ is separated by an elongated electrode ‘T’, which is the transfer zone,

from the zones ‘1-7’ which are experimental zones. Mounted to the trap package is an

atomic flux shield that restricts the flux of Sr atoms to the loading zone only. Pictures

of the implemented shielding can be seen in Figure 2.5. The flux of Sr atoms can build

up on the electrode surfaces of the ion trap over time and increase the ion’s motional

heating rate. Therefore as Z1 to Z7 are shielded from the flux they provide a low-noise

environment for the atom and will be the segments that are used for coherent control of
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Figure 2.4: Schematic of trapping segments in trap type B. The endcap electrodes
are denoted by ‘E1’ and ‘E2’, loading zone by ‘L’ the transfer zone by ‘T’. The transfer
zone spatially separates the experimental zones ‘1-7’ from the loading zone.

a) b)

Figure 2.5: a) Picture of the ion microtrap with the on-chip atomic flux shield in
place. b) Picture of the an ion microtrap within the vacuum system. An added shield
to the vacuum system restricts the atomic flux from the electrodes that the on-chip
shield does not cover.

the ions.

The fabricated traps are glued and wirebonded into robust electronic packages that stan-

dardise connectivity and enable them to be easily handled. The traps are mounted on

a commercial leadless-chip carrier (LCC) via an aluminium-nitride (AIN) intermediate

substrate. Wirebonds connect the electrodes of the trap on the front and the back side

of the chip to the AIN substrate and again from the substrate to the LCC. The LCC

then provides the air-side electrical connectivity (see Section 2.4 for more details).

2.4 Vacuum System

In order to seal the trap in ultra-high vacuum (UHV), cold welded indium seals are used.

One seal is used from the LCC to the stainless steel vacuum, another from the LCC to a
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Figure 2.6: UHV packaging of ion microtrap. a) Detail pf the layers that form the
bonding of the trap package to the vacuum chamber and to a window. b) View of the
trap from the small window once welded to the chamber. c) Cross-section of the optical
access provided by the windows either side of the trap aperture. d) View of the trap
from the large window. Image taken from: [106]

steel spacer and again from the spacer to an anti-reflection coated window. An exploded

view of the stack can be seen in Figure 2.6a. Figures 2.6b-d show how the windows

that are at both faces of the trap provide the optical access. This sealing method, in

conjunction with a non-evaporable getter and ion pump, allows for pressures of about

1×10−11 mbar. Another benefit of this method is that there is direct and efficient air-

side access to the trap electrodes on contacts which are approximately 20 mm from the

trap centre. Therefore all the electronic filtering can be done close to the trap electrodes

but outside of the vacuum itself; see Chapter 5 for more details.

2.5 Optical systems

2.5.1 461 nm & 405 nm Photoionisation Laser

The first photoionisation step from the 1S0-1P1 transition is achieved using 461 nm

light. The laser light is formed by a frequency-doubling cavity in conjunction with an

extended -cavity diode laser (ECDL) at 922 nm [108]. The ECDL emits up to 35 mW of

light, some of which is picked off to go to the wavemeter and the rest is converted into

461 nm by a doubling cavity containing a potassium niobate crystal (KNbO3). One of

the cavity mirrors is on a piezoelectric mount that is used to fine tune the cavity length.

The cavity length is maintained on resonance with the laser fundamental frequency by

using a Hänch-Couillaud polarisation lock [109]. The cavity emits up to 2 mW of laser

light which is coupled into a polarisation maintaining (PM) fibre that goes to the trap.



Chapter 2 28

The fibre emits 600 µW of power and has a spot size of 2ω0 = 200 µm at the trap centre.

The laser frequency has sufficient passive stability and therefore no to active feedback is

required. The wavemeter monitors the wavelength and a mechanical shutter at the PM

fibre input is used to control the switching on and off of the beam in the trap aperture.

The second ionisation step involves exciting the atom from the 1P1 −1 D2 state where

a valence electron is then excited past the ionisation threshold to produce 88Sr+. Due

to the broad linewidth of the transition (0.9 nm) no stabilisation of the laser frequency

is necessary. The laser emission propagates through the same fibre as the 461 nm light

and also subject to the same switching via the mechanical shutter.

2.5.2 422 nm Cooling Laser

The Doppler cooling is derived from a Toptica diode laser (DL-pro) which emits 54 mW

of light at 843 nm. Some light is picked off from the main beam and sent to a tunable

etalon (finesse = 115) and the wavemeter. The etalon reduces the drift in the frequency

of the laser via a side fringe lock. The light in the main beam (34 mW) is then focused

into a doubling cavity in a similar fashion to the 461 nm laser, see Section 2.5.1, which

produces up to 8 mW of light at 422 nm. From the doubling cavity the 422 nm light is

split into three branches. One branch is double passed through an AOM (270 MHz) the

down shifted light is locked to an Rb atomic vapour cell using a saturated absorption

lock. The error signal from this lock is used to adjust the tuneable etalon. The Rb cell

provides an atomic reference that provides the long-term laser stability [110].

At the 422 nm output another branch is used for the Doppler cooling light which goes

through two douple-pass AOMs and is coupled into one of the inputs to a PM 2 x 4 fibre

splitter. After the first pass of the first AOM some of the light is picked off and used

for the second input to the fibre splitter; this light is used for the off-resonant Doppler

cooling beams. The third branch of the 422 nm light is similarly passed through two

AOMs and into another PM fibre and is used for the optical pumping beam. More

details about the system can be found in [111].

To summarise, there are three main uses for the 422 nm light generated by this system;

• 3 Off-resonant beams for efficient Doppler cooling of hot ions. Each with ∼8 µW

and waist 2ω0 = 70 µm at the ion.
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• 3 Near-resonant beams for Doppler cooling. Each with∼2 µW and waist 2ω0 = 70 µm

at the ion.

• An optical pumping beam with 0.6 µW and waist 2ω0 = 70 µm at the ion.

2.5.3 1092 nm Repumper Laser

The 1092 nm laser is used to excite the atom from the 2D3/2−2P1/2 state to ensure

efficient Doppler cooling. A neodymium doped fibre is used as a gain medium and is

pumped with a 825 nm diode laser. A diffraction grating is used to reflect the light back

into the fibre such that it forms a laser cavity. A paddle polarisation controller is used

to adjust the polarisation of the light to the angle at which the grating is maximally

reflective. The output of the laser has a large number of modes with 1 MHz separation

under a ∼1.5 GHz wide envelope. The wavelength of the laser is not actively stabilised,

since when one mode drifts out of resonance with the atomic transition the adjacent

mode drifts into resonance. Very coarse adjustment of the wavelength is achieved by

altering the angle of the grating by hand. Finer adjustment is implemented by changing

the angle of the intra-cavity etalon and the finest adjustment by altering the angle of

the diffraction grating via a piezo mount. The 1092 nm light is then split such that a

small amount is picked off for a photodiode and the wavemeter. The photodiode is used

to monitor the laser power. The main beam is coupled into a 1x2 fibre splitter with

both fibre outputs focused on the trap aperture with a 2ω0 = 580 µm. One 1092 nm

beam passes through a polariser and a λ/2 waveplate. This beam is used to coarsely

minimise the ambient magnetic field. The D3/2 - P1/2 transition splits into 6 Zeeman

components in the presence of a magnetic field: two π components with ∆mj = 0 and

four σ components with ∆mj = ±1. In the instance where the linear polarisation of the

1092 nm beam is parallel to the magnetic field direction, only the ∆mj = 0 transitions

of the Doppler cooled ion are driven and the ion is optically pumped into a dark state.

By altering the magnetic field such that the ion fluorescence is minimised for the vertical

and horizontal polarisations of the 1092 nm beam, a coarse nulling of the magnetic field

is attained.
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Figure 2.7: Schematic of the 674 nm spectroscopy laser. Note that here only one of
the two fibre noise cancellation systems (FNCS) are depicted.

2.5.4 674 nm Spectroscopy Laser

An M Squared SolsTiS laser in conjunction with a Stable Laser Systems control system

(SLS-674-300-1) is used to supply the 674 nm light to probe the optical qubit transition.

The laser system is arranged in three levels. On the top breadboard level, there is an

M-Squared SolsTiS laser, pumped by a Lighthouse Photonics Sprout laser. A small

portion of the light is coupled into a high-finesse, optical reference cavity on the middle

level. The middle level rests on a vibration isolation platform enclosed by sound isolation

panels. The lower level, containing the control units, is floating off the main rack in order

to provide a further level of isolation from potential vibrations.

The top breadboard level optics can be seen in Figure 2.7. The Sprout laser pumps the

SolsTiS laser with 14 W of 532 nm light. The SolsTiS emits 1 W of 674 nm light to an

optical isolator and a feedback AOM (AOM1). At this point 5 mW of light is then split

off to the laser frequency shifter (LFS) and subsequently into fibres to the cavity and the
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wavemeter. The main beam continues to an attentuator; formed from a λ/2 waveplate

and a laser polariser and a beam dump. By adjusting the waveplate the laser power can

be attenuated downstream. Once the beam is attenuated to the required levels the light

is coupled into two fibre inputs. The reflections from each of the output of these fibres

are used for the fibre noise cancellation system.

The LFS system is used to provide a fixed-frequency offset such that the light can be

coupled to the cavity. The system comprises of a λ/4 waveplate, a focusing lens and a

double pass AOM, and a curved mirror, as shown in Figure 2.7. The waveplate circularly

polarises the incoming light which is then focused onto the AOM crystal. The curved

mirror reflects the generated +1 order of frequency shifted light back through the AOM.

The waveplate then vertically polarises the light and the PBS directs the frequency

shifted beam to the cavity and wavemeter.

The laser is stabilised to to the cavity using a Pound-Drever-Hall lock [112]. The light

from the top level passes through an electro-optical modulator and output from the fibre

towards the cavity with horizontal polarisation. The beam is then coupled into the cavity

through a PBS and a λ/4 waveplate. After the light has been reflected twice through

the λ/4 waveplate the polarisation of the light is shifted by 90◦. The now vertically

polarised light passes through the PBS cube and is directed on to the Stable Laser

Systems PDH detector. A Vescent Laser Servo (D2-125) stabilises the laser frequency

by either feeding back to AOM1 in Figure 2.7 for high frequency corrections, or to two

piezos within the SolsTiS to remove slower drifts in frequency. The cavity is kept under

vacuum (10−7 mbar) and the temperature of the cavity and the vacuum housing are

both stabilised. Two Wavelength Electronics (LFI-3751) temperature controllers are

used to keep the temperature of the cavity at a measured zero crossing of the spacer’s

coefficient of thermal expansion and to hold the vacuum housing at 37.1◦C.

The fibre noise cancellation system consists of using the light reflected from each of the

fibre outputs to the main experimental system in order to reduce the perturbations in the

phase [113]. The forward propagating light is sampled by a beam splitter and overlapped

with the light reflected from the fibre output. A photodiode is used to generate a signal

from the beat-note of the overlapping beams and to provide a feedback to an AOM. The

AOM pre-modulates the input light with the opposite phase to the fibre noise such that

the light from the fibre output emerges with reduced noise.

The fibre-noise cancelled light is modulated using a double pass AOM referred to as the



Chapter 2 32

tuner AOM as it provides the frequency tuning of the 674 nm light to the ion. Some of

the frequency shifted light from the tuner AOM is sampled and sent to a photodiode.

The signal from the photodiode provides the feedback to amplitude of the RF supplied

to the tuner AOM which stabilises the output optical power. The power stabilised light

from the tuner AOM is then modulated with another double-pass AOM, referred to as

the agile AOM, which does the temporal shaping of the light in order to have defined

pulse shapes [100, 110]. From the agile AOM the light is further modulated with a

single-pass AOM that is connected to two RF synthesizers and a series of RF switches.

The RF switches enable the single-pass AOM to be driven by either one or both of the

synthesizers. The operation in the dual frequency mode, results in bichromatic light

that is important for the implementation of entanglement with a Mølmer-Sørensen gate

[58]. The Mølmer-Sørensen gate is discussed in more detail in Section 6.7.

2.5.5 1033 nm Quencher/Clear Out Laser

After probing on the optical qubit transition, the 1033 nm laser is used to excite the

atom from the 2D5/2 state to the 2P3/2 state where it can then decay back to the ground

state. The laser light is generated in an ECDL that is of a similar design to the 461 nm

laser in Section 2.5.1. The light is coupled, separately, into two fibres [110].

In one fibre the light is transmitted to a 2x2 fibre splitter with one output leading to

the wavemeter and the other to a tunable low-drift cavity. A side-of-fringe lock is used

to stabilise the laser to the cavity. To form the cavity, a mirror at one end is fixed to a

spacer and mirror at the opposite end is attached to a back-plate by a set of actuators. A

second set of actuators attaches the back-plate to a spacer. The back-plate and spacers

are formed of ultra-low expansion glass. In order to tune the cavity a voltage is applied

to the first set of actuators, while the second are grounded. This system forms a tunable

cavity with finesse =125 that is approximately insensitive to the thermal fluctuations in

the actuators. The cavity is mounted in a vacuum chamber (at 10−6 mbar and stabilised

to ∼1 mK) which is in a thermal enclosure (stabilised to ∼5 mK). Two photodiodes are

used to generate an intensity-independent error signal.

The laser light coupled into the other fibre is split into two paths that both go to two

double-pass AOMs. One path is detuned by 600 MHz from the other and is used as

the ‘quench’ for efficient sideband cooling. The other path is the resonant ‘clear-out’
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Card Description Quantity

NI PXI-6608 high precision timer 1

NI PXIe-6537 digital I/O 1

NI PXI-6733 analogue output 2

NI PXI-6254 analogue input 1

NI PXIe-4139 source measure units 4

NI PXI-4071 digital multimeters 4

Table 2.1: Table of National Instruments PXI chassis cards used to control the ex-
periment.

light for spectroscopy routines. Both these paths are then recombined into a 2x2 fibre

splitter where one output is to a photodiode, which monitors the generation of the laser

pulses, and the other goes to the trap. The output to the trap focuses a 2ω0 = 180 µm

waist beam in the centre of the aperture with the clear out and quencher light of up to

700 µW and 100 µW respectively. The set-up allows each of the beams to be switched

independently and with high extinction.

2.5.6 Imaging Systems

In order to detect the state of the ion after probing on the optical qubit transition, the

fluorescence from the S1/2 − P1/2 transition needs to be collected. A photomultiplier

tube (PMT) and electron multiplying CCD camera are both used with high numerical

aperture lenses (NA = 0.43) to image each side of the trapping aperture (with a mag-

nification of 10). Both detection devices are fitted with filters that block out 674 nm,

1033 nm and 1092 nm wavelengths. Though the devices are sensitive to light from the

405 nm and the 461 nm lasers, they are only used during the loading of the ion and

therefore they do not interfere with the state detection. The dark count on the PMT is

approximately ∼10 s−1.

2.6 Experimental Control

The control of the experimental system is handled by a single National Instruments PXI

chassis containing 13 PXI cards which are detailed in Table 2.1.
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The high precision timer card is used to gate the photon signals from the PMT in order

to determine the count rate and to generate the clock signal for the digital I/O card. The

digital I/O card is capable of providing 32 independent TTL signals to the experiment.

The card is used to control mechanical shutters, to provide RF switches and to trigger

the RF sources for the AOMs in order to generate pulse sequences. In addition, it is

also used for switch on and off the hotplate and oven DC sources (see Section 5.4).

The analogue output card is used as a input to the VCO for controlling the 422 nm

laser frequency. The analogue input card is primarily used for monitoring photodiode

signals, however it also is used to monitor the thermocouple signals from the hotplate

and the oven. Each of the cards is linked to high precision trigger lines, enabling the

synchronisation of the timing between cards. The RF sources are all phase locked to a

stable 10 MHz reference signal that is provided by a local hydrogen maser.

The control of magnetic field for nulling the ambient magnetic field and applying a bias

field is also through the PXI chassis using four source measure units (NI PXIe-4139) and

four digital multimeters (NI PXI-4071) this will be discussed in more detail in Section

5.3.

2.7 Trap Drives

The RF potential is coupled to the ion trap through a tank circuit. An RF source (HP

8647A) used in conjunction with an amplifier provides 1-4 W of power. A bidirectional

coupler samples the forward-going and reflected signals. The RF is fed into a helical

resonator [114] and then to trap itself via a short (7 cm) coaxial cable. Briefly, the

resonator comprises of two coils in a shield. The output of the RF from the bi-directional

coupler is coupled to a seed coil, which in turn is coupled to an antenna coil. The antenna

coil then drives the RF electrodes on the trap. The seed coil in the resonator is mounted

on an adjustable lever so that the distance between it and the antenna coil can be

altered; this enables fine tuning of the impedance matching to the trap. Two helical

resonators are primarily used in this work; one with a loaded resonance of 23 MHz

for the microplasma testing in ion traps in Section 4.4 and another for the rest of the

chapters with a loaded resonance of 18 MHz. Typically, the voltage amplitude used for

ion trapping in this work is 150 V.

The control of the DC and compensation electrode potentials is outlined in Chapter 5.
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2.8 Experimental Techniques

Within this section some of the standard techniques used in trapping and manipulating

the state of the ion will be outlined.

2.8.1 Generating Ions

To generate the Sr vapour a tantalum hotplate containing a previously deposited Sr

reservoir is heated to 190 - 230◦C, evaporating atoms towards the trap [108]. The

process is outlined in more detail in Section 5.4. A shield is attached to the trap such

that the flux of the Sr atoms is restricted to passing through an aperture which results

in atoms in the loading zone (see Figure 2.4). The two photoionisation lasers are used

to ionise atoms such that they can be trapped by the electric field.

2.8.2 Optical Pumping

Optical Pumping is a standard technique used to prepare the ion in a given state [76].

Here the ion needed to be prepared in the mj = −1/2 sublevel of the S1/2 manifold that

occurs in an applied magnetic field. By using circularly polarised light at 422 nm, where

the k̂ vector for the beam is aligned in parallel to the applied magnetic field only the

∆mj = ±1 transitions can be driven. The sign of the driven transition depends on the

handedness of the polarisation. With σ− light, only the ∆mj = −1 transition is driven

and can spontaneously decay into either the S1/2(mj = −1/2) or the S1/2(mj = 1/2)

state, see Figure 2.8. If the ion decays into the S1/2(mj = 1/2) state it is excited again

if it decays into the S1/2(mj = −1/2) state no further excitation is possible. After 40 µs

of optical pumping the ion is prepared in the S1/2(mj = −1/2) state with a probability

measured to be 99.4(7) %.

2.8.3 State Read out

Dehmelt’s electron shelving technique [61] is used to measure the state of the ion. The

ion’s fluorescence, as measured by the PMT, has a count rate of 2×104 s−1 when cycling

on the Doppler cooling transition. However, if the ion is manipulated such that it is

in the D5/2 state, then illumination with the cooling light no longer causes the ion to
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Figure 2.8: Schematic of polarisation resolved optical pumping to prepare the ion
in the S1/2(mj = −1/2) state. 422 nm light with σ− polarisation is used to excite
the S1/2(mj = 1/2) to P1/2(mj = −1/2) transition only. If the ion decays into the
S1/2(mj = −1/2) state no further excitations are possible.

fluorescence and the detected counts drops to the background level of 300 s−1. Therefore

the ion fluorescence can be used as to discriminate between the states of the ion.

2.8.4 Minimising Micromotion

Due to stray fields from the electrodes, the vacuum windows etc., DC fields can build

up and displace the ion from the RF null in the centre of the harmonic potential. This

causes excess micromotion: the ion oscillates at the applied Rf frequency with a greater

amplitude. DC potentials applied to the compensation electrodes are used shift the ion

back to the centre of the trapping potential and thus to minimise the ion’s micromotion.

Firstly, and most coarsely, the compensation voltages can be adjusted to alter the po-

sition of the ion (as seen on the CCD camera) in order to determine where it is least

sensitive to changes in the RF amplitude. Secondly, the RF correlation technique [111]

is used to minimise the micromotion in three dimensions. The 422 nm laser is detuned

from the Doppler cooling transition by ∼ Γatom/2, where Γatom is the atomic transition

linewidth. This results in half the ion fluorescence rate observed when compared with

the peak signal at the transition centre. Due to the Doppler effect the micromotion re-

sults in a modulation of the observed fluorescence and with an amplitude that increases

with the magnitude of the micromotion. The compensation voltages can be adjusted to

minimise the oscillation in the ion fluorescence. The process can then be repeated for

each of the cooling beams in turn. The minimisation of the ion vibration in one beam

direction can have the effect of projecting the vibrational component into another beam

direction, therefore the micromotion minimisation is repeated for each of the beams to

ensure that it converges to to a minimum for all three directions.
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Microplasma Surface Processing -

Theoretical Proposal

For ion traps to achieve the high fidelity operation that many quantum technologies

require, the ion motional decoherence needs to be minimised (see Section 1.4.1). One

likely source of noise has been shown to be fluctuating patch potentials [77, 84] or thin

dielectric layers (i.e. native oxide or hydrocarbons) on electrode surfaces [115]. Within

a few minutes, a clean Au surface can acquire a 0.4 monolayer of hydrocarbon coverage

when exposed to ambient air, and during a vacuum-bakeout process the coverage can

increase to a few monolayers [115]. Ion beam milling of electrode surfaces, for the

purpose of removing surface contamination, has shown a two hundred fold reduction

in the ion motional heating rate [90, 91]. This method, however, uses an energetic

ion beam with Ar+ energies of 300 - 2000 eV [90, 91]. The Au electrode material

sputtering threshold with Ar+ ions is 15 eV [116]. Therefore the ion beam would not only

remove the surface adsorbates but also the Au. While this effect is not fundamentally

an obstacle in traps with a planar electrode geometry, in a 3D electrode structure this

method becomes inappropriate. Re-deposited material from the electrode surface on

the dielectric material intended as insulating gaps risks forming an electrical short and

failing the device.

A more selective approach to surface cleaning has been adopted by [93]. By introducing

a conductive coil in close proximity to the surface on an ion trap, an inductively coupled

Ar plasma is generated. The ion bombardment energies generated are 20 eV in compar-

ison to the 30 eV sputtering threshold of the Nb electrodes with Ar+. Therefore, this

37
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method is likely to be more selective in the sputtering of hydrocarbon material from the

surface. Using this approach, a four-fold reduction in ion heating rate was observed.

An alternative procedure will be adopted in this work that negates the need for an

inductive coil. Instead, the electrodes of the ion trap themselves are used to generate

a capacitively coupled, RF microdischarge. The analysis suggests that the generated

microdischarge results in an in situ, low energy and selective method for removal of

hydrocarbon contamination.

This chapter presents a method to assess the suitability of a microplasma for selective

surface processing of ion trap electrodes. Section 3.1 defines the sputtering thresholds

necessary for this work. The treatment of collisions between gaseous particles, or gaseous

particles and a surface are considered in Sections 3.2 and 3.3 respectively. Section 3.4

shows how the plasma regime can be determined and therefore how a number of model

assumptions can be justified. Section 3.5 details the calculation of the ion and neutral

atom flux distributions at the electrode surface and the processing time needed to remove

contaminants. Finally, section 3.6 contains a selection of equation flow charts that will be

referenced throughout this chapter. These will hopefully add some clarity to the system

of equations being implemented. It should be noted that the following calculations rely

on two fundamental plasma parameters that are determined experimentally; the electron

density (ne) and the gas temperature (T ). The process of determining theses parameters

and the results from applying the calculations contained in this chapter can be found in

Chapter 4.

Within this chapter all units will be in SI unless stated otherwise. However, specific

values for energies may be quoted in eV to be consistent with the literature on this

topic.

3.1 Sputtering Thresholds

During the microplasma processing, it is essential that the damage to the electrode

surface is minimised. The sputtering threshold for gold is about 57 eV [116]. In addition,

the sputtering threshold Eth for amorphous hydrocarbons sputtered by He can be found

using the following equation [117, 118].
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Table 3.1: Sample table of microplasma gas choices. Shown is the plasma gas type, the
type of sputtering the gas is capable of, the Au sputtering threshold εth,Au (all values
taken from [116] and the amorphous hydrocarbon threshold εth,a (all values calculated
using equation 3.1)

Gas Sputtering Type εth,Au εth,a

Ne Physical 19 26

He Physical 57 12

Ar Physical 15 38

O2 Physical & Chemical 21 23

N2 Physical & Chemical 22 22

H2 Physical & Chemical 206 11

Eth =

[
7.0

(
MC

MHe

)−0.54

+ 0.15

(
MC

MHe

)1.12
]
Esb, (3.1)

where MHe and MC are the masses of He and C respectively and Esb is the surface

binding energy which is 2.8 eV for amorphous hydrocarbons [119]. Therefore, using

equation 3.1, the threshold energy of amorphous hydrocarbon sputtering with He is

approximately 12 eV. Table 3.1 shows some of the sputtering thresholds associated with

potential gases. From the table it is clear to see that He, N2 and H are preferable choices

since the amorphous hydrocarbon threshold is lower than that of Au. They minimise

the risk of sputtering the Au material while maximising the possibility of removing the

contaminants. However H has the added complication that it is highly reactive and

could potentially chemically interact with ion trap itself. Therefore He and N2 provide

the most promising gases for hydrocarbon contamination removal off a gold substrate.

3.2 Characterisation of Gaseous Particle Collisions

The collisional dynamics of interacting particles can be defined using the hard sphere

model, where particles are modelled as hard spheres with a collisional cross-sectional area

that defines the type of interaction. In its simplest form of the collisional cross-section

σHS is to be defined as two interacting spheres with constant radii [120, 121]

σHS = πa2
12, (3.2)
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a12

a1

a2

Figure 3.1: Hard sphere model representation of colliding particles with radii a1 and
a2. The dashed line of radius a12 is often called the mutual sphere of influence [122].

where a12 is the distance of closest approach. Figure 3.1 shows a depiction of two

particles with radii a1 and a2 colliding where the distance between the centres at the

point of collision is a12. Therefore using a12 = 2.30× 10−10 m, for a He+-He interaction

[121] σHS = 1.66× 10−19 m2. However, this assumes that the collisional cross-section is

independent of the ion energy. For a more realistic estimate the ion energy needs to be

taken into account.

An alternative method describes the total collisional cross-sectional area of He ions

colliding with He gaseous atoms as the sum of two energy dependent contributions

σHe+−He = σL + σct (3.3)

where σL is the contribution from polarisation scattering and σct is the contribution from

charge transfer scattering. The polarisation cross-section, also known as the Langevin

cross-section, σL (in m2) is [120]

σL =

(
παP q

2

ε0µ

M

2ε

)1/2

(3.4)

where ε0 is the permittivity of free space, αP is the polarisability (for He αP =1.8×10−31

m3 [121]), q is the ion charge, M is the ion mass, ε is the ion energy and µ is the reduced

mass.

The charge transfer collisional cross-section σct (in m2) for He is [123]
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Figure 3.2: Calculated collision cross-sectional area for He ions with He gaseous atoms
σHe+−He as a function of ion energy ε. The vertical lines represent the sputtering
thresholds for Au (dashed) and amorphous hydrocarbons (solid).

σct =

(
5.5−

[
0.58× ln

( ε
e

)])
× 10−20. (3.5)

where e is the electron charge. Using equations 3.4 and 3.5, the total cross-sectional

area can be calculated for He+ with He atoms using equation 3.3. The results of the

calculation for the total collision cross-section, as a function of ε, can be seen in Figure

3.2. The figure also shows the each of the contributions σL and σct, in addition to the

comparison with the constant ion velocity case σHS .

Four main regions of interest can be defined for σHe+−He;

• Within the plasma bulk.

• Associated with the mean ion energy in the sheath.

• Associated with ion energy above the sputtering threshold for Au.

• Associated with ion energy above the sputtering threshold of hydrocarbons.
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In the analysis that follows, for ion energies ε where ε & 1 eV, equations 3.4 and 3.5 will

be used. However, for energies lower than this limit, as in the case of the plasma bulk

dynamics, the equation for σct in equation 3.5 is replaced with the following equation

for the charge transfer cross-section [124]

σct< =
1.2× 10−9

µ1/2

(
M

2ε

)1/2

(3.6)

which is valid in the energy range of 0.02 eV. ε . 1 eV. Figure 3.3 shows the difference

between the intermediate energy, the low energy and the constant energy case. The

constant energy case clearly underestimates the collision cross-section in the range of

interest and the energy dependent cases show similar results. Due to the highly collisional

nature of the plasma generated in this work (see: Section 3.4) the ion energy in the bulk

of the plasma can be calculated by assuming the ions are in equilibrium with the neutrals.

The results from the plasma spectroscopy (see Chapter 4) show that the gas temperature

is in the region of room temperature up to 460 K. The corresponds to an ion energy of

0.3 eV. ε . 0.5 eV. Within this energy region the cross-section is approximated to a

constant σHe+−He = 5×10−19 m−2.

The mean ion bombardment energies, for either pure He or He:N2 gas mixtures for a

few percent of N2 can be assumed to be in the region of 1 to 10 eV. Over this range the

collision cross-section is only weakly dependent on ion energy (see Figure 3.4) therefore

σHe+He can be approximated with a mean value; σHe+He = 3.10× 10−19 m−2.

The calculation of the neutral flux that is energetic enough to sputter contaminants

of the electrode surface requires σHe+−He valid over a wide energy range (see Section

3.5.5). Figure 3.2 shows the ranges of interest; from the threshold of Au (57 eV [116]) and

from the threshold of sputtering amorphous hydrocarbons (12 eV, see Section 3.1) up to

500 eV. The upper limit of 500 eV was calculated to be the maximum ion bombardment

energy at peak sheath voltage given that the ion undergoes no collisions; see Section

3.5.5 for more details. Over these ranges a weighted mean value for the cross-section was

calculated, where the weighting was with respect to the neutral flux energy distribution

(equation 3.57). Using this method σHe+−He = 1.2 × 10−19 m2 for calculations above

the Au sputtering threshold and σHe+−He = 2.1 × 10−19 m2 for calculations above the

amorphous hydrocarbon sputtering threshold.

A summary of the σHe+−He values used in this work can be seen in table 3.2. It contains
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Figure 3.3: Calculated total collision cross-sectional area for He ions with He gaseous
atoms σHe+−He as a function of ion energy ε. The shaded region corresponds to the
relevant plasma bulk ion energy range for this work. The total cross-section for the
intermediate ion energy regime σHe+−He = σL + σct is calculated using equations 3.4
and 3.5. The total collision cross-section for the low energy regime σHe+−He = σL+σct<
is calculated using equations 3.4 and 3.6.

Table 3.2: Summary of calculated He+-He collision cross-sections.

σHe+−He (m2) Ion Energy Region (eV) Relevant Calculation Region

5× 10−19 0.3 6 ε 6 0.5 Ti = T

3.1× 10−19 1 6 ε 6 10 εbom

1.2× 10−19 57 6 ε 6 500 εth,Au 6 ε 6 εup

2.1× 10−19 12 6 ε 6 500 εth,a 6 ε 6 εup

the values used in four ion energy regions of interest as listed earlier in the section. Firstly

in the bulk region of the plasma where the ion temperature Ti = T . Secondly in the

calculation of the mean ion bombardment energy εbom. Thirdly in the calculation of the

neutral flux for ion energies between the sputtering threshold of Au εth,Au and the upper

bound of the ion energy εup, and lastly σHe+−He for ion energies between the sputtering

threshold of hydrocarbons εth,a and εup.
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Figure 3.4: Calculated total collision cross-sectional area for He ions with He gaseous
atoms σHe+−He as a function of ion energy ε in the plasma sheath region.

3.3 Characterisation of Collisions between Gaseous Parti-

cles with a Surface

The collisions of energetic projectiles on a surface can be characterised by a sputtering

cross-sectional area. This work is principally concerned with calculating the sputtering

cross-sectional area for He projectiles on a Au surface for the removal of hydrocarbon

adsorbates σa and Au surface atoms σHe+−Au. These values can then be used to calculate

the rate of removal of the contaminants and also to assess the potential to damage the

electrodes.

For low energy ions (when ε is below the keV region) the sputtering cross-sectional area

for binary collisions of bombarding atoms on a surface can be calculated following the

theory proposed by [125]. The total cross-sectional area σ is composed of three partial

cross-sections that represent different sputtering mechanisms
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Figure 3.5: Schematic of sputtering cross-section contributions. a) Direct knock off
contribution. b) Ion reflection contribution. c) Cascade sputtering contribution. The
number (1) refers to the projectile, (2) the substrate and (3) the adsorbate layer.

σ = σD + σR + σC . (3.7)

Each contribution is defined as one of the following:

• Direct knock off contribution σD; incoming ion collides with an adsorbate or sub-

strate surface atom which results in its direct removal.

• Reflection removal contribution σR; the incoming ion is reflected at a particular

substrate depth and sputters atoms on the way out.

• Cascade sputtering contribution σC ; the incoming ion transfers energy to the sub-

strate atoms which, through a cascade process, generates an outward flux of sput-

tered atoms.

This framework is suited to the study of chemisorbed gases from metals (i.e. for adsor-

bates or surface atoms with binding energies in the eV range) as opposed to physisorbed

gases (those particles with binding energies in the meV range) This is appropriate since

the binding energy of amorphous hydrocarbons on Au is 2.8 eV [119] and the heat of

sublimation for Au is 3.65 eV [126].

Figure 3.5 shows a schematic of each of the sputtering mechanisms. In the following

section, the subscripts 1, 2 and 3 will denote the atomic properties associated with

the projectile, the substrate and the adsorbate atoms respectively. However for ion

bombardment energies (ε < 500 eV), σD and σR dominate the total sputtering cross-

section and this effect becomes more pronounced with light projectiles such as H and He

[125, 127]. Therefore only the contributions from σD and σR will be taken into account.
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The direct knock off contribution σD (in m2) for an ion with energy ε (in J) is defined

as [127]

σD =
C13

cos(θ)m

(
εU3

)−m(
1−X−m

)
(3.8)

where θ is the angle between the surface normal and the incoming ion, for the following

calculations it is assumed that θ = 0. In addition, m is an inverse power parameter

(for light ions such as He m = 0.4 [128]), U is the surface binding energy (in J) and

X = γ13(ε/U3), which can be found using the energy transfer factor γij [127, 128]

γij =
2MiMj(
Mi +Mj

)2 . (3.9)

The coefficient Cij is [127, 128]

Cij =
πa2

ij

2

(
Mi

Mj

)m(Z2Z3e
2

4πε0aij

)2m

(3.10)

here Z denotes atomic number, ε0 is the permittivity of free space, e is the electron

charge and aij is the screening length (in m) given by [127]

aij =
0.4683× 10−10(
Z

3/2
1 + Z

3/2
2

)1/2
. (3.11)

The reflected contribution σR (in m2) is defined as [127, 128]

σR = σDRN

(
4− 4ln(X)

3
(
X1/3 − 1

)) (3.12)

The reflection coefficient RN has to be either determined experimentally or, as in the

case of this work, taken from numerical calculations.

The reflection coefficient RN at normal ion bombarding incidence to the surface can be

defined as [129]

RN =

(
1 +

a1

ν1/2
+
a2

ν
+

a3

ν3/2
+
a4

ν2

)−1/2

(3.13)

with
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a1 =
6

π1/2
= 3.39

a2 =
27

π
= 8.59

a3 =
27

π1/2

(
4

π
− 1

)
= 4.16

a4 =

(
3

2
− 21/2

)−2

= 135.9

and ν is the ratio of the range the ion can penetrate in the substrate R to the transport

mean free path λtr. Therefore ν is [129]

ν =
R

λtr
(3.14)

which can be intuitively understood as the mean number of wide-angle collisions the ion

undergoes before slowing down to rest [129]. The range R is a function of the maximum

ion bombardment energy εup,

R(εup) =
εup × 1.66× 10−27

2NM1S(εup)
(3.15)

where N is the substrate density and S is the total stopping cross-section per scatter-

ing centre. The latter parameter is a summation of contributions from the electronic

stopping cross-section Se and the nuclear stopping cross-section of the ion Sn. Therefore

S = Sn + Se, (3.16)

where the nuclear stopping cross-section Sn can be defined in terms of the reduced energy

εr. The reduced energy is the ratio of the incident projectile energy with the Coulomb

energy of the ion and the target at the screening distance in the ion centre of mass frame

εc; i.e. εr = ε/εc. More explicitly, εc is [130]

εc =
Z1Z2e

2

4πε0aij

M1 +M2

M2
. (3.17)

Using εr, Sn for low energy sputtering (in the region of ε ≤ 1 keV) is [130, 131]
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Sn =
0.5ln(1 + εr)

εr + 0.14ε0.42
r

(3.18)

On the other hand, Se is

Se = Z
1/6
1 8πe2a0

Z1Z2(
Z

2/3
1 + Z

2/3
2

)3/2

(
2ε

M1

)1/2 1

v0
(3.19)

where v0 = e2/~.

Using equations 3.18 and 3.19, equation 3.16 can then be solved for S which then

determines the range R from equation 3.15. However to find the mean free path λtr

the following equation can be used

λtr(ε) =
1

Nσtr(ε)
(3.20)

where σtr is the transport collision cross-section,

σtr =
M2

2M1ε
Sn(ε), (3.21)

which describes the deflection of the ion as it slows down in a medium. Both R and λtr

are inversely proportional to the substrate density, however note that the dependency

is removed when the ratio is taken, resulting in ν in equation 3.14 being independent of

N .

The total sputtering cross-sectional area for He ions on a Au substrate with amorphous

hydrocarbons on the surface σa can be seen in figure 3.6. The range plotted is from

the hydrocarbon sputtering threshold (12 eV, see Section 3.1) up to the maximum ion

energy that is likely to occur within the experimental parameters of this work (500 eV).

A similar calculation for the removal of surface Au atoms can also be done to find the

sputtering collision cross-sectional of He ions on a Au surface. In this instance, for the

equations listed in this section, the subscript 1 will still denote the He ions, however

the subscripts 2 and 3 will both be represented by Au properties. Figure 3.7 shows the

total collision cross-sectional area for He ions sputtering Au atoms from an Au substrate

plotted from the threshold energy of 57 eV [116] up to 500 eV. The calculated sputtering

cross-sections for both σa and σHe+−Au are weakly dependent on the ion energy over the
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Figure 3.6: Collision cross-section for He+ with a Au surface containing hydrocarbon
adsorbates σa as a function of ion energy ε. Plotted is the total cross-sectional area σa
and its two calculated contributions σD and σR from equations 3.8 and 3.12 respectively.

range of interest, therefore in the following calculations an average value will be used;

σa = 1.52× 10−20 m−2 and σHe+−Au = 1.42× 10−20 m−2.

3.4 Defining a Plasma Regime

There are a number approximations that can be made depending on the plasma operat-

ing regime, this section outlines the general discharge classifications that are relevant to

this work. The microdischarge generated in the microtraps using He are low frequency,

high pressure discharges with collisional, high voltage sheaths.

3.4.1 High vs Low Voltage Sheaths

A sheath can be described as high or low voltage, where the defining criteria for a high

voltage sheath is; eVs >> kBTe [120, 132], where Vs is the sheath voltage (in V) and Te
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Figure 3.7: Collision cross-section for He+ with a Au surface σHe+−Au as a function
of ion energy ε. Plotted is the total cross-sectional area σHe+−Au and its two calculated
contributions σD and σR from equations 3.8 and 3.12 respectively.

is the electron temperature.

The average Te is expected to be in the range of 0.1-4 eV = 1161 - 46435 K [133–136],

therefore

2× 10−20J ≤ kBTe ≤ 6× 10−19J. (3.22)

The sheath voltage Vs for an RF discharge is roughly equivalent to the RF voltage

amplitude URF at low frequencies and to 0.4URF at high frequencies [120]. The voltage

range used in the experimental testing of the discharge was 140 V 6 URF 6 220 V.

Without assuming a particular frequency regime, the maximum possible range for Vs is

then; 0.4× 140 V 6 Vs 6 220 V, which leads to

1× 10−17J ≤ eVs ≤ 4× 10−17J (3.23)
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and the eVs >> kBTe criterion is satisfied for a high voltage sheath.

3.4.2 High vs Low Frequency within the Sheath

A low plasma frequency satisfies the condition that angular RF drive frequency ΩRF ≤

Ωi, where Ωi is the ion plasma frequency [120]

Ωi = π

(
e2ns
ε0M

)1/2(2Te
V0

)1/4

. (3.24)

Here ns is the ion density at sheath edge (in m−3) (see Section 3.5.2), ε0 is the permit-

tivity of free space, M is ion mass (in kg) and V0 is the sheath voltage amplitude. At

low RF frequencies compared to Ωi the ion responds to the instantaneous field. At high

frequencies the ion takes a number of oscillations in order to traverse the sheath and

therefore sees a time-averaged electric field. The discharges generated here are charac-

teristically low frequency. For example, at 23 MHz ΩRF = 1.4 × 108 rads−1 with gas

pressure P = 790 mbar, Te = 2 eV = 23209 K, V0 = 191 V and ns = 4 × 1019 then

Ωi = 3×109 rads−1. Therefore ΩRF < Ωi and the discharge is in a low frequency regime.

3.4.3 Collisional vs Collisionless Sheaths

The frequency of the collisions between particle species in a plasma determines the

transport properties and therefore is a central feature in describing the plasma system.

Ion bombardment energies are strongly affected by the atomic interactions in the sheath.

If there are no collisions, the ions are accelerated the length of the sheath to the electrode

surface. However if the sheath is collisional, some of the ion energy is dissipated in

collisions with neutral atoms. In addition, these collisions will generate fast neutrals in

the sheath that can also effect the electrode surface. A plasma is said to be collisional if

it satisfies the requirement that λi < sm, where λi is the mean free path of the ion and

sm is the sheath thickness. Using this model the mean free path of a particle λ can be

calculated using [120]:

λ =
1

σng
(3.25)
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where σ as the collision cross-section area which characterises the particular collisional

process, more details can be found in Sections 3.2.

In order to calculate the sheath thickness sm the following equation from [120] can be

used to compare the mean free path with a high voltage, DC, collisional sheath

sm =

[
2

3

(
5

3

)3/2

ε0

(
2eλi
πM

)1/2 V
3/2

0

ensus

]2/5

. (3.26)

where V0 is the sheath voltage amplitude (in V) and us is the ion velocity at sheath edge

(see Section 3.43).

Equation 3.26 assumes that there is a maximum voltage across the sheath and therefore

finds the maximum sheath thickness. The use of a DC model here is appropriate due to

the low ion plasma frequency (see Section 3.4.2) and fast electron relaxation times (see

Section 3.4.5).

Typically the ion mean free path is calculated to be in the sub-micron range and the

sheath thickness (calculated using equation 3.26) is tens of microns. Therefore the

condition λi < sm for a collisional sheath is satisfied.

Furthermore, in order to verify that the collisional condition was not satisfied as a result

of using a collisional model, λi was also compared to the sheath thickness calculated

from a DC, high-voltage, non-collisional model smnon−col

smnon−col
=

[
4

9

ε0V
3/2

0

eneus

(
2e

M

)1/2
]1/2

. (3.27)

Note that when comparing equations 3.26 and 3.27 for a collisional and collisionless

sheath, that the former scales with the mean free path whereas the latter does not. For

both the collisional and collisionless models λi < sm.

3.4.4 High vs Low Pressure Plasma

Within the particle dynamics of the bulk of the plasma, a high pressure plasma satisfies

the condition that

λi ≤
Ti
Te
l. (3.28)
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where Ti is the ion temperature and l is the inter-electrode distance. In a high pressure

plasma the particle transport in the bulk of the plasma is diffusive and ambipolar.

Here it is assumed that the ions in the bulk are in equilibrium with the surrounding

neutral atoms due to their high collision frequency. For 300 K 6 T 6 450 K, T = Ti,

0.1 eV 6 Te 6 4 eV (1161 K 6 Te 6 46435 K) and l = 340 µm the condition in equation

3.28 is satisfied since

2.6 µm <
Ti
Te
l < 104 µm (3.29)

whereas λi, for this work, is in the sub-micron range. The high pressure regime is highly

collisional and will be used when calculating the ion distribution at the sheath edge.

3.4.5 Electron Relaxation Time

Another quantity that characterises the dynamics in a discharge is the electron energy

relaxation time τe. In high pressure discharges τe can be shorter that the RF period

τRF which leads to the electron energy distribution being strongly modulated by the RF

drive frequency. Due to this fast relaxation time the discharge can then be seen as a

succession of DC discharges at different voltages [133]. For a discharge being driven at

23 MHz (τRF = 43 ns) τe is determined by

τe =
λe
ue

(3.30)

where λe is the electron mean free path. The average electron velocity ue is

ue =

(
2kBTe
m

)1/2

(3.31)

where m electron mass. The electron mean free path λe is calculated using

λe =
1

ngσe−He
(3.32)

where σe−He = πa2
e−He and the mutual sphere of influence between the electron and the

He atom is defined as ae−He = 1.15× 10−10 [121], therefore σe−He = 4.15× 10−20.
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For a discharge at 350 mbar 6 P 6 950 mbar, 300 K 6 T 6 450 K and 0.1 eV 6

Te 6 4 eV; 4 ps 6 τe 6 23 ps. From these calculations, τe < τRF and the microdischarge

can be seen as a sequence of DC discharges with varying sheath voltages.

3.5 Quantifying Surface Effects

Using the conditions in Section 3.4, the plasma generated in an ion microtrap is likely

to be termed as high pressure with sheaths that are low frequency, high voltage and

collisional. The following section details how to quantify the effect of the particles bom-

barding the electrode surface by calculating the average bombardment energy (Section

3.5.4), the particle flux and thus the cleaning time to remove two hydrocarbon mono-

layers (Section 3.5.5). The calculation of these quantities however all depend on three

calculated parameters that are functions of the electron density ne and the gas tem-

perature T . These quantities are: 1) the ion velocity at the sheath edge us(ne, T ), 2)

the ion density at the sheath edge ns(ne, T ), and 3) the electron temperature Te(T ) in

the bulk of the plasma, which allows the calculation of the former two quantities. The

methodology for determining these values is laid out in Sections 3.5.1 - 3.5.3. The plasma

parameters depend on ne and T , which are determined from the plasma spectroscopy in

Section 4.2.

3.5.1 Electron Temperature in High Pressure Discharges

The electron temperature is a necessary for calculating the ion dynamics. In the bulk

of the plasma at high pressures, Te can be found by numerically solving the following

equation

[
Kmi(T )Kiz(Te)

]1/2
uB(Te)

=
π

ng(T )l
(3.33)

where Kmi is ion-neutral momentum transfer rate constant, Kiz is ionisation rate con-

stant, uB is the Bohm velocity, ng is the gas density and l is the distance between the

electrodes. The Bohm velocity uB is defined as

uB =

(
kBTe
M

)1/2

, (3.34)
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where the mass of the ion is denoted by M and e is the charge of the electron. Similarly,

Kiz is also a function of Te, and is given by

Kiz = σ0ue

(
1 +

2kBTe
εiz

)
exp

(
−εiz
kBTe

)
. (3.35)

Here σ0 is a constant associated with the ionisation cross-sectional area, given by

σ0 = π

(
e

4πε0εiz

)2

, (3.36)

and εiz is the atom ionisation energy. For a He discharge εiz = 24.6 eV. The electron

velocity in the bulk of the plasma ue in Equation 3.35 is derived from assuming a

Maxwellian distribution of electron energies, therefore

ue =

(
8kBTe
πm

)1/2

. (3.37)

Equations 3.34, 3.35 and 3.37 contain the Te dependence that features in equation 3.33.

The components of that equation that contain the gas temperature dependence are ng

and Kmi; the latter is given by

Kmi = σHe+−Heu0, (3.38)

where u0 is the average velocity of ions in the bulk of the plasma. Due to the highly

collisional nature of the discharge, the ions in the bulk of the plasma are assumed to

be in thermal equilibrium with the neutral atoms. Therefore, assuming a Maxwellian

distribution associated with the ions,

u0 =

(
8kBT

πM

)1/2

. (3.39)

The assumption of a Maxwellian distribution of the electron energy, however, is not

strictly true. In fact, the microplasma generated should have an electron energy distri-

bution (EED) that contains three groups [133, 137]: 1) the low energy electrons that are

confined by the ambipolar potential in the bulk of the plasma, 2) the mid-energy elec-

trons capable of escaping from the bulk of the discharge, and 3) the high energy electrons

which are due to accelerated secondary electrons in the sheath. Here the high energy
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tail of the distribution within the bulk of the plasma can be neglected due to the short

penetration depth (a few µm) when compared to the inter-electrode distance (340 µm)

[133]. The EED is therefore more accurately described by a bi-Maxwellian distribution.

However the density of the mid-energy electrons are several orders of magnitude smaller

than that of the of the low energy electrons. It was found that the error associated with

neglecting the mid-energy electrons is small in comparison to the statistical error in the

fitting of the spectral lines.

3.5.2 Ion density at Sheath Edge in High Pressure Discharges

The ion density at the sheath edge ns for a high pressure discharge can be found using

the equation [120]

ns
n0

=

[
1 +

(
luB
πDa

)2
]−1/2

, (3.40)

where n0 is the ion density in the bulk of the plasma and Da is the ambipolar diffusion

coefficient. At high pressures Da is calculated using [120]

Da =
kBTe

MngKmi
. (3.41)

Furthermore the quasi-neutrality condition in the bulk region of the plasma entails that

n0 ' ne. Therefore equation 3.40 can be rewritten as

ns(ne, T ) ' ne

[
1 +

(
luB(T )

πDa(T )

)2
]−1/2

(3.42)

where the T dependence is indicated in parentheses. Both T and ne are determined by

spectroscopic measurements.

3.5.3 Ion Velocity at Sheath Edge

The ion velocity at a collisional sheath edge is calculated using [120]

us(ne, T ) =
uB(T )(

1 + πλDs(ne,T )
2λi(T )

)1/2
. (3.43)
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The Debye length at sheath edge is given by λDs

λDs =

(
ε0kBTe
e2ns

)1/2

(3.44)

3.5.4 Calculating Ion Bombardment Energy

The sheath of the microdischarge is low frequency and with fast electron relaxation

times, as stated previously, this shows that the discharge can be seen as a sequential

set of DC discharges with varying sheath voltages [133]. Using a simple theoretical DC

model proposed by [138] the mean ion bombardment energy at the surface γ can be

calculated as

γ =
eE

ngσHe+−He
. (3.45)

The electric field in the sheath E is [120]

E =

(
3ensus

2ε0(2eλi/πM)1/2

)2/3

s2/3, (3.46)

where s is the time-varying sheath thickness

s(t) =

[
1.43ε0

(
2eλi
πM

)1/2Vs(t)
3/2

ensus

]2/5

, (3.47)

Here Vs(t) is the sheath voltage and when Vs = V0, the peak sheath voltage, then s = sm

from Equation 3.26. The functional form of V , assuming electrodes with equal areas,

is strongly non-sinusoidal. When the electrodes are negative the sheath forms and the

ions are accelerated towards the surface, however when the electrode potential increases

to positive values the sheath collapses. Due to the high electron mobility the sheath

voltage at the positively driven electrode is self-rectifying and is effectively held at zero

[120]. Therefore, for an RF period, Vs(t) has the form

Vs =


URF sin(ΩRF t), 2nπ < ΩRF t < π(2n+ 1),

0, (2n− 1)π 6 ΩRF t 6 2nπ.

(3.48)
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Equations 3.46, 3.47 and 3.48 show that Equation 3.45 for the mean bombardment

energy γ is a time varying quantity. The time-averaged mean bombardment energy εbom

is then

εbom =
1

t

∫ t

0
γdt (3.49)

However since the sheath voltage accelerates the ion towards the surface of a given

electrode for only half the RF cycle Equation 3.49 becomes

εbom =
eE0

πngσ

∫ π

0
(sin θ)2/5dθ (3.50)

where θ = ΩRF t and E0 is the electric field when Vs = URF .

3.5.5 Estimating Adsorbate Removal Time

As the ions are accelerated across the sheath, they collide with neutral atoms. The

momentum transfer between the particles allows for a flux of fast moving neutrals in

addition to the accelerated ions to bombard the electrode surface. The time taken for

these energetic particles to remove surface adsorbates requires knowledge of the time-

averaged particle flux Φx with energies above the sputtering threshold, given by

Φx =
1

2π

∫ π

0

∫ ∞
εth

Γx(ε)dεdθ, (3.51)

where x ∈ {i, n} (denoting the quantity associated the ions and neutrals respectively),

Γx is the time-varying particle flux and εth is the sputtering threshold.

Taking into account the current continuity equation [120] it was found that

∫ ∞
0

Γidε = nsus (3.52)

and therefore that the time-varying ion flux energy distribution is then [138]

Γi(ε)dε =
nsus
γ

exp

(
− ε

γ

)
dε. (3.53)

Equation 3.51 can then be re-written to calculate Φi as
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Φi =
1

2π

∫ εup

εth

∫ π

0

nsus

γ0(sin θ)2/5
× exp

(
−ε

γ0(sin θ)2/5

)
dθdε. (3.54)

The instantaneous mean ion bombardment energy γ0 occurs when E = E0 and εup is

the absolute upper limit of the ion energy. Here εup is defined as the energy of an ion

crossing the sheath at maximum potential without any collisions, which is given by

εup =
M

2

(
2smeE0

M
+ u2

s

)
. (3.55)

Typically, 350 eV 6 εup 6 500 eV.

The bounds of the neutral flux energy distribution Γn(ε)dε for an instantaneous sheath

voltage can be found in [138]. The upper limit is given by

Γn(ε)dε <
σHe+−He
σHe−He

(
1 +

2γ

ε
+

2γ2

ε2

)
Γi(ε)dε (3.56)

and the lower limit of the neutral flux is

Γn(ε)dε >
σHe+−He
σHe−He

Γi(ε)dε. (3.57)

The calculation for Φn is done in a similar fashion to Φi, for both the upper and lower

bound limits of Γn(ε)dε. Using these limits an average value for Φn is then calculated.

Figure 3.8 shows two examples of the ion and neutral flux distributions calculated at

different pressures and voltages.

The removal of an adsorbate layer is described by the rate equation [127]

dNa

dt
= −ΦxσaNa(t), (3.58)

where Na is the adsorbate surface density and σa is the sputtering cross-section (see

Section 3.3 for more details). Solving equation (3.58) gives

Na = N0 exp(−t/τa), (3.59)

where N0 is the initial adsorbate surface density and τa = (Φxσa)
−1 is the time constant

for the process. The time taken to reach a target surface density for the adsorbate, Nt,
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Figure 3.8: Ion and neutral flux energy densities combined for He discharge generated
in Type B microtrap at ΩRF /2π = 23 MHz. This calculation is for maximum sheath
voltage and does not take into account the voltage time dependence.

is then given by

tclean =

(
ln
N0

Nt

)
τa. (3.60)

Studies have shown that atmospheric hydrocarbon contamination that can build up on

the surface of gold, is roughly two C atoms thick [139]. An estimate for Na(t = 0) = N0

was made on the basis that the H-C bond length is, on average, 110 pm [140]. Assuming

a grid of these bonds in two monolayers, the pre-processing surface adsorbate density

can be estimated as

N0 =
1

2× 110× 10−12 × 110× 10−12
= 4.1× 1019 m−2. (3.61)

In reality, the hydrocarbon density will depend on the structure of the hydrocarbons

themselves and the adsorption sites that exist on the electrode surface.
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3.6 Equation Flow Charts

This section contains equation flow charts that are intended as an aid to the reader;

they summarise the equations used (from Section 3.5) alongside the assumptions made

(see Section 3.4) at each stage of the calculation. Within the flow charts in this section,

the calculated parameters are in green, the experimental parameters are in blue and the

assumptions or approximations made are detailed in red. Figure 3.9 shows the equations

used to calculate the ion density at the sheath edge ns, the ion velocity at the sheath

edge us and the electron temperature Te. The calculation of these plasma parameters

depend on the gas temperature T and the electron density ne which is determined by

using optical emission spectroscopy (see Section 4.2). Figure 3.10 shows the equations

used to calculate both the ion and neutral flux to the electrode surface and subsequently

the cleaning time. The calculations in this chart require ns, us and Te from Figure 3.9.

3.7 Summary

A theoretical frame work has been established to justify the treatment of a microplasma

generated in the ion microtraps as a low frequency, high-pressure discharge with col-

lisional and high-voltage sheaths. Furthermore, key assumptions and approximations

made have also been outlined including the treatment of the electron energy distribu-

tion as Maxwellian. To assess effectiveness of a generated microplasma the calculations

needed for estimating the adsorbate removal time were also presented. From the sys-

tem of equations developed, it is clear that there are two experimental parameters that

need to be identified; namely the electron density ne and the gas temperature T . These

parameters will be determined with optical emission spectroscopy (OES), the detail of

which can be found in the next chapter.
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Figure 3.9: Equation flow-chart for the calculation of ns, us and Te.
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Figure 3.10: Equation flow-chart for the calculation of the particle flux and cleaning
time.
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Microplasma Experimental

Implementation

This chapter contains the experimental implementation of the theoretical framework

that was presented in Chapter 3. The calculations in Chapter 3 rely on being able to

measure the electron density ne and the gas temperature T . These parameters will be

determined by optical emission spectroscopy (OES). With these values an estimation of

the time needed to remove amorphous hydrocarbon contamination can then be made.

Ultimately the microdischages would be generated using the system outlined in Chapter

2, however for the purposes of testing a separate analogous system was used which will

be detailed in Section 4.1. The necessary calculations for OES and its application in the

lineshape fitting procedure will be highlighted in Section 4.2. Before the microplasma

was trialled in the ion traps themselves, the plasma was generated in test wire struc-

tures that were made with a similar electrode spacing to that of the traps. These wire

structures were used as a means of initially exploring the experimental parameter space

needed for microplasma generation; the results are shown in Section 4.3. Section 4.4

shows the results associated with generating the microplasma in the ion microtraps

themselves using He and He:N2 gas mixtures.

4.1 Experimental Setup

For the microplasma testing a similar vacuum set-up was used to the one described

in Chapter 2.4 and in [106]. The main differences are that the microplasma set-up

64
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offers straight-forward interchanging of trap chips and the ability to test gas mixtures; a

schematic of the system can be seen in Figure 4.1. The trap is attached to the vacuum

system in a stack consisting of a butyl rubber seal between either side of the ceramic

chip carrier and the vacuum chamber. The stack is than clamped together and the butyl

rubber under pressure forms a seal that allows for pressures down to 10−7 mbar. The

use of the butyl seals allows for a trap to be easily removed and therefore a number of

traps to be tested in a more efficient fashion when compared to the use of indium seals.

An active strain gauge (Edwards D35736000, 1 mbar 6 P 6 1000 mbar) and a Pirani

gauge (Edwards D02602000, 10−3 mbar 6 P 6 1000 mbar) in conjunction with a gauge

controller (Edwards D39591500), were used to monitor the pressure in the chamber.

The system had the capability of using two gases that were introduced into the chamber

using a leak valve; this allowed for plasma testing of gas mixtures.

Similar to the system described in Section 2.4, the vacuum seal that is formed on the chip

carrier still allows for air-side access to the LCC gold plated feed-throughs. Connectors

are then mounted onto these feed-throughs in order to control the potential on the Si

bulk and the DC electrodes. The RF signal used to create the capacitively-coupled

discharge was controlled by a National Instruments frequency generator (PXI 5404) in

line with a variable attenuator (Minicircuits ZX73-2500-S+) which provided the required

amplitude range. The signal was then amplified (Minicircuits ZHL-5W-1) and connected

to a bi-directional coupler and a tank circuit which is the combination of a helical

resonator [114, 141] and the trap. The bi-directional coupler samples the forward-going

and reflected RF signal from the trap, and each of these signals is measured by a power

meter (Minicircuits PWR-4GHS). Three different helical resonators were used in the

testing of the microplasmas; they resulted in resonant frequencies of 8 MHz, 18 MHz,

and 23 MHz when combined with a microtrap. The resonance is measured by scanning

the frequency and sampling the transmitted and reflected signals from the bi-directional

coupler; the minimum in reflectivity determines the resonance of the system. An example

of a measured resonance with a microtrap type A can be seen in Figure 4.2.

To record the optical emission spectrum, the light from the plasma is imaged onto a

multi-mode fibre (50 µm core diameter, 0.22 NA). The positions of the lenses and the

fibre are fixed in relation to each other, however this assembly can be translated in three

dimensions which allows for some spacial resolution. The overall profile of the plasma

generated in the aperture is also recorded by a CMOS camera (Thorlabs DCC3240M)



Chapter 4 66

He

N

Multimode Fibre

Lenses

Pump

Window

Spectrometer
Andor Newton
EMCCD

Computer

2

Leak Valve

Valve

Butyl Rubber Seal

Plasma

Vacuum Chamber

Intermediate Substrate

Ceramic Chip Carrier

Camera

Ground

RF

f = 60 mm

f = 60 mm

f = 30 mm

Window

Figure 4.1: Experimental set-up to record the optical emission generated by a mi-
croplasma in the trapping aperture.

Figure 4.2: Example of an RF frequency scan using microtrap type A in conjunction
with the 23 MHz helical resonator.
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and, as the fibre and the camera are on the same optical axis, it can be used to adjust the

imaging spot of the fibre. At the other end of the fibre, another achromatic lens is used

to couple the light into an imaging spectrometer (Horiba iHR550) with magnification

of 0.7. The spectrum is then recorded by an electron multiplying CCD camera (Andor

Newton DU971N-FI) which has a 16 µm pixel size. During standard operation the

entrance slit width of the spectrometer was set to 34 µm, and a 1200 lines/mm grating

was used to achieve a measured resolution of 0.029(4) nm.

Due to the operating parameters of the plasma studied, the microplasma emission was

relatively weak. To record a spectral lineshape, 10 sequential EMCCD images where

captured at exposure times of 10 seconds each, and then averaged in order to achieve

sufficient signal-to-noise. The measurements were made sequentially in order to detect

any time varying plasma instability. A background measurement was also made using

the same detection parameters but without the plasma being generated. The lineshape

with the background subtracted was used for analysis and determination of ne and T .

4.2 Optical Emission Spectroscopy

The essential plasma parameters needed to determine to the effect of the plasma at

the electrode surface are the electrode density ne and the gas temperature T . Many

of traditional techniques for measuring these quantities involve intrusive methods, such

as Langmuir probes, which can have a large perturbative effect on plasmas with small

length scales [133]. Conversely, optical emission spectroscopy (OES) is a non-intrusive

method of finding the relevant plasma parameters which is suited to microdischarge

operation [133, 135, 142]. OES measures the broadening of the spectral lines emitted

from the plasma. By decomposing the broadening into its constituent contributions ne

and T can be found.

4.2.1 Broadening Mechanisms

The spectral spread of optical emission from the plasma consists of Lorenztian and

Gaussian components which convolve to yield a Voigt profile. An example of each of

these lineshapes can be seen in Figure 4.3. The linewidth of the Gaussian component,

∆λG, is defined as
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Figure 4.3: Example of a Gaussian, Lorentzian and their convolution which is a Voigt
profile.

∆λG = (∆λ2
I + ∆λ2

D)1/2, (4.1)

where ∆λI and ∆λD are the contributions arising from instrument and Doppler broad-

ening respectively. The spectrometer property ∆λI was measured to be on average

0.029(4) nm via a Gaussian fit (using a Levenberg-Marqardt algorithm) to the spectral

line arising from a He-Ne laser. For each spectral data set obtained the spectrometer

was re-calibrated and the ∆λI remeasured. An example of the measured lineshape for

the instrument broadening can be seen in Figure 4.4.

The linewidth of the Lorentzian component, ∆λL, is a combination of the van der Waals,

resonance and Stark broadening, which are quantified by linewidth contributions ∆λVW ,

∆λR and ∆λS respectively:

∆λL = ∆λVW + ∆λR + ∆λS . (4.2)

Within this section, the wavelengths and linewidths are in units of nm in all equations.

In addition, many of the units are not SI for ease of use, however in those instances it
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Figure 4.4: Example of instrument broadening profile of the spectroscopy set-up
measured using a He-Ne laser. In this instance the linewidth was measured to be
0.0271(4) nm.

will be clearly stated. Otherwise, the units can be assumed to be in SI.

Doppler Broadening

The distribution of velocities of the ions and atoms in the plasma leads a range of Doppler

shifts associated with a spectral line; which consequently broadens the spectrum. The

Doppler Broadening ∆λD is defined by the following equation [142–145]:

∆λD = 2.919× 10−17λ0

(
T

M

)1/2

(4.3)

where λ0 is the centre transition wavelength, T is the temperature of the emitters and M

is atomic mass of the emitter. Here T is assumed to be equal to the gas temperature in

the microplasma due to the high collisional frequency between the emitters and neutral

atoms.



Chapter 4 70

Van der Waals Broadening

Van der Waals broadening is the result of the dipole of the excited emitter particle

interacting with the induced dipole of the surrounding ground state atoms during a col-

lisional process. The following equations associated with the van der Waals broadening

are found in [143]. The spectral linewidth, ∆λVW is

∆λVW = 8.18× 10−19λ2
0(R2α)2/5

(
T

µ

)3/10

ng (4.4)

where R2 is a transition-dependent constant (in units of the Bohr radius a0), α is the

average polarisability (in cm3), µ is the emitter-perturber reduced mass (in amu) and

ng is the neutral gas density (in cm−3). Here R2 can be calculated as R2 = R2
U − R2

L,

where L(U) is the lower (upper) energy level of the transition,

R2
L(U) =

n∗2L(U)

2
(5n∗2L(U) + 1− 3lL(U)(lL(U) + 1)). (4.5)

The orbital momentum quantum number of the transition level is denoted by lL(U) and

the square of the effective quantum number n∗2L(U) is

n∗2L(U) =
IH

IIP − EL(U)
(4.6)

where IH is the ionisation potential of hydrogen, IIP is the ionisation potential of the

emitter atoms (both in cm−1) and EU(L) is the energy of the upper or lower levels of

interest (in cm−1). The average polarisability of the emitter atoms can be estimated

using

α =
9

2
a3

0

(
3IH
4Eex

)2

(4.7)

where a0 is in units of cm, Eex (in cm−1) is the energy of the first excited level of the

perturber particles.

Resonance Broadening

Resonance (or self) broadening [146] occurs due to collisions with neighbouring identical

species, where the transition giving rise to the spectral emission has an upper or lower
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energy level with an electric dipole coupling to the ground state [143]. The associated

contribution to linewidth, ∆λR, can be calculated using [135, 145, 146]

∆λR = 8.61× 10−28

(
gL
gU

)1/2

λrfrλ
2
0nemit (4.8)

where gL(U) is the statistical weight of the lower (upper) level of the transition, λr and

fr are the resonance wavelength and the oscillator strength respectively of the transition

coupling to the ground state, and nemit is the ground state density of the emitter atoms

(in cm−3).

Stark Broadening

Due to the presence of charged perturbers in the microplasma such as ions and electrons,

the Stark effect can broaden the spectral emission. The magnitude of the effect varies

across different species. The Stark broadening contribution to the linewidth, ∆λS for H

lines in a non-equilibrium discharge is calculated as [147]

∆λS = 2.05× 10−11n0.63
e , (4.9)

where ne is in cm−3. For the Stark broadening of the He 667 nm transition ∆λS,He, the

analysis in [148] defines the contribution as

∆λS,He = 2ω0

(
ne
ne,0

)[
1 + 1.75α0

(
ne
ne,0

)1/4

×
(
1− 0.068n1/6

e T−1/2
e

)]
(4.10)

where 2ω0 is the electron-impact half width parameter, α0 is the ion broadening pa-

rameter, Te is the electron temperature and ne,0 is the reference electron density. Both

ω0(Te) and α0(Te) are functions of the electron temperature and values for both of these

parameters can be found for a wide range of elements in [148, 149]. A linear extrapola-

tion between tabulated values was used order to estimate the parameters for values of

Te not listed. Examples of the values used here can be seen in Table 4.1.

The use of Equation 4.10 however is limited to the instances where the following in-

equalities are satisfied [143]

8.99T−1/2
e n1/6

e × 10−2 ≤ 0.8 (4.11)
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Table 4.1: Examples He 667 nm Stark broadening parameters for the relevant range
of Te. The values at Te = 20000 K and Te = 40000 K are taken from [149], the others
are calculated linearly.

Te ωe/2 A

20000 36.6 0.52

25000 35.7 0.53

30000 34.8 0.54

35000 33.8 0.55

40000 32.9 0.56

0.05 ≤ α0n
1/4
e × 10−4 ≤ 0.5. (4.12)

For the following investigation both of these conditions are met.

4.2.2 Lineshape Fitting Procedure

For a specific combination of P and URF , the following analysis details how the plasma

parameters T , ne were determined. Both the He and the Hα lines depend on both

parameters, therefore both lines were fit to simultaneously, as part of the same spectrum,

in order to determine both parameters. The spectral linewidths were measured by fitting

a Voigt profile of the form [142]

fV =
2ln2

π3/2

∆λL
∆λ2

G

×
∫ +∞

−∞

e−t
2

[2
√
ln2λ−λ0∆λG

− t]2 + [
√
ln2 ∆λL

∆λG
]2
dt (4.13)

to each of the lines. Therefore the total fitted function was

fV,H,He = fV,He + fV,H , (4.14)

where the contributions fV,He and fV,H are derived from Equation 4.13 with appropriate

∆λL and ∆λG for the He and Hα spectral lines. Equation 4.14 is fit to both the measured

spectral lines using the Levenberg-Marquardt method, which is a non-linear least squares

fitting procedure.
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Due to the low Hα gas concentration the fV,H profile has has negligible resonance broad-

ening. Therefore Equation 4.2 is reduced to

∆λL = ∆λVW + ∆λS . (4.15)

Using Equations 4.3, 4.4, and 4.9 the Gaussian and the Lorentzian components to the

Hα line broadening can be written as

∆λG = (∆λ2
I + 5.129× 10−13λ2

0T )1/2, (4.16)

and

∆λL =

(
4.652× 10−9 Pλ

2
0

T 7/10

)
+ (2.05× 10−11n0.63

e ), (4.17)

where P is in mbar and ne in cm−3. For the fV,He profile on the other hand, using

Equations 4.3, 4.4, 4.8 and 4.10 the ∆λG and ∆λL contributions are

∆λG = (∆λ2
I + 1.282× 10−13λ2

0T )1/2, (4.18)

and

∆λL =

(
3.537× 10−9 Pλ

2
0

T 7/10

)
+

(
5.811× 10−8Pemitλ

2
0

T

)
+

2ω0ne
1018

(
1 + α0n

1/4
e 1.75× 10−4.5

(
1− 0.068n1/6

e T−1/2
e

))
.

(4.19)

Equation 4.19 has a Te dependence which in turn is a function of T . The process for

solving for Te is outlined in Section 3.5.1. Due to the complexity of the function, it is

difficult to solve for Te in terms of T analytically, therefore for each value of T in the

fitting procedure Te is numerically solved using a Newton-Raphson method.

Constants associated with the fitting of a Voigt lineshape to either the He I 667 nm or

the Hα 656 nm lines can be seen in Table 4.2. An example of the fit to the He I and Hα

line can be seen in Figure 4.5.
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Transition Symbol Value Reference

He gL 1 [146]

He gU 3 [146]

He λr 58.4334 nm [146]

He fr 0.2762 [146]

He IIP 198311 cm−1 [146]

He EL 171135 cm−1 [146]

He EU 186105 cm−1 [146]

He Eex 171135 cm−1 [146]

He, Hα IH 109737 cm−1 [143]

Hα EL 82259 cm−1 [150]

Hα EU 97492 cm−1 [150]

Table 4.2: Constants used in fitting procedure outlined in Section 4.2.2. He and Hα
denote values associated with the He I 667 nm transition and Hα 656 nm transition
respectively.

In order to determine that the fits were functioning as expected, another chi-squared

minimisation routine was made which calculated the chi-squared values for a matrix of

T and ne values. This was then used to map out the chi-squared functional space and

to determine if there were likely to be any additional local minima that could disrupt

the Levenberg-Marqardt fitting algorithm. An example of the chi squared mapping

can be seen in Figure 4.6. The fit cycled through a coarse matrix of ne and T and,

after determining the minimum, each of the adjacent points around the minimum in the

matrix is then used to form the bounds of another finer matrix. This step was then

repeated a further two times to achieve a resolution in T of 1 K and 1 × 1012 cm−3

in ne. The manual fitting method showed that the chi-squared functional space was a

smoothly varying curve and that the two fitting methods only showed a small deviation

in the fit parameters of 1 % and 4 % in T and ne respectively.

4.3 Microplasma in Wire Structures

The initial stages of microplasma testing were conducted not with the ion traps them-

selves but with wire micro-structures that had a similar spacing to the electrodes of the

trap. This was done so that the plasma parameters could be mapped out and the system
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Figure 4.5: Examples of He I 667 nm and Hα 656 nm spectral line data observed at
plasma parameters of P = 590 mbar, ΩRF /2π = 23 MHz and URF = 182 V. From the
fit to both lineshapes, T = 323(12) K and ne = 5.8(7)×1014 cm−3, where the errors
are 1σ statistical from the fit only. The errorbars reflect the 1σ error from averaging
over 10 recorded data sets. a) Hα 656 nm line data (blue points) and Voigt lineshape
fitted using equations 4.14, 4.16 and 4.17. Broadening contributions: ∆λI=0.0261 nm,
∆λD= 0.0085 nm, ∆λVW=0.0207 nm, ∆λS=0.0408 nm. The studentised residuals
are shown below the lineshape. b) He I 667 nm line data (blue points) and Voigt
lineshape (red line) fitted using equations 4.14, 4.18 and 4.19. Broadening contri-
butions: ∆λI=0.0261 nm, ∆λD= 0.0043 nm, ∆λVW=0.0183 nm, ∆λR=0.0473 nm,
∆λS=0.0046 nm. The studentised residuals are shown below the lineshape.

tested in a fashion that minimised the risk of damaging the traps while still establishing

the principles of operation.

The wire micro-structure was made by gluing (using Torr Seal adhesive) two 250 µm

diameter gold-plated copper wires onto an empty chip carrier with a 350 µm wire spacing.

One wire was then wirebonded to the RF supply and another to ground. Examples of

these structures generating a discharge can be seen in Figure 4.7. A number of these

structures were made to test the generation of a microdischarge with varying frequency,

voltage, pressure and gas type. There were three gases tested; He, N2 and O2, the

results can be seen in Figures 4.8, 4.9 and 4.10 respectively. The graphs reflect when

the plasma had the greatest coverage in the aperture, good stability and with no other
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Figure 4.6: An example of a chi-squared map for a matrix of T and ne values, at
URF = 172 V and P = 510 mbar.

Figure 4.7: Examples of wire structures generating a microplasma, a) shows a He
discharge and b) shows an N2 discharge.

plasma generated outside the aperture. The exceptions to this is the O2 plasma data,

where there was no stability and the coverage was localised into spots between the two

wires, and the N2 data at ΩRF /2π = 9 MHz which was was also unstable.

The He discharge was maintained over the greatest pressure range and also at the low-

est voltage, 140 V ≤ URF ≤ 330 V. Many of the test traps that will be discussed in

Section 4.4 have risk forming an electrical short at around 300 V. The N2 and the O2
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Figure 4.8: Plasma operation parameters for a He microdischarge in a wire mi-
crostructure. The data describes the most optimum point to generate the discharge to
achieve a stable homogeneous plasma solely in region between the wires.

plasmas both had to be operated above 300 V; at 340 V ≤ URF ≤ 520 V and 400 V

≤ URF ≤ 640 V respectively. This is to be expected since the breakdown voltage for He

is lower than that of the other gasses [144, 151–153]. It should be noted that there is an

anomalous data set in Figure 4.8 at 9 MHz which was approximately 50 V higher than

the other data sets at the same frequency. The exact cause of this is unknown. The He

plasma operated at higher pressures and over a greater pressure range (400 mbar 6 P 6

1000 mbar) than N2 (25 mbar 6 P 6 100 mbar) and O2 (2 mbar 6 P 6 18 mbar).

With increasing frequency there is a decrease in the voltage needed to sustain a plasma

in the aperture. Additionally, at higher frequencies the plasma tended to be more

homogeneous in the aperture and with better coverage. Therefore a He plasma at

23 MHz, in a range of 400 mbar 6 P 6 1000 mabar with = 100 V 6 URF 6 200 V was

estimated to be the operating range for ion traps.
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Figure 4.9: Plasma operation parameters for a N2 microdischarge in a wire mi-
crostructure. The data describes the most optimum point to generate the discharge to
achieve a stable homogeneous plasma solely in region between the wires. The data at
9 MHz was not stable, however it has been included for reference.

4.4 Microplasma in Ion Traps

This section describes the results obtained from generating a microdischarge within the

ion microtraps.

4.4.1 Microplasma Aperture Coverage

When generating a microdischarge it is advantageous to maximise the plasma coverage

of the ion aperture in order to minimise redeposition of sputtered material [154]. As

sputtered particles enter the plasma and after several collisions, they can then leave and

diffuse in all directions. Therefore if the plasma only partially covers the electrodes,

then an increase of the contamination on the uncovered areas is possible. In particular,

redepostition in the ion trapping zones should be minimised, since these are the regions

where the condition of the surface is most likely to effect the motional heating rate of

the ion. Figure 4.11a and b presents example images of trap types A and B respectively
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Figure 4.10: Plasma operation parameters for an O2 microdischarge in a wire mi-
crostructure. The plasma generated was not stable and constricted to bright spots.

generating a He discharge and illustrate the coverage that can be attained. More quan-

titative data on the aperture coverage for a particular device of each type can be seen in

Figure 4.12. This shows that for trap type B, adequate coverage of the trapping zones

can be achieved at 330 mbar 6 P 6 440 mbar. For trap type A the microplasma covers

each side of the aperture less symmetrically, which results in incomplete coverage of the

trapping zones. However at P = {390,450,490} mbar coverage is almost complete. The

coverage could be improved by increasing URF , however that was not possible with the

test devices that were used here.

4.4.2 Microplasma Parameters

Repeated measurements of a He and He:N2 microdischarge were made in order to cal-

culate what would be optimal parameters for hydrocarbon contamination removal. The

results for pure He can be seen in Figure 4.14. Here, similar to the wire structure testing,

the results are based on the plasma being maximally distributed in the trap aperture

and with good plasma stability. Compared to the wire micro-structures, the pressure
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Figure 4.11: a) Example of trap type A generating a He microplasma at P =
390 mbar, ΩRF /2π = 23 MHz and URF = 154 V. b) Example of trap type B gen-
erating a He microplasma at P = 400 mbar, ΩRF /2π =23 MHz and URF = 160 V. The
electrode boundaries are overlaid on the images in a) and b). Exposure time was 93 ms
for both images.

a)

b)

Figure 4.12: Example of aperture coverage in the axial direction (∆z) attained for a)
trap type A and b) trap type B, using a He microplasma at Ω/2π = 23 MHz. The data
is binned into consecutive pressure ranges (20 mbar in type A and 10 mbar in type B).
For each data point, the error bars denote the plasma extremes and the boxed region
indicates where the plasma symmetrically covers both sides of the aperture in the axial
direction. The shaded region in each figure corresponds to the trapping zones of each
device, which are the principal electrodes requiring surface processing. a) Trap type A
aperture coverage data taken at URF 6 150 V is in blue and URF > 150 V is in red. b)
Trap type B aperture coverage data taken at URF 6 190 V is in blue and URF > 190 V
is in red.
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a) b)

Figure 4.13: Two examples of plasma formations that are avoided in the ion mi-
crotraps. a) A plasma being generated at the wirebonds from the trap chip to the
intermediate substrate and again from the intermediate substrate to the LCC in a trap
type B. b) The plasma arches out of the aperture and along the surface of the RF
electrode in a trap type A.

and voltage range of the plasma operation was restricted; URF ≤ 230 V and a pressure

range of 290 mbar 6 P 6 490 mbar in trap type A and to 350 mbar 6 P 6 910 mbar for

trap type B. This was due to a number of factors. Firstly, the traps used for micoplasma

testing had defects that made them unsuitable for ion trapping. A symptom of these

defects was a low electrical breakdown voltage (URF ≤ 230 V). Secondly, the plasma

can become delocalised; the plasma was observed to spread beyond the trapping aper-

ture and along the RF electrodes. Thirdly, there was the risk of generating a plasma

at the wirebonds that form the electrical connection from the LCC to the intermedi-

ate substrate and again from the substrate to the trap itself. Examples of these last

two issues can be seen in Figure 4.13. In both instances damage to the gold surface

is possible, which could result in an electrical short. In order to reduce the occurrence

of these plasma formations the grounded planes that run parallel to the RF electrodes

were left floating when generating the discharge. In addition, the plasma stability was

also improved by floating the Si bulk and the compensation electrodes. During normal

plasma operation the plasma was confined to the trap aperture.

OES was used to determine the gas temperature T and the electron density ne (see

Section 4.2). The results for T are in Figure 4.14b. There is a positive correlation of T

with P , which is to be expected, however note that for some results there is an increase

in voltage URF as well as P (see Figure 4.14a) which is also expected to increase T

[137, 144, 147, 155]. Similar temperatures for T , in the range of 300 K ≤ T ≤ 600 K,

have been reported for microplasmas under similar conditions [137, 144, 147, 155]. The
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calculated T ranges from room temperature up to ∼460 K and this low gas temperature

is beneficial since it minimises the possibility of thermally damaging the trap. The errors

in the Figure 4.14b are based on a 1σ error from the statistical fit. In addition there

are three further systematic errors that are included; the error from the 1) Stark and 2)

instrument broadening contributions and 3) the error from deviations to the ideal Voigt

fit. Firstly in the fit to the He I line, previous work has shown that the semi-classical

calculations used to determine the Stark broadened linewidth agree with experiment to

within ±20 %. By varying the He I Stark contribution by a factor of 0.8 to 1.2, an

additional uncertainly was estimated to be ±2 % for T and ±1 % for ne. Secondly, the

Gaussian fit to He-Ne laser linewidth to determine the instrument broadening had an

associated error, that when propagated, resulted in a 1 % error in T and a 2 % error in ne.

Thirdly, a few data points in Figure 4.14b suggest that the estimated gas temperature

is below room temperature. In these instances, the ideal fitted Voigt noticeably deviates

from the He I line data in the wings of the profile. This leads to an overestimation

of the Lorentzian component of the fit and subsequently an underestimation of T . An

estimation of the change in the FWHM was made from the deviation in the wings.

This was then added as a correction factor in the fit to the lineshape, which, from the

analysis of several fits lead to an associated systematic underestimation of 45 K in T

and correspondingly 4× 1013 cm−3 in ne. For those points, the systematic uncertainty

has been reflected in the upper error bar for both T and ne.

Due to the small length scales of a microdischarge, they operate at higher pressures

and therefore have a correspondingly higher electron density than plasmas with a larger

length scale. The result of the measured ne is shown in Figure 4.14c. A weighted linear

least squares fit to the to the data shows that there is a weak positive correlation of the

increasing P and URF range tested. This trend is consistent with literature [136, 137].

From the graphs in Figure 4.14a-c and Equation 3.45 the mean average bombardment

energy εbom can be calculated. The results are displayed in Figure 4.14d and show

that the mean ion energy is 0.3 eV ≤ εbom(He) ≤ 2.1 eV. The ion energy is very low

simply because of the highly collisional nature of the plasma. In addition, the energy

is well below the 54 eV threshold for sputter Au. However the average energy is also

substantially below the threshold for sputtering hydrocarbons. Therefore it is the tail

of the energy distribution that will contribute to the removal to the contamination.
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Figure 4.14: Measurements to determine the average ion bombardment energy with
He at ΩRF /2π = 23 MHz. a) Operating URF values for a microplasma confined to
the aperture with maximum coverage, for trials 1 to 3 in trap type A (diamonds) and
trials 4 to 7 in trap type B (circles). b) T and c) ne measured from lineshapes fitted
to the He I 667 nm and Hα 656 nm lines, using the method in Section 4.2.2 and the
voltages URF from (a). d) εbom deduced from measured results in (a-c) using Equation
3.50. The uncertainties in εbom values are propagated from those in T and ne, which
are described in the text.
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4.4.3 Calculation of Cleaning Times

Using Section 3.5.4 the number of energetic He ions and neutral atoms which occur be-

yond the sputtering threshold of amorphously adsorbed hydrocarbons can be calculated.

Using Equation 3.60 the estimated sputtering time constant τ = (Φxσa)
−1 is plotted in

Figure 4.15, in addition to estimates for processing times to reach a target adsorbate

density of 1 mm−2. This density is relevant in our instance, since the area of the elec-

trodes within the microtrap aperture are 4.5 mm2. Over the pressure and voltage ranges

tested the processing times vary from ∼60 s upwards. The figure shows that energetic

neutrals can have a significant sputtering effect that is equal to, if not greater, than that

of the ions. This is due to the energetic neutral atom flux to the electrode surface being

larger than the He ion flux (see Section 3.5.4). Both simulations and experiments have

shown that fast neutrals can significantly contribute to the sputtering at electrode sur-

faces [156–159]. For example in an O2 plasma sputtering a Cr surface at P = 0.01 mbar,

30 % of the total sputtering was attributed to fast neutrals [158].

The optimal parameters for a homogeneous plasma that was well-distributed in the

aperture, with good stability and a reasonable time scale for surface processing is likely

to occur for trap type A at P = 360 mbar, URF = 160V and with tclean = 40 minutes.

On the other hand, the range for trap type B is likely to be P = 350 mbar with URF =

200 V resulting in tclean = 1 min.

The effect of the microplasma on the Au electrode surface can be quantified by estimating

the time constant for the removal of surface Au layers

τAu =
1

ΦHe,maxσHe−Au
(4.20)

where ΦHe,max is the maximum neutral He flux density in the range ε > εth,Au which is

calculated using σHe+−He = 1.2×10−19 m2 (see Section 3.2) and σHe−Au = 1.42×10−20

as calculated in Section 3.3. For the optimum parameters above, ΦHe,max = 9.2 ×

104 m−2s−1 for trap type A and ΦHe,max = 7.1×1010 m−2s−1 for trap type B. Therefore

using equation 4.20, τAu,A ' 7.8 × 1014 s and τAu,B ' 1 × 109 s (where subscripts A

and B denote trap type). A comparison of time constants to those in Figure 4.15 show

that τAu >> τa and therefore the sputtering of Au from the surface can be considered

to be negligible. This is beneficial since the sputtering of electrode material can result
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Figure 4.15: Calculated time constant (τa) and plasma processing times (tclean)
to remove two hydrocarbon monolayers from the electrode surface in trap types A
(empty diamonds) and B (filled circles). The processing times using only He ions (in
red) and only He neutral atoms (in blue) are plotted separately. Processing times for
He:N2 mixtures in a trap type A are plotted in the green for comparison. The plasma
parameters used in this calculation can be found in Figure 4.14 a-c and 4.19 a-c. In
addition, indicators of cleaning times for 1 s (dashed), 1 minute (solid), 1 hour (dotted)
and 1 day (dot-dashed) are plotted in purple.

in re-deposition of conductive material in the insulating spaces between electrodes and

the grounded Si wafer bulk leading to an electrical short.

In order to verify that the electrode surfaces were undamaged, images of the internal

Au surface were taken for a trap type B before and after plasma treatment. To record

the state of the surface, an RF and a DC electrode were imaged at five different points,

Figure 4.16 shows a schematic of where the trap was imaged. Due to the insufficient

depth of focus, the images were taken at three different focal depths. A schematic

highlighting the viewing angle and different focal lengths can be seen in Figure 2.4. The

focal depths correspond to the edge of the electrode closest to the Si bulk, the centre of

the electrode and the edge of the electrode furthest from the Si Bulk. The pictures of

the internal electrodes were taken, the trap was then exposed to a plasma generated at
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Figure 4.16: Spatial locations of recorded images (denoted by a series of numbers
{02,05,09,14,17}). Both diagrams depict the internal electrode surfaces, in a direction
normal to the plane of the chip. The grey area shows the extent of the silicon substrate.
Red = RF, blue = DC and yellow = other metallised surfaces at ends of aperture
(grounded/floating). The top (bottom) image illustrates the internal view of the back-
side RF electrode (front-side DC electrode).

P = 360 mbar at URF = 160 V for 15 min (∼ 27τa where τa = 33 s for these operating

parameters), and the electrodes imaged again. The trap was then used for further two

further tests at 1) P = 350 mbar URF = 140 V for 20 min and at 2) P = 360 mbar

at URF = 160 V for 10 min following which the trap was then imaged again. Figure

4.18a shows example pictures for each of these imaging stages, at the three different

focal depths, for the centre of a DC electrode (imaging point ‘09’ in Figure 4.16). This

set of images shows that there was no observable damage to the Au surface. The rest

of the images similarly showed there to be no difference between the before and after

images, with one exception. The only difference was found to be at the tip of the corner

of the RF electrode (corresponding to imaging point ‘17’ in Figure 4.16) where a slight

tarnishing of the Au is seen, these images are displayed in Figure 4.18b. This effect is

likely due to the localised high field emission that arises due to the electrode geometry.

Since the effect is at a spatial location that is removed from the trapping zones, the

effect is considered to be negligible.

4.4.4 He:N2 Gas Mixtures

In addition the trials with pure He, gas mixtures of He:N2 were also investigated. Due to

the high breakdown voltage of N2, (see Figure 4.9) and the limited voltage range of the
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Figure 4.17: Cross-section of microtrap electrode structure showing the viewing angle
needed to image the electrode surfaces. Three depth of foci were required to record the
surfaces in sufficient detail, these are denoted by the red, blue and green solid lines.

test ion traps used for microplasma generation, testing with pure N2 was not possible.

However, where comparing the N2 and He plasma generated, the former showed superior

confinement in the aperture, where as the latter showed a lower breakdown voltage

and better stability. By testing the mixture of the two it presented the possibility

of combining these traits in conjunction with the use of both physical and chemical

sputtering (see Table 3.1). Figure 4.19 shows the results from using a He:N2 gas mixture

in a trap type B. As seen in Section 4.3, the voltages needed to generate a N2 plasma are

greater than that of a He plasma. Due to the limited voltage range of the test ion trap,

the N2 concentrations were restricted to 1 % and 2 %. The plasma parameters shown

in Figure 4.19 show a deviation towards higher εbom. It is also worth noting that for the

data shown in Figure 4.19, at 400 mbar 6 P 6 500 mbar, the URF limit of the device was

less than the required voltage for a plasma that extended the full length of the aperture.

for both the concentrations of N2 1.2 eV 6 εbom 6 4.1 eV. In comparison to pure He

the εbom values for He:N2 are roughly double. Consequently, this results in lower surface

processing times, which can be found alongside the data for pure He in Figure 4.15. To

reach a target density of Nt = 1 mm−2, the time taken is 2 s 6 tclean 6 650 s. The

results with the He:N2 mixture show that the surface processing times can be reduced

by seeding the with N2. However, a more stringent comparison is to consider the data

in which the maximum coverage of the trapping zones was achieved. This occurred at

1 % N2 at P = 350 mbar and 400 mbar, tclean = 74 s and 43 s respectively. This is

comparable to tclean = 60 s in pure He for the same trap type at the optimum conditions
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Figure 4.18: Sample images of the internal electrode surfaces before and after two
stages of microplasma processing. The first stage of processing (’After (1)’) was at
P = 360 mbar, Ω/2π = 23 MHz and URF = 160 V for 15 min (∼ 27τa, where
τa = 33 s). The second , ’After (2)’, was at the same setting as (1) but for 10 min and
at P = 350 mbar URF = 140 V for 20 min. The coloured frames correspond to the
different focal depths in Figure 4.17. a) Imaging of centre of DC electrode (imaging
point ’09’ Figure 4.16). b) Imaging of end of RF electrode (imaging point ’17’ Figure
4.16). A dashed white box is superimposed onto the top set of images to indicate the
position of slight discolouration of the Au electrode.
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stated in the previous section.

4.5 Summary

A capacitively coupled RF microplasma was successfully generated within the trapping

aperture of two different ion trap types. The plasma parameters (namely the electron

density ne and the gas temperature T ) needed for the theretical framework set out in

Chapter 3 was successfully determined using OES of the He I 667 nm and Hα 656 nm

lines. Using ne and T the mean ion bombardment energies were calculated along with

estimates for the adsorbate removal time.

Due to the highly collisional nature of the plasma the mean ion bombardment energies

with pure He (0.3 eV 6 εbom(He) 6 2.1 eV) were found to be much lower than the

threshold for sputtering hydrocarbons (12 eV). The sputtering of the surface adsorbates

is reliant on the high energy tail of the ion energy distribution. The surface processing

time for removal of two hydrocarbon monolayers was estimated as down to ∼ 40 minutes

for type A microtraps. For trap type B on the other hand, corresponding times were

calculated to be 60 s. At these operating parameters the plasma coverage was almost

complete for trap type A and complete for trap type B. With a He:N2 gas mixtures

higher ion bombardment energies were achieved. For plasma coverage that was almost

complete the ion bombardment energies were in the range of 1.2 eV 6 εbom(He) 6 4.1 eV,

with cleaning times in the range of 43 s 6 tclean 6 74 s. During the surface processing

with He and He:N2, the sputtering of the electrode material is expected to be negligible,

which was confirmed with microscopy. The results suggest that the microplasma surface

processing technique presented is suited to in situ selective removal of surface adsorbates

from ion microtrap electrodes.
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Figure 4.19: Measurements to determine the average ion bombardment energy with a
He:N2 microplasma at ΩRF /2π = 23 MHz. a) Operating URF values for a microplasma
confined to the aperture of trap type B, for N2 concentrations of 1 % (filled circles) and
2 % (empty squares). b) and c) show T and ne as measured from lineshapes fitted to
the He I 667 nm line and Hα 656 nm line simultaneously, using the method in Section
4.2.2 and the voltages URF from (a). d) εbom deduced from measured results in (a-c)
via time-averaging of Equation 3.50. The uncertainties in εbom values are propagated
from those in T and ne, which are based on a 1σ confidence interval. e) Axial spatial
extent ∆z of the microplasma in this data set, at P = {300,350,400} mbar the range
bars are offset from the exact P for clarity.



Chapter 5

Reducing Decoherence from

Electric, Magnetic and Atomic

Sources

5.1 Introduction

Chapters 3 and 4 focused on one potential source of decoherence; hydrocarbon surface

contamination giving rise to increased electric-field noise in the ion microtrap. This

chapter includes the upgrades to the experimental system described in Chapter 2 with

the aim of reducing the effects of other decoherence sources. In Section 1.4 various

sources of decoherence were outlined, including the potential for noise on the electrodes

and that arising from magnetic fields. Both of these can can cause dephasing of the

coherent control of the ion’s state. Section 5.2 details the improvements to the control

of the voltages to the DC electrodes in order to improve the versatility of the system

and also minimise any noise present at the motional frequencies of the ion. Section 5.3

focuses on the implementation of an active stabilisation method for the currents to the

magnetic field coils. Deviations in the magnetic field as a result of electrical noise or

drifts in the current source are potential sources of decoherence. Therefore a feedback

system is implemented for precise control of the currents to the magnetic field coils in

order to establish long-term stability of the magnetic field generated. The final section in

this chapter focuses on the automated control of the ion loading procedure. As Sr atoms

are evaporated towards the trap some of the atomic flux inevitably adsorbs onto the

91
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electrode surfaces. This could generate stray fields of increased motional heating [160],

in a similar fashion to hydrocarbon contamination discussed in Section 1.4. With the

design of the trap package the shield limits ion flux to zone L (see Section 2.3). However,

while the shield decreases the probability of electrode contamination, it also restricts

the flux of atoms available for trapping to a narrow range that passes unobstructed

through the aperture. Therefore the loading rate decreases and the lifetime of the oven

and hotplate also decreases. Section 5.4 describes automated procedures for 1) loading

the hotplate with Sr and, 2) loading ions into the trap. In each of the procedures the

temperature of the hotplate and oven are well controlled in order to prolong their lifetime

and for more efficient loading.

5.2 Control of DC Electrodes

This section describes the control of the DC electrodes which are used as the compen-

sation and endcaps when controlling the position of an ion in the trap. It includes the

development of a system of re-routable signals for versatile control of each of the 42

DC electrodes. In addition, the development of interchangeable filters for each of the

signal lines will also be presented. Electrical noise coupling to the ion at the motional

frequencies risks ion heating and subsequent decoherence. Electrical filters can be used

to modify the frequency spectrum of the electrical signal for a specific outcome. Here,

passive filter designs are discussed with the aim of modifying the DC signals such that

the noise at the motional frequency of the ion is attenuated. Section 5.2.1 will describe

the experimental set-up and software control. The details on the re-configurable ter-

mination board that provides the routing of the DC voltages is in Section 5.2.2. The

filtering of the DC lines will be discussed in Section 5.2.3.

5.2.1 System Overview

The system that controls the DC potentials supplied to the trap is comprised of three

main elements; an electric field generator (EFG) which is the voltage source, a routing

board and a filter board. The EFG was developed by the Wunderlich group, Siegen [161]

and is a 24 channel arbitrary waveform generator with a range of ±9 V. The supplied

voltages are routed through a re-configurable termination board which allow each of the

channels to be connected to 1) a single electrode, 2) several electrodes or 3) grounded.
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Figure 5.1: PADs Layout design of re-configureable termination board interfacing
between the EFG and filter boards.

After the routing, a 50 line ribbon cable interfaces the termination board to a PCB

where each of the 42 signal lines to the microtrap electrodes are filtered.

The EFG is programatically controlled via USB to set the voltages on the trap electrodes.

A LabVIEW control system was developed to ramp the voltages to the required level

at a user-specified rate. The voltages were ramped using sine waveforms. The program

allows the user to not only manually set the required voltages but also to use predefined

shuttling routines which include procedures such as merging ion strings, splitting ion

strings and oscillating ions between segments.

5.2.2 Re-configurable Termination Board

A PCB was created to interface the EFG to the filter boards. This termination board

was designed to allow several of the DC electrodes to be connected to the same EFG

channel and for each channel to be able to be connected to any DC electrode. The board

was designed using PADS Logic and Layout software and the layout of the design can be

seen in Figure 5.1. The implementation of the design can be seen in Figure 5.2, which

shows a picture of the board within its metal enclosure.

A schematic of the electrical connectivity of the termination board can be seen in Figure

5.3. The input section connects the EFG signal to two 240 Ω resistors in parallel which

provides the impedance matching to the EFG which is a 120 Ω impedance source. This
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Figure 5.2: Picture of the re-configurable termination board within its enclosure.

is then followed by a 820 Ω resistor in series and a 10 pF capacitor in parallel which

provides a first order RC filter for some initial attenuation of any noise. SMB coaxial

cables then make the connection from the input section of the termination board to the

output section which allows each of the 24 EFG channels to be connected to any of the

50 lines on the ribbon cable that connects to the filter board. The output section has

two SMB ports so that each EFG channel can be connected directly to a DC electrode

or indirectly via the second SMB port. This allows each of the 24 EFG channels to

control more than one electrode on the ion trap. In addition a jumper was installed in

line with the two SMB ports on the output section. This enables the possible grounding

of the electrical lines to the trap.

5.2.3 DC Line Filtering

Filter Characterisation

The following section detials some of the methods needed to characterise the electronic

filters, such at the transfer function and the step response. It also describes some of the

generally used passive analogue filter types and compares the different responses.

Transfer Function

For the particular application of electronic filters to the DC source, the filters in question

need to respond to a continuous-time signal. That is a signal which is represented by
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Figure 5.3: Schematic of a single signal line for the input and output section of the
re-configurable termination board. Each of the 24 lines in the input section corresponds
to one of the 24 voltage channels from the EFG.

x(t) in a range of (t1, t2) where −∞ ≤ t1 and t2 ≥ ∞ to enable an output of y(t). For

linear analogue passive RLC filters, their response can be characterised by the following

equation [162]:

bn
dny(t)

dtn
+ bn−1

dn−1y(t)

dtn−1
+ ...+ b0y(t) = an

dnx(t)

dtn
+ an−1

dn−1x(t)

dtn−1
+ ...+ a0x(t), (5.1)

where the coefficients a0, ..., an and b0, ..., bn are functions of the filter component values

and both x(t) and y(t) can be in terms of either voltage or current. The order of the

differential equation that represents a particular filter is known as the order of the filter.

One of the principal ways to characterise the response of a filter is its transfer function,

which is the ratio of the Laplace transformation of y(t) with the Laplace transformation

of x(t). The Laplace transformation L of x(t) is defined as [162]

X(s) = Lx(t) =

∫ ∞
−∞

x(t)exp(−st)dt, (5.2)

where s is a complex variable, and the reverse process is

x(t) = L−1X(s) =
1

2πi

∫ C+∞

C−i∞
X(s)exp(st)ds. (5.3)
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Here C is a positive constant. The Laplace transformation is particularly useful since it

transforms a differential equation into an algebraic equation which is easier to manipu-

late.

For a time-invariant, continuous-time filter, the response is given by the convolution

integral [162]

y(t) = (h ∗ x)(t) =

∫ ∞
−∞

h(t− τ)x(τ)dτ =

∫ ∞
−∞

h(τ)x(t− τ)dτ, (5.4)

where h(t) is the impulse response of the filter. Taking the Laplace transform of equation

5.4 gives

Y (s) =

∫ ∞
−∞

[ ∫ ∞
−∞

h(t− τ)x(τ)dτ

]
exp(−st)dt. (5.5)

Rearranging this equation and letting t = t′ + τ yields

Y (s) =

∫ ∞
−∞

h(t′)exp(−st′)dt′
∫ ∞
−∞

x(τ)exp(−sτ)dt′ = H(s)X(s). (5.6)

Therefore the transfer function H(s) is

H(s) =
Y (s)

X(s)
= Lh(t), (5.7)

and is defined as the ratio of the Laplace transform of x(t) and y(t). Equally, it could

be defined as the Laplace transform of the impulse response of the filter.

Step Response

Another means of analysing the response of a filter is to use its step response, i.e. the

response of the filter to the input signal u(t) where

u(t) =


1 for t ≥ 0

0 for t < 0.

(5.8)

Taking the Laplace transform of u(t)
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Lu(t) = U(s) =

∫ ∞
−∞

u(t)exp(−st)dt =
1

s
, (5.9)

therefore the response of the filter is

yu(t) = L−1

[
H(s)

s

]
. (5.10)

There are three parameters that are typically associated with the step response:

• The overshoot: difference (in %) of the peak value with the step target value as

t→∞.

• The time delay: time taken to reach 50 % of the target value.

• The rise time: time required to go from 10 % to 90 % of the target value.

Passive Filter Types

There are a number of passive low pass filter types that can be characterised by the form

of their frequency response. Common types include the Butterworth, RC, Chebyshev

and elliptic filters. The Chebyshev filter has the sharpest attenuation gradient after

the cutoff frequency, therefore resulting in the maximum attenuation at the motional

frequencies of the ion, compared to the other filter types with the same cut-off fre-

quency. However, the filter also has the largest ripples in the pass-band, which leads to

modifications in the phase. Similarly, the elliptic filter type also suffers from pass-band

ripples.

The RC filter retains a flat pass-band, however it would result in the least attenuation at

the motional frequency. The Butterworth filter on the other hand, equally has maximal

flatness in the pass-band and a greater attenuation gradient than the RC filter. The filter

boards designed here are primarily for two measurement scenarios; one being heating

rate measurements and the other to be used during ion shuttling. Both require maximal

attenuation of noise at the motional frequencies of the ion. However in the case of the

ion shuttling measurements there is an additional consideration; the cut-off frequency

needs to be high enough such that the desired shuttling speeds are not compromised.

Therefore, for our purposes, the RC filter and particularly the Butterworth filter are

most appropriate for the DC electrode filtering.
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Figure 5.4: Picture of the populated heating rate and ion shuttling filter boards. Each
board comprises of 8-layers in a s-g-s-g-g-s-g-s configuration (where s is a signal plane
and g is a ground plane) in order to reduce crosstalk between tracks on each signal
layer. Components are mounted to both sides of the board.

5.2.4 Results

Two filter boards were designed with the aim of reducing the noise on the DC electrodes

of the trap. For practical purposes the same design was used for both boards, but

populated with different components to achieve the desired frequency response. Similar

to the re-configurable termination board, the filter boards were designed using PADS

Logic and Layout software. A picture of the populated boards can be seen in Figure 5.4.

One board was designed for heating rate measurements and the other for ion shuttling

between the different segments of the trap. The board layout was designed to be screwed

down onto the vacuum chamber such that pins pushed down onto the air-side electrical

contacts of the chip carrier, which then connect to the electrodes of the trap in vacuum

(see Section 2.3 and 2.4 for more details). This configuration ensures most relevant filter

for the desired measurement can be straight-forwardly interchanged without the need

for breaking vacuum.

For the purposes of heating rate measurements, the desired filter would have maximum

attenuation at the motional frequencies of the ion. A 2nd order RC filter was used since
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Figure 5.5: Calculation of a 2nd order RC filter board with a 15 Hz cut-off frequency
with a 3rd order and 4th order Butterworth filter with a 2 kHz and 2.5 kHz frequency
cut-off respectively. The shaded region is used to indicate the range of the motional
frequencies of the ion.

the available components restricted the cut-off frequency of the potential Butterworth

filters. A 2nd order RC filter was used instead of a Butterworth filter type since cut-off

frequency was limited by the available components. Figure 5.5 shows a calculation of

the frequency response of a 2nd order RC filter with a 3rd and 4th order Butterworth

filter. The motional frequencies of the ion in the trap occur at approximately 1-2 MHz as

indicated by the shaded region. Figure 5.5 shows that despite the 3rd order Butterworth

filter having a steeper attenuation gradient past the cut-off frequency, the 2nd order RC

filter, has greater attenuation at the motional frequencies. This is due to the low cut-off

frequency that can be achieved with the RC filter. The 4th order Butterworth filter has

a greater attenuation than either of the other two filter types. However it is difficult

to implement without any ringing in the transfer function, and the space constrictions

on the board footprint made it difficult to include the extra set of components in the

design. Therefore the 2nd order RC filter was deemed the most appropriate.

Testing of the frequency response of the filter can be seen in Figure 5.6. The filter board

was connected to a blank CLCC and a dynamic signal analyser (Stanford Research

SR785) was used to measure the response. The response was found to be in good

agreement with a simulation of the testing set up that was done in NIMultisim 14.1.

The simulated response of the filter board when used within the context of the main
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Figure 5.6: Measured 2nd order RC filter response with a test set-up.

Figure 5.7: Simulation of the Butterworth filter and RC filter designs when used
in the conjunction with the ion trapping system. The dashed lines indicate the error
derived from the component tolerances.

trapping apparatus can be seen in Figure 5.7. The simulations show that the cut-off

frequency is 6 Hz and the gain at 1 MHz is -192 dB.

The design for the filter board used for ion shuttling had two primary considerations.

Firstly, as with the RC filter, that there is a steep gradient after the cut-off frequency

in order to attain the maximum attenuation at the motional frequencies of the ion.

Secondly, that there is a reasonable cut-off frequency such that the bandwidth allows
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Figure 5.8: Measured 3rd Order Butterworth filter response with a test set-up.

for the desired shuttling speed. Here the target cut-off frequency was chosen to be

100 kHz in a similar fashion to [163], where a 300 kHz cut-off frequency of a π-filter

was used and an ion was shuttled 280 µm in 3.6 µs with an increase of the ion motional

quantum number of 0.1 quanta. Using the same test set-up that was used for the RC

filter board the frequency response of the Butterworth filter board was measured and

can be seen in Figure 5.8. The filter operates as expected given the quoted component

tolerances.

The simulated response for the Butterworth filter with the ion microtrap can be seen

in Figure 5.7 alongside the simulation of the 2nd order RC filter response. The graph

shows that at the Butterworth filter has a cut-off frequency of 105 kHz and a gain of

-59 dB at 1 MHz as opposed to the -192 dB of the RC filter.

The step response of the RC filter can be seen in Figure 5.9 the delay time is 22 ms and

the rise time is 58 ms. In contrast, the Butterworth filter (Figure 5.10) has a delay time

of 38 µs and a rise time of 115 µs.

5.3 Magnetic Field Control

As detailed in Section 1.4.1 the application of a stable static magnetic field is used to

lift the degeneracy of the optical qubit transition through the Zeeman effect. However,

since the energies of these transitions are now field dependent, they become susceptible to
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Figure 5.9: 2nd order RC filter simulated step response when in the ion microtrap
experimental system. The step voltage was 1 V, the delay time is shown at 50 % of the
amplitude (solid red line). The 10 % and 90 % levels needed to calculate the rise time
are also indicated with dashed lines (yellow and purple respectively).
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Figure 5.10: Butterworth filter simulated step response. The step voltage was 1 V,
the delay time is shown at 50 % of the amplitude (solid red line). The 10 % and 90 %
levels needed to calculate the rise time are also indicated with dashed lines (yellow and
purple respectively).
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Figure 5.11: Circuit diagram of the control system for a magnetic field coil pair (in
black). For the bias field coil there is an extra resistor connected in parallel (shown in
green).

magnetic field noise which is therefore a source of decoherence. This section describes the

development of a control system for the generation of the magnetic field. The system is

comprised of three pairs of orthogonal field coils to compensate for the ambient magnetic

field and an additional pair to apply a magnetic bias field. Each coil is connected in

series to a precision resistor. The voltage is measured across the resistor with a high

resolution voltmeter. From the knowledge of the voltage and the resistance a current is

then calculated which is used to feedback to the current source. For the bias field coils,

due to the high current being applied, the coil has two of the resistors in parallel, over

which the voltage is measured. Figure 5.11 shows a circuit diagram that is applicable

to each coil pair.

The current supply used here is a high precision source measure unit (NI PXIe-4139)

with a maximum power output of 20 W (DC) and seven digit resolution. The resistors

(Wika Instruments CER6000A) were chosen due to their insensitivity to temperature

fluctuations. These resistor exhibit long-term stability (≤ ±5 ppm per year) and have

a low temperature coefficient (≤ 1 ppm per ◦C). Furthermore each of the resistors

were heat-sunk in a large Al block to further improve their temperature stability. To

measure the voltage over the resistors a digital multimeter (NI PXI-4071) with a 7.5

digit resolution was used for each coil pair.

By monitoring the voltage over the resistor for each of the coil pairs the current stability

was obtained with and without the feedback mechanism engaged. Table 5.1 shows the

currents supplied to each of the coils. The Allan deviation can be used to quantify the

noise that is present in the measured current. The Allen deviation σy for a discrete set
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Coil Current (A)

X Ix = 0.077

Y Iy = 0.8

Z Iz = 0.022

Bias Ib = 2

Table 5.1: Table of currents typically applied to coil pairs in order to minimise the
magnetic field (coils X-Z) and to apply a bias field (bias coil).

of measurements yk (k = 1 to N), with a sample time τ0 is calculated using the following

equation [164]

σ2
y(τ) =

1

2(N − 2n+ 1)

N−2n+1∑
k=1

(
1

n

k+2n−1∑
j=k+n

yj −
1

n

k+n−1∑
j=k

yj

)2

, (5.11)

where τ = nτ0 is the averaging time. Figure 5.12 shows the Allen deviation measured for

each of the current coils. These measurements however constitute the in-loop stability.

In order to calculate the out-of-loop stability an additional voltmeter was connected

in parallel to the voltmeter that provided the feedback to the current source. Figure

5.13 shows a comparison of the in and out-of-loop data for a supply current of 1 A and

22 mA. These measurements show that the current can be stabilised to approximately

2×10−7 A for a 20 s averaging time when the feedback is engaged. This corresponds to a

magnetic field instability of 3×10−7 G. The effect of the magnetic field instability of this

level on a trapped ion can be quantified by the contribution of the noise to the shift of

the ion atomic transitions. For the 2S1/2 (mj = −1/2) to 2D5/2 (mj = −5/2) transition,

equation 2.3 can be used show that there is 2.8 MHz/G variation of transition frequency

with magnetic field. Therefore for a 3×10−7 G instability there is a corresponding error

of 0.8 Hz shift in the atomic transition for the 20 s averaging time. At longer times

of 1000 s the current instability is 3 × 10−7 A, corresponding to 4 × 10−7 G which is

equivalent to a transition frequency change of 1.1 Hz.

The stability of the current sources contributes to the stability of the magnetic field

as generated by the coils, however other sources of ambient magnetic field instability

can be present, such as from nearby equipment in the lab. The 3-layer magnetic shield

enclosure is used to attenuate these additional sources and contains the vacuum system

with the ion trap as well as the field coils. The attenuation of the magnetic shielding
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Figure 5.12: Allen deviation σy in each of the coil pairs: the X, Y, Z and bias. The
current is derived from voltage measurements over the precision resistors. The current
driving each of these coils can be seen in table 5.1
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Figure 5.13: Allen deviation (σy) of the current supplied to the Z-axis magnetic field
coils with the in-loop data corresponding to the current used to provide the feedback
and the out-of-loop measurement is used as a passive measure the current. Two different
currents were used; a) shows the stability for Iz = 1 A and b) for Iz = 22 mA. The inset
in a) shows a zoomed in portion of the graph with an offset of 0.5× 10−7 A applied to
the ’Out Loop’ data to highlight the overlap of the ’In Loop’ and ’Out Loop’ plots.
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was measured by Guido Wilpers to be a factor of 103 at 50 Hz. The effect of the

shielding measured over a 6 hour timescale can be be seen in Figure 5.14. Six Bartington

sensors with a sensitivity of 0.5 G/V were arranged such that three of them were inside

the shield and orientated along each of the trap axis and the other three arranged in

the same configuration but outside the shield. The graphs a-c show that there is a

1-2 orders of magnitude improvement in the magnetic field stability when compared

to the sensors outside of the shield. At 50 Hz the attenuation ranged from a factor

of 170 in the x-direction to 40 in the z-direction. The reduction in the attenuation

factor indicates that there is a possible source of magnetic field noise present inside the

shielding. Furthermore, the stability of the current sources suggest the magnetic field

stability should be a factor of ∼1-2 orders of magnitude better than what was observed

within the shield.

To monitor this effect more closely a magnetic field sensor (Bartington mag-03 with

sensitivity of 0.1 G/V) was set up near the trap, within the shield and in the direction

of the bias field. It was found that the magnetic field variation was on the order of 10−4 G

over the 15 hour measurement (see Figure 5.15a. The Allen deviation associated with

the measurement is shown in Figure 5.15b. For an averaging time of 7 s the magnetic

field instability is 1.3× 10−6 G. A likely cause for this was found to be the temperature

drift of the ion pump magnet. Figure 5.15c shows the resistance of a thermistor taped

to the ion pump magnet that was measured alongside the flux gate sensor measurement

in Figure 5.15a. An estimate of the temperature variation in Figure 5.15a was done by

linearly extrapolating between the stated values for the resistance of the thermistor at

15◦C (7855 Ω) and 20◦C (6245 Ω) which corresponds to 0.03◦C/10 Ω in the region of

interest. Therefore for the temperature drift was estimated to be 0.016◦C over the 15

hour measurement time with a 0.04◦C spike at 40160 s.

The ion pump magnet is made of ferrite material and has a magnetic field variation with

temperature that is expected to be ∼0.2 %/◦C [165]. Therefore for a mean magnetic field

of -0.0748 G (as in Figure 5.15) and a temperature variation of 0.016◦C, the expected

variation in the magnetic field is ∼2×10−4 G. This is in reasonable agreement with our

observation of a variation in the magnetic field of 1×10−4 G. One option to improve

the system performance is to use Sm-Co magnets which have a magnetic field variation

∼0.04 %/◦C [165]; approximately a factor 5 improvement over the use of the current

ferrite magnets. Another possibility is to use temperature compensated Sm-Co magnets
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Figure 5.14: Allen deviation (σy) of magnetic field flux gate sensor measurements
made inside (labelled ’Internal’) and outside (labelled ’External’) of the magnetic shield-
ing over a 6 hour period. Note that the sensitivity of the sensors used here are 0.5 G/V.
Here the currents used were Ix = 71 mA , Iy = 804 mA, Iz = 21 mA and Ib = 2.0032 A.
The current stability feedback was engaged.

that can have a 0.001 %/◦C magnetic field variation in a temperature range of -50◦C

to 150◦C [166]. This would improve the magnetic field stability of the ion pump by two

orders of magnitude. The incorporation of such a magnet into the experimental system

instead of the ferrite magnet is currently under investigation.

5.4 Automated Loading of Ions and Hotplate

A two stage process is used to generate the Sr atoms in the trapping aperture. First

an oven containing a reservoir of SrO:Ta is heated to ∼ 800◦C, evaporating Sr onto
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Figure 5.15: Graphs to show a 15 hour measurement of the magnetic field and the
ion pump temperature. a) Measurement of the magnetic field derived from voltage
measurements of a Bartington flux gate sensor. b) Allen deviation σy of the magnetic
field in a). c) Resistance measurements of a 5 kΩ thermistor taped to the ion pump.
The data displayed as a ten point rolling average which corresponds to a 5 s averaging
time to mitigate the effect of short term noise.
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Oven Hotplate

Figure 5.16: Picture of oven an hotplate assembly removed from vacuum. Both the
oven and the hotplate are made from thin sheets of tantalum foil.

T1 T2 T3 T4 T5 T6 T7 L Oven

Hotplate

Zone L
S1

S2

S3

Figure 5.17: Schematic diagram of the oven and hotplate within the vacuum system.
Three shields (S1, S2 and S3) are used to ensure the atom flux it targeted towards the
loading zone (zone L) only. S1 is the atomic flux shield that is on-chip (see Figure
2.5a), S2 protects the rest of the trap electrodes not covered by S1 (see Figure 2.5b).
S1 and S3 contain apertures that are used to define the beam direction of the Sr atoms
towards zone L.

and tantalum hotplate. There is no line of sight between the oven and the trapping

aperture. Once the hotplate is loaded with Sr, the hotplate can be repeatedly heated

to ∼200◦C in order to generate a flux of high purity Sr atoms towards the trapping

aperture. Thermocouples that are spot welded to the hotplate and the oven are used

to monitor the temperature. A picture of the hotplate and oven can be seen in Figure

5.16. A schematic of the oven and hotplate within the vacuum system can be seen in

Figure 5.17. It details how the three shields (S1, S2 and S3) restrict the flux from the

hotplate to zone L and shows how there is no line of sight between the oven and the

trap electrodes.
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An automated process was created to load Sr atoms into the trap and also to load the

hotplate with Sr. The oven and the hotplate were each heated by a DC source (Thandar

TSX1820P) that was controlled programmatically through USB to GPIB converters.

The DC signals were routed through a transistor relay switch which was controlled by

a digital I/O card (NI PXIe-6537) contained in a National Instruments chassis. The

signals from the thermocouples were monitored by an analogue input card (NI PXI-

6254) contained in the same chassis.

An example of hotplate loading with a 12 A source can be seen in Figures 5.18. The

oven was heated to 33 mV which corresponds to 800◦C after which the source turns off,

and the minimum threshold after which the oven has cooled down enough to turn on

again was set to 10 mV. Due to the close proximity of the hotplate to the oven, there

is a thermal coupling between the two. However as the hotplate heats while it is being

loaded, there is a greater loss of Sr as atoms; instead of largely accumulating atoms on

its surface it also starts to evaporate atoms towards the trap. Therefore the hotplate

thermocouple temperature is monitored and the heating of the oven is limited such that

the hotplate thermocouple does not exceed 4.1 mV (120◦C). Note that in Figure 5.18c

the hotplate thermocouple maximum threshold was set to 2.3 mV to account for the

overshoot. The hotplate thermocouple minimum value needed to turn on again was set

to 0.3 mV. Only when both the hotplate and the oven have passed the thermocouple

minimum thresholds can the next loading cycle commence. In the 2 hours of loading

the hotplate, there were 43 heating cycles. During each cycle, the portion of time

the oven thermocouple voltage was greater than 33 mV was ∼1 s. The mean peak

oven thermocouple reading was 35.6(5) mV and the mean peak hotplate thermocouple

reading was 4.0(1) mV.

Once the hotplate is loaded, it can then be heated repeatedly in order to generate a

flux of Sr atoms towards the trapping zone. An example of this process can be seen in

Figure 5.19 with a set current of 6 A and a voltage limit of 4 V. The maximum hotplate

threshold limit was 7.5 mV (205◦C) after which the source was turned off until it cooled

to the minimum threshold set at 7 mV (190◦C). Using these settings the hotplate took

53 s to reach the maximum threshold and a ion was loaded within 50 s thereafter.

During the process of loading an ion, the Sr atoms are evaporated towards the trap

and restricted to entering the loading zone (L). Two photoionisation beams (the 461 nm

and 405 nm) and a 422 nm resonant and off-resonant cooling beam (see Section 2.5.2)
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Figure 5.18: Automated oven operation for Sr loading of the hotplate. The oven ther-
mocouple voltage thresholds were set at 33 mV and 10 mV. The hotplate thermocouple
setpoints were 2.3 mV and 0.3 mV. The total loading time was 2 hours. a) The DC
supply voltage. b) The DC supply current. c) Measured hotplate thermocouple voltage
(HP Tcpl Voltage). d) Measured oven thermocouple voltage (OV Tcpl Voltage).
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Figure 5.19: An example of the automated hotplate operation to generate Sr atoms
in zone L of the ion microtrap.The hotplate thermocouple voltage thresholds were set at
7 mV and 7.5 mV. a) The DC supply voltage. b) The DC supply current. c) Measured
hotplate thermocouple voltage (HP Tcpl Voltage) with 10-point averaging applied.

illuminate L in order to generate and cool the ion. A shuttling routine uses a sequence of

DC voltages to move the trapping potential back and forth between L and experimental

zone 2 (Z2) where the PMT and CCD camera can be used to detect the presence of

a trapped ion. Two cooling beams are on Z2 during the process. In order to load a

second ion the remaining ion is shuttled between the zones until two ions are detected.

A more sophisticated approach was initially attempted; the first cold ion was stored in

zone 4 (Z4) and once another ion was loaded, the two could then be merged into a single

string. This would then be a more scalable approach to loading larger strings since it

minimises the probability of ion loss due to a hot ion collision. However, it was found
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that although a cold ion could be stored in Z4 without cooling for over 15 mins and then

retrieved, the ion could not be kept while the shuttling between L and Z2 was occurring.

This was attributed to the oscillating voltages in proximity to the stored ion perhaps

causing heating. Therefore, successful implementation of this shuttling routine will need

careful consideration of the potentials that each ion sees during transport and storage

[163, 167, 168].

Another aspect to consider when loading ions is the effect of the hotplate operation on the

magnetic field. Figure 5.20 shows an example of the magnetic field when loading an ion

as recorded by three Bartington sensors (mag-03 with a sensitivity of 0.5 G/V) placed in

orthogonal directions in close proximity to the trap. The notation of the directions used

here correspond to the notation used in the ion trap; see Figure 2.3, where the z-axis is

in the axial direction. The step changes at at times 340 s and 661 s correspond to when

the source is enabled and disabled respectively. Furthermore the figure shows there is a

settling time of approximately 1000 s for the magnetic field to get within 1.8×10−4 G of

its final steady state value, which would correspond to ∼0.5 kHz shift in the ∆mj = -2

Zeeman transition. Note that the final steady state value is not the same at the initial

value; an offset in each of the directions is observed. The effect is most prominent in

the x-direction, which was in this instance would correspond to a 5.4×10−4 G offset,

whereas the offsets for the y and z directions were less than 1.8×10−4 G. Larger offsets

in the magnetic field however have been observed. The largest would correspond to a

3.6×10−3 G offset, which was for a hotplate operation time of 131 s as opposed to the

98 s in Figure 5.20. Therefore if an ion is reloaded, or more ions are loaded into the trap

the frequency of the transition of interest will need approximately ∼1000 s to settle to

a steady state value, and be subject to frequency shifts compared to previously made

measurements.

The exact cause for the remaining offset is unknown however one potential source could

be the presence of the magnetic materials within the system. For example, part of the

thermocouples used are made of Alumel which is a ferromagnetic material [169] and as

a result of the relatively large magnetic field perturbations, as seen in Figure 5.20, there

could be remanent magnetisation that generates an offset.
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Figure 5.20: Example of the magnetic field measured in three orthogonal directions,
denoted by x, y and z, when operating the hotplate in order to load ions. The source
was enabled at 340 s and disabled at 661 s. The current was first turned on at 469 s and
finally turned off at 567 s. The right-hand axis shows variation in the magnetic field
compared to time 0 s. Inset shows the offset of the steady state values after hotplate
operation in more detail.

5.5 Summary

Sources of decoherence from electrical noise on the DC source, instability in the magnetic

field and adsorption of the atom flux are discussed. The development of a re-configurable

termination board and process-specific filter boards enabled versatile control of the po-

tentials to the trap electrodes. Two filter boards were designed; one for the purpose

of heating rate measurements and another for ion shuttling. For the former, the filters

were made to have maximum attenuation at the motional frequencies of the ion. A 2nd

order RC filter was used with 192 dB at 1 MHz. For the latter there was the added

consideration of the shuttling speeds; a 100 kHz cut-off was chosen and a 3rd order

Butterworth filter type which resulted in a 59 dB attenuation at 1 MHz.

A stabilised current system was presented for the coil pairs that generate the magnetic

field that the ion sees. From the current stability a magnetic field stability of 3×10−7 G

over 1000 s was anticipated. However other sources of magnetic field instability within
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the mu shielding were discovered; principally from the temperature dependence of the ion

pump magnet. Therefore, with this limitation, the magnetic field stability was found to

be 5×10−6 G over 1000 s. However, by changing ion pump magnet from ferrite material

to temperature compensated Sm-Co the magnetic field drift from the ion pump magnet

is expected to be reduced by a factor of 102.

Due to the atom flux shield on the trap the evaporated Sr atoms is limited to zone

L. On one hand this minimises the risk of atoms adsorbing onto the electrodes surface

and generating stray fields or ion heating. However on the other hand the restricted

atomic flux could also limit the lifetime of the oven and hotplate if not well-controlled.

Automated control of the oven and hotplate was established such that thermocouple of

each of the devices could be used to feedback to the DC source. This process can be

used to apply well-defined limits on the temperatures that the hotplate and oven reach

for efficient Sr atom generation and maximising the life span for both the devices. In

addition, the fluctuations in the magnetic field as a result of operating the hotplate was

measured. It was found that a settling time of ∼1000 s was needed for the magnetic

field to get within 1.8×104 G of its final steady state; corresponding to ∼0.5 kHz shift

in the ∆mj = −2 Zeeman component of the 2S1/2 - 2D5/2 transition.
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Single and Two Ion Spectroscopy

6.1 Introduction

Coherent control of one and two ions form the benchmarks of ion trap performance.

For example, in QIP it can be shown that single qubit operations in combination with

a specific two-qubit operation, such as a CNOT-gate, is sufficient to build a quantum

network [56]. The single- and two-qubit coherence times and gate fidelities are key

indicators for how a QC will perform [4]. The coherence time of a qubit will limit

the number of sequential gates that can be implemented. Furthermore, the fidelity of

each single- and two-qubit gate will dictate the level of error correction, and therefore

the amount of additional resources, that will be needed [46]. In quantum metrology

the ion coherence time is a limiting factor on the interrogation time which directly

affects the fractional frequency instability (see equation 1.2). Two-ion entanglement has

also been shown to be of significant interest. The use of entangled states can improve

the sensitivity of the spectroscopic measurements beyond what is attainable with non-

entangled particles [170, 171]. However, the exploitation of this extra sensitivity is only

possible if the measured signal is not degraded or lost due to decoherence.

This chapter details an investigation into the control of single and two ion states in the

new generation of ion trap design (trap type B in Section 2.3). Section 6.2 will show

the single ion motional spectrum. It highlights the dependency of the axial frequency

on the endcap voltages and the range of the motional frequencies in zero magnetic field

as well as when a bias field is applied. Section 6.3 investigates the motional spectrum

for two ions with and without the presence of a magnetic field in a similar fashion to

117
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the single ion. The effect of pulse shaping the amplitude of the 674 nm qubit excitation

pulse in order to reduce off-resonant excitation will then be detailed in Section 6.4.

The measurements in these sections use frequency-resolved spectroscopy. Section 6.5

will be an investigation into time-resolved spectroscopy. This section will demonstrate

Rabi flopping on the optical qubit carrier transition, which is used as a measure of the

average motional quantum number of a Doppler cooled ion. However, in the process

of this work certain technical limitations in the apparatus were observed and these will

also be explained in more detail.

The data displayed in this chapter was taken using the experimental setup described

in Chapter 2 with the experimental upgrades detailed in Chapter 5. Furthermore, all

measurements were made with the ions located in experimental zone 2 of the ion mi-

crotrap (see Section 2.3); a low-noise region suited to maximising the coherence of the

measurements made. The experimental sequence used for each of the ion spectroscopy

measurements in this section involves the following stages;

1. Doppler cooling.

2. Optical pumping into the mj = -1/2 sublevel of the 2S1/2 transition.

3. Application of a spectroscopy pulse.

4. Ion state read-out.

5. If the ion state has been determined to be in the 2D5/2 state a clear-out 1033 nm

pulse is applied.

6. Stages 1 to 5 are repeated for a set number of interrogations and an average of the

measured data is taken.

For frequency-resolved spectroscopy (Sections 6.2 to 6.4) stages 1 to 6 are repeated

where the frequency of the spectroscopy pulse is incremented at each iteration. For time-

resolved spectroscopy (as in Section 6.5) the spectroscopy pulse duration is incremented

and the laser frequency is fixed. A discussion into the current system limitations will

be contained in Section 6.6. It will detail the noise that is observed and the timescales

involved as well as the potential solutions. The final section, Section 6.7, highlights

some of the work towards the implementation of a Mølmer-Sørenson gate. The aim is to



Chapter 6 119

apply the developed experimental procedures once the noise limitations in Section 6.6

have been resolved.

6.2 Single Ion Motional Spectrum

For 3D geometries the analytical and numerical modelling of the ion trap potentials

and the resultant motional frequencies of the ion has been done by [172]. The axial ωz

frequency can be calculated as [172]

ωz =

√
2κeUDC
Md2

DC

, (6.1)

where κ is the static potential geometric efficiency factor, e is the charge of the electron,

M is the ion mass and dDC is the distance between the ion and the nearest point on

the endcap electrodes. The two radial frequencies ωr1 and ωr2 can also be calculated as

[172]

ωr1 =

√
e2U2

RF η
2

2M2Ω2
RFd

4
− 2εκeUDC

Md2
DC

(6.2)

and

ωr2 =

√
e2U2

RF η
2

2M2Ω2
RFd

4
− 2(1− ε)κeUDC

Md2
DC

. (6.3)

Here URF is the RF potential, η is the geometric efficiency factor in the radial plane,

ΩRF is the trap drive angular frequency, d is the ion-electrode distance and ε is the

geometric anisotropy factor. The appearance of the second radial frequency arises due

to the geometry of the endcap potentials; i.e. when ε 6= 0.5. If the endcap voltages

were applied symmetrically along the axis of the ion in radial plane, the two radial

frequencies would be degenerate. In the microtraps used in this work the endcaps are

applied by using the DC electrodes of neighbouring segments. Therefore the field the

ions experiences from the static potential does not have a circular symmetry in the radial

plane which results in the appearance of a second radial frequency.

The motional spectrum for a single ion in zero magnetic field can be seen in Figure

6.1 for a spectroscopy pulse tuned to the 2S1/2 to 2D5/2 transition with a duration of
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40 µs and an endcap voltage of 6.8 V. Each of the notable spectral lines is labelled

with its frequency detuning and the motional sideband it corresponds to. Here the

axial frequency occurs at ωz/2π = 0.85 MHz and the radial frequencies at ωr1/2π =

1.86 MHz and ωr2/2π = 2.15 MHz. Using equations 6.1 and 6.2 with the measured

motional frequencies; κ = 0.14 and ε = 2.06. However by re-inserting the values κ and ε

into equation 6.3, the calculated ωr2/2π = 2.39 MHz, which shows a 10% difference from

the measured value. This discrepancy is likely due to finite length of the trap electrodes.

Implicit in equations 6.1 to 6.3 is the assumption that the electrodes are infinitely long

in the axial direction [172]. The finite electrode lengths and the small gaps between the

electrodes will lead to a potential offset. Therefore for the purposes of the calculation

made here, the measured motional frequencies are in reasonable agreement with the

expected values.

Figure 6.2 shows the detuning from the carrier transition of the axial motional frequen-

cies as a function of applied endcap voltage. The fit used a Levenberg Marquardt fitting

algorithm and in line with equation 6.1 is of the form

ωz = a
√
UDC + b, (6.4)

where a and b were fit parameters. The parameter b accounts for the drift in the

calibration of the EFG (∼0.04 V) and also for a offset that occurs in the axial direction

due to the finite length of the electrodes. From the fit, it was found that b = -0.1. In

addition, the fit also resulted in a = 2.06× 106 which can be used to calculate κ = 0.14

(see equation 6.1).

Once the spectrum has been determined in zero B-field, a bias field can then be applied

to separate out the Zeeman components for each of the transitions (see Section 2.2).

Figure 6.3 shows a measurement of the 2S1/2 (mj = −1/2) to 2D5/2 (mj = −5/2)

Zeeman component when a 2.9 G bias field is applied and the ion has been optically

pumped into the 2S1/2 mj = −1/2 state. The figure shows not only the axial and radial

frequencies but also the presence of second and third order motional sidebands.

For both spectra in Figures 6.1 and 6.3, the power in the spectroscopy beam was high

enough that for the pulse duration τ , Ωτ > π, where Ω is the Rabi Frequency. This is

so that the motional sidebands can be more easily detected. A spectrum where Ωτ < π

can be seen in Figure 6.4
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Figure 6.1: Frequency spectrum at zero magnetic field with 6.8 V endcap voltages
and 20 kHz frequency steps. Each data point is the result of 50 interrogations. The
pulse power and duration was 40 µs and 177 µW respectively. Each of the spectral
lines are labelled with the frequency detuning at which they occur and what transition
they correspond to.

6.3 Two Ion Motional Spectrum

A similar process of scanning the 647 nm spectroscopy laser frequency can be applied

to two ions. For N number of ions there are 3N normal modes of vibration. Therefore

there are 6 motional modes for a two ion crystal. There are 3 center-of-mass (COM)

modes as in the single ion case, and in addition there are one stretch mode and two

rocking modes. The frequency detuning of the stretch mode ωs can be calculated in

relation to the axial mode ωz using [173]

ωs = ωz
√

3. (6.5)

The rocking mode ωroc can be calculated by using both the axial and radial motional

frequencies [173]
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Figure 6.2: Single ion motional frequency in the axial direction ωz as a function of
endcap voltage. A 40 µs probe pulse duration with power 177 µW was used in these
measurements. A fit to the data was made using equation 6.4.

ωroci =
√
ω2
ri − ω2

z , (6.6)

where i ∈ {1, 2}.

A measured motional spectrum for two ions in zero magnetic field with 6.8 V endcaps

can be seen in Figure 6.5. From the motional spectrum of two ions, the measured axial

and radial frequencies should be the same as in the case of a single. The axial and radial

frequencies can then be used to calculate the position of the stretch and rocking modes

and compared to the measured values. A summary of the calculated and expected

motional frequencies can be seen in Table 6.1. The expected and observed motional

frequencies show good agreement.

Once the spectrum in zero B-field has been established for a two-ion string a bias field

can be applied and the Zeeman components resolved. An example of the ∆mj = −2

transition spectrum for two ion and with optical pumping into the 2S1/2 (mj= -1/2)

state can be seen in Figure 6.6. The measured detuning of the motional frequencies from

the carrier transition are summarised alongside the expected values and the frequencies

measured in zero magnetic field in Table 6.1. The results show good agreement with the
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Figure 6.3: Example of a single ion frequency spectrum in a 2.9 G bias magnetic field
with 6.8 V applied to the endcaps and 5 kHz frequency steps. For ease of comparison
with Figure 6.1, the spectral lines are plotted with a 8.115 MHz offset such that motional
frequencies relative to the carrier transition are apparent. Each data point is the result
of 100 interrogations. The pulse duration and power was 200 µs and 55 µW respectively.
Each of the spectral lines are labelled with the frequency detuning at which they occur
and what transition they correspond to.

expected values.

6.4 Pulse Shaping

The spectra presented in this chapter have thus far been measured using square-shaped

spectroscopy pulses. However by controlling the temporal profile of the amplitude of

the probe pulse, the power spectral density remote from the carrier can be greatly

suppressed. There are several pulse shapes that can be used [101]. Commonly the

Blackman-shaped pulse is favoured since it provides high sidelobe suppression under

Fourier transform [36, 101]. The consequence of this suppression for coherent interactions

with the ion is the reduction in off-resonant excitation. This can be essential when

addressing a motional sideband since it minimises the interaction with the much stronger

carrier transition.
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Figure 6.4: Example of a single ion frequency spectrum in a 2.9 G bias magnetic field
with low laser probe power (1.4 µW). The pulse duration was 100 µs with 6.8 V applied
to the endcaps and 10 kHz frequency steps. For ease of comparison with Figure 6.1,
the spectral lines are plotted with a 8.115 MHz offset such that motional frequencies
relative to the carrier transition are apparent. Each data point is the result of 100
interrogations. The pulse duration and power was 100 µs and 1.4 µW respectively.
Each of the spectral lines are labelled with the frequency detuning at which they occur
and what transition they correspond to.

Figure 6.7 shows two frequency scans across the carrier of the ∆mj = -2 transition in

2.9 G bias field. In Figure 6.7a square-shaped pulses were used and Blackman-shaped

pulses in Figure 6.7b. To generate temporally-shaped optical pulses, the non-linear

response of the double pass-AOM in the agility set-up (see Section 2.5.4) needs to be

taken into account [100]. An automated calibration routine correlates the RF input to

the AOM with the measured optical power output. A 9th order polynomial fit to the

calibration curve is then used to linearise the response of the modulator. This calibration

then allows of the production of pulses with arbitrary temporal shape. The set-up used

to generate the spectroscopy pulses was developed by Joseph Thom and the full details

can be found in [100, 110]. It is clear to see from comparing the two figures that the

spectral density in the wings of the spectral lineshape is reduced in Figure 6.7b.
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Figure 6.5: Two Ion frequency spectrum in zero magnetic field with 6.8 V applied to
the endcaps and 20 kHz frequency steps. Each data point is the result of 50 interroga-
tions. The pulse duration and power was 40 µs and 177 µW respectively. Each of the
spectral lines are labelled with the frequency detuning at which they occur and what
transition they correspond to.

Table 6.1: Motional frequencies for a two-ion string in zero and 2.93 G magnetic field
with 6.8 V endcap voltages. The observed frequencies can be seen in Figures 6.5 and
6.6. The expected values for ωz, ωr1 and ωr2 are from the measurement using 1 ion and
with the same experimental parameters (see Figure 6.1). The expected values for ωs,
ωroc1 and ωroc2 are calculated using equations 6.5 and 6.6. For the observed motional
frequencies in the presence of a bias field (2.93 G), values stated are relative detunings
from the carrier transition. Note that the detuning shown corresponds to ωα/2π where
α ∈ {z, r1, r2, s, roc1, roc2} and the stated errors are from the frequency step size in
each of the measurement.

Detuning

Motional Mode Expected Observed (0 G) Observed (2.93 G)

ωz 0.85(1) 0.84(1) 0.86(1)

ωr1 1.86(1) 1.88(1) 1.86(1)

ωr2 2.15(1) 2.16(1) 2.15(1)

ωs 1.45 1.46(1) 1.48(1)

ωroc1 1.68 1.66(1) 1.65(1)

ωroc2 1.99 1.98(1) 1.97(1)
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Figure 6.6: Frequency spectrum in a 2.93 G magnetic field with 6.8 V endcap voltages
and 10 kHz frequency steps. For ease of comparison with Figure 6.5, the spectral lines
are plotted with a 8.12 MHz offset such that motional frequencies relative to the carrier
transition are apparent Each data point is the result of 50 interrogations. The pulse
power and duration was 200 µs and 97 µW respectively. Each of the spectral lines are
labelled with the frequency at which they occur and what transition they correspond
to.

6.5 Time-Resolved Spectroscopy

The demonstration of coherent oscillations of the ion’s state on a given transition (other-

wise known as Rabi flopping) is an unambiguous indicator of coherent control. Driving

the ion on the quadrupole transition can coherently manipulate the ion into a superpo-

sition of the 2S1/2 and 2D5/2 states. By using a fixed intensity and increasing the pulse

duration Rabi oscillations are observed. In the ideal case of an atom that is prepared in

the ground state the oscillations would have full contrast from 0 to 1 excitation prob-

ability and exhibit no decay over time. However in this work the ion is only Doppler

cooled. Therefore, the non-zero vibrational quantum number of the ion causes dephasing

due to the thermal distribution of the ion’s occupation probability across the motional

states in the trap. In this instance the rate of dephasing will be reliant on the particular

transition since the Rabi frequency on the carrier transition has a weaker dependence
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Figure 6.7: Comparison of effect of a) square-shaped pulses (with 200 µs duration
and 1.1 µW power) with b) Blackman-shaped probe pulses (with 400 µs duration and
1.8 µW power) on carrier of the ∆mj = -2 transition. Each data point is the result of
300 interrogations and the frequency was scanned in 1 kHz steps.

on the motional quantum number than the motional sidebands (see equations 1.22, 1.26

and 1.24). Other effects that degrade the Rabi flopping contrast include decoherence

from the finite laser linewidth, and drifts in the magnetic field, which are discussed in

more detail in Section 1.4.

To demonstrate Rabi flopping with a single ion, a magnetic field of 2.9 G was applied,

the ion was Doppler cooled and then optically pumped into the 2S1/2 (mj= -1/2) state.

The spectroscopy laser, tuned to the centre of the 2S1/2 (mj= -1/2) to 2D5/2 (mj= -5/2)

transition, was then used to excite the ion with increasing pulse duration.

An example of the this measurement can be seen in Figure 6.8 for pulse duration τ ,

where 0 µs 6 τ 6 10 µs in steps of 100 ns. The probability of the ion occupying a

particular vibrational state is given by a thermal distribution

P (n̄) =
n̄n

(1 + n̄)1+n
(6.7)
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Figure 6.8: Rabi flopping on the carrier of the ∆mj= -2 transition in a 2.9 G bias
field. The pulse duration was incremented in steps of 100 ns and the pulse power was
8.26 mW. Each data point is the result of 100 interrogations.

where n̄ is the average vibrational quantum number. In order to extract the average

motional quantum number in the axial and radial directions (n̄z and n̄r respectively) a

fit to the data using a series of sinusoidal curves is made in a manner similar described in

Valliappan Letchumanan’s PhD thesis [71]. Using this method the excitation probability

PD is approximated by fitting sinusoidal solutions of the Rabi Frequency Ω(nr,nz),(nr,nz)

for each of the motional state assuming a constant decoherence rate for each state γ

PD =
A

2

(
1− eγt

∑
nr,nz

Pnr(n̄r)Pnz(n̄z) cos(Ω(nr,nz),(nr,nz)t)

)
. (6.8)

The optical pumping efficiency into the 2S1/2 mj = −1/2 state is given by A (where

A = 99.4(7) see Section 2.8.2) and a Levenberg-Marqardt fitting algorithm was used.

The errorbars represent the statistical noise for each of the data points measured as the

1σ quantum projection noise, QPN(1σ), given by [174]

QPN(1σ) =

√
ρDD(1− ρDD)

N
, (6.9)
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Figure 6.9: Rabi flopping on the carrier of the ∆mj= -2 transition in a 2.9 G bias
field. The pulse duration was incremented in steps of 20 µs and the pulse power was
set at 6.2 µW. Each data point is the result of 100 interrogations.

where ρDD is the excitation probability at each measured pulse duration and N is the

number of interrogations used. The errors here are statistical errors associated with

rotations around the Bloch sphere, where there is minimum uncertainty at the poles

and a maximum at the equator.

There are two radial frequencies present in the trap (ωr1 and ωr2). The fit used an

average of ωr1 and ωr2 to generate n̄r. Given that the axial and radial frequencies are

ωz/2π = 0.85 MHz, ωr1/2π = 1.88 MHz and ωr2/2π = 2.16 MHz, the fit in Figure 6.8

resulted in mean axial and radial quantum numbers n̄r = 10(2) and n̄z = 24(4), a deco-

herence rate γ/2π = 0.01 Hz and a Rabi frequency Ω/2π = 40.65 kHz. At the Doppler

limit associated with the cooling transition (see Section 1.3.2) the lowest achievable av-

erage motional quantum numbers are; n̄min,z = 11, n̄min,r1 = 5 and n̄min,r2 = 4; roughly

a factor of two below those measured in Figure 6.8.

Rabi flopping on the carrier of the 2S1/2 (mj= -1/2) to 2D5/2 (mj= -5/2) transition

over longer pulse durations 0 µs 6 τ 6 1300 µs can be seen in Figure 6.9. Repeating

the fitting procedure that was used in Figure 6.8, the Rabi frequency was found to
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be Γ/2π = 2.95 kHz with a decoherence rate of γ/2π = 0.01 Hz and mean motional

quantum numbers n̄r = 11(4) and n̄z = 27(10). Note that between Figures 6.8 and 6.9,

there is a lager 1σ error in the measurement of the mean motional quantum number from

the latter. This is due to the presence of technical noise that could arise from a number

of sources; such as electric-field noise, magnetic field noise, laser frequency fluctuations

etc. The errorbars in the two figures only account for the binomial statistical error. To

account for the error from technical noise, the standard deviation of many measurements

made of ρDD for each pulse duration would need to be made. By comparing the measured

error and the calculated value from equation 6.9, if the former is greater than the latter

then the measurement is limited by technical noise. By doing repeated measurements, it

was found that there is a severe limitation due to technical noise that arises sporadically.

This will be discussed in more detail in the next section.

6.6 Noise-limited Coherence

Repeated measurements of the Rabi flopping on the carrier of ∆mj = −2 Zeeman

component of the 2S1/2 to the 2D5/2 transition showed the presence of intermittent

noise. Figures 6.10-6.12 show sequential scans of increasing pulse duration. Figure 6.10

was recorded a week prior to Figures 6.11 and 6.12. In each of the separate figures,

the subplots show measurements that were taken on the same day and with the same

experimental parameters applied. Figure 6.10 shows a series of Rabi flops taken at short

pulse durations where 0 µs 6 τ 6 10 µs. In Figure 6.10a there is little to no coherence

evident, however by Figure 6.10b the system has recovered. In Figure 6.10b to e there is

a gradual increase in the noise present.In comparison to Figure 6.10b, Figure 6.10e shows

a substantial reduction in the coherence time and the plot appears to show the signature

of a hot ion. Similar trends are also observed at longer pulse durations. For example, in

Figure 6.11 with 0 µs 6 τ 6 40 µs; 6.11a to d shows a gradual recovery of the coherence,

but in Figure 6.11e there is a very sudden loss of coherence at τ > 10µs. Figure 6.12

shows the technical noise present at even longer pulse durations of 0 µs 6 τ 6 600 µs.

Here there are some noise fluctuations present in Figure 6.12a and b, which gets worse

in Figure 6.12c. However in Figure 6.12d and e it is evident that there little coherence

present in the range 0 µs 6 τ 6 300 µs, yet when the pulses with longer durations are

being recorded the coherence begins to recover. These measurements show the noise is
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not unique to a specific pulse duration range but applicable to the full range measured.

Furthermore, they show how this noise arises intermittently on timescale that can be

greater than an individual scan (∼ 2min) but short enough that between sequential

scans there is poor repeatability.

An investigation into the sources of the technical noise is still on going. It was suspected

that some of the noise was due to a faulty amplifier injecting noise onto the RF electrodes.

The noise appeared sporadically and on a timescale that was suspected to correlate to the

sudden drastic losses of coherence (as in Figures 6.10a and 6.11e). Since the amplifier has

been changed the drastic loss of coherence has not been observed, however the other noise

effects are still present. Several potential sources of this noise were checked including

the DC voltages to the trap, the magnetic field and the laser extinction of all the lasers

used. However the prime suspect is the spectroscopy laser pump, which was measured

by Guido Wilpers to have a fractional frequency instability of ∼ 10−13 at 1 s averaging,

compared to the ∼ 10−15 result that had been previously measured. Furthermore the

noise is erratic and seems to occur on a timescale that is consistent with the observed

loss of coherence in Figures 6.10 to 6.12. The origin of this noise is thought to be due

to the multi-mode operation of the pump laser. Uncontrolled mode competition can

result in intensity noise on the pump laser. This in turn results in frequency noise on

the Ti:Sapphire laser that is outside the bandwidth of the laser frequency stabilisation

electronics. Therefore the experimental apparatus is currently being upgraded to include

a replacement pump laser source with single-mode operation.

6.7 Towards Entanglement

Mølmer and Sørensen presented a method for entangling ions based on quantum me-

chanical destructive interference paths [58]. When two ions are confined in a string, the

mutual Coulomb repulsion causes the ions to oscillate with a shared vibrational motion

along the COM mode. It is the mediation of the vibrational state though the COM

mode that allows for the entanglement between the ions.

Before the gate is initiated the ions need to be cooled such that they are confined to

the Lamb-Dicke regime. The ions are then excited with bichromatic light detuned from

the lower and upper sidebands, which leads to four interfering paths, and results in

entanglement of the two ions’ internal states. The frequencies of the bichromatic laser
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Figure 6.10: Rabi flopping on the carrier of the ∆mj= -2 transition in a 2.9 G bias
field. The pulse duration was incremented in steps of 100 ns and the pulse power was
set at 8.3 mW. Each data point is the result of 100 interrogations. The time taken for
each of the scans is ∼2 min. The time t specifies the time of each of the scans relative
to the start time of the scan presented in a.
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Figure 6.11: Rabi flopping on the carrier of the ∆mj= -2 transition in a 2.9 G bias
field. The pulse duration was incremented in steps of 500 ns and the pulse power was
set at 1.2 mW. Each data point is the result of 100 interrogations. The time taken for
each of the scans is ∼2 min. The time t specifies the time of each of the scans relative
to the start time of the scan presented in a.
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Figure 6.12: Rabi flopping on the carrier of the ∆mj= -2 transition in a 2.9 G bias
field. The pulse duration was incremented in steps of 10 µs and the pulse power was
set at 2.6 µW. Each data point is the result of 100 interrogations. The time taken for
each of the scans is ∼2 min. The time t specifies the time of each of the scans relative
to the start time of the scan presented in a.
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are ω± = ω0 ± δ, where ω0 is the transition frequency and δ is the detuning of the laser

away from the blue and red sidebands as seen in Figure 6.13. The detuning of the laser

is chosen to be far enough away from the sidebands such that these intermediate states

are not populated and are effectively virtual states. For a string of ions in an ion trap,

the interaction Hamiltonian in equation 1.16 can be generalised to

Hint =
∑
i

~Ωi

2
(σ+ie

i[η(a+a†)−ωit] +H.c.), (6.10)

where the subscript i denotes the parameters associated with the ith ion. Since the laser

tuning is close to the vibration on the COM mode, the ions participate equally in the

shared vibration, therefore the coupling of the recoil to the vibration should be identical

for both ions [58] i.e. η1 = η2 = η. Furthermore, if the ions are equally illuminated it

can be assumed that Ω1 = Ω2 = Ω.

From the choice of detuning, the intermediate states are left unpopulated and the only

transitions that conserve energy are between |SS, n〉 and |DD,n〉. Using second order

perturbation theory and restricting the intermediate states to |DS, n+1〉 and |DS, n−1〉,

the Rabi frequency for the transition between |SS, n〉 and |DD,n〉 via the intermediate

states can then be written as [58]

Ω̃ = − (Ωη)2

2ν − δ
(6.11)

A remarkable feature about the Rabi frequency Ω̃ is that it has no dependence on

the vibrational number n. The n dependence cancels out due to the opposite detunings,

which effectively describes the destructive interference present at the intermediate levels.

This results in a gate operation that is insensitive to the vibrational state of the ions so

long as they are confined to the Lamb-Dicke regime.

The evolution of the state populations can be used to identify the fidelity of the gate

operation. The fidelity F is [36]

F = 〈Ψ1|ρexp|Ψ1〉 = (ρexpSS,SS + ρexpDD,DD)/2 + ImρexpDD,SS , (6.12)

with ρexp as the experimentally determined density matrix that is created by repeatedly
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ω+ ω+

δ
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ν

ν

Figure 6.13: Schematic of the interference paths for the Mølmer- Sørenson gate. Laser
frequencies ω+ and ω− are used to couple the states |SS〉 and |DD〉.

probing the states of the ions after the entanglement operation. Florescence measure-

ments can be used to determine the states ρexpSS,SS and ρexpDD,DD. For the off-diagonal

term ρexpDD,SS , the optical phase φ of an added π/2 bichromatic pulse is varied and the

amplitude of the parity oscillations is measured. The measured amplitude of the parity

oscillations A is is related to ρexpDD,SS using the following equation [36],

A = 2|ρexpDD,SS |. (6.13)

To implement the Mølmer-Sørenson gate a 2.9 G bias magnetic field was applied, the

two-ion string was Doppler cooled and optically pumped so that both ions are initialised

to the 2S1/2 (mj = -1/2) state. The ions are then illuminated with bichromatic light

detuned by δ from ωz of the 2D5/2 (mj = -5/2) transition and the states of the ions

are read out. By repeating the measurement a number of times the probability of

occupying the |SS〉 state after the entanglement operation can be determined. In order

to generate the bichromatic light the spectroscopy laser is passed through a double pass

AOM to set the amplitude and the phase, and then passed though another single pass

AOM driven simultaneously by two RF frequencies. Phase coherence between the two

exciting frequencies is maintained by phase locking the frequency sources to the same

10 MHz frequency reference. A measurement of the beat-note of the two frequencies

of light showed that the intensities of each of the components were equal. To suppress
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Table 6.2: Table of experimental parameters used in literature for the implementation
of a Mølmer-Sørenson entanglement gate.

[36] [60] [175] [176]

Ion Ca Sr Ca Sr

Motional mode ωz ωs ωz ωs

Motional mode frequency (MHz) 1.23 1.697 1.232 1.679

Ion motional quantum number 0.05 0.05 20

Rabi frequency (kHz) 110 200

Lamb-Dicke parameter 0.044 0.04 0.044 0.03

Pulse rise time (µs) 2

Entanglement gate time (µs) 50 130 50 130

Sideband detuning (kHz) 20 10.5 20 7.7

AC stark shift (kHz) 7 7.5

Gate Fidelity (%) 99.3 98.5 97.4 98.1

off-resonant excitation, Blackman window-shaped laser pulses were used. For excitation

on the axial COM mode ωz it was found that a pulse rise time of 2.5 oscillation periods

of the ωz mode was sufficient to mitigate the effects of off-resonant excitation [36].

Several bichromatic routines have been established in order to optimise the parameters

for entanglement. Set out in [60] is a procedure for optimising the parameters such as the

gate-time and the detuning from the motional sidebands. By scanning the detuning for

a fixed gate time, the detuning at which the excitation probability of two ions matches

that of zero ions can be determined. By fixing the detuning that point, the gate time

is then scanned to determine where there is a minimum in the probability of exciting a

single ion. By iterating through these two scans the gate-time and sideband detuning

should converge. As a starting point, published literature can give a good indication of

the relative size of the required experimental parameters. Table 6.2 shows some of the

experimental parameters that were used for optical qubits in ion traps.

The experimental procedures needed to implement the Mølmer-Sørenson gate have been

developed. However the noise-limited coherence detailed in Section 6.6, presents an ob-

stacle to the reliable implementation of the gate. Therefore these measurements remain

a subject for future work.
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6.8 Summary

Spectroscopic measurements on a single ion and a two ion string have been demon-

strated. The motional frequencies in zero magnetic field as well as in a bias field

have been recorded and were in line with expected values. Temporal control of the

spectroscopy laser pulse was demonstrated by comparing a square-shaped pulse with a

Blackman-shaped pulse. The Blackman-shaped pulse showed the suppression of Fourier

components in the wings of the spectral line. Rabi flopping on the optical qubit tran-

sition has been shown over pulse durations 0 µs 6 τ 6 1300 µs. However due to the

presence of technical noise that is suspected to originate from the spectroscopy laser

pump, the repeatability of the measurements is poor. The noise manifested itself with

several characteristics, including a very sudden a dramatic loss of coherence and an in-

termittent decay or gradual recovery of the coherence at any point of the pulse duration

scan. Furthermore, these characteristics were observed irrespective of the pulse duration

range. A detailed investigation as to the source of the noise was conducted and it was

found to be partly due to a faulty amplifier. However the dominant source of noise is

expected to be from the spectroscopy laser pump. The investigation into replacing the

laser pump is currently ongoing. When the system exhibits stable coherence measure-

ments the next stages in the experiment is to implement a Mølmer Sørenson gate to

entangle a two-ion string. The procedures need to implement the gate and explore the

experimental parameter space have been constructed.
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Conclusion and Outlook

This work researched methods to reduce decoherence in the microfabricated ion traps.

Decoherence from sources such as surface contamination, DC voltage noise and magnetic

field instability were considered.

Hydrocarbon contamination on electrode surfaces is a possible source of electric field-

noise that can cause motional heating of the ion and therefore decoherence. A theoreti-

cal framework was created which identified the plasma as a low frequency, high-pressure

discharge with collisional and high-voltage sheaths. A capacitively-coupled RF microdis-

charge was generated in situ using He and He:N2 gas mixtures. In order to measure

the plasma parameters of interest, namely the electron density and the gas temperature,

optical emission spectroscopy of the He I 667 nm and Hα 656 nm spectral lines was

implemented. This enabled the calculation of the ion mean bombardment energies εbom.

Testing with He microplasmas indicated 0.3 eV 6 εbom 6 2.1 eV. It was found that with

a He:N2 gas mixture, higher ion energies in the range 1.2 eV 6 εbom 6 4.1 eV can be

achieved. However both these ranges are below the threshold for hydrocarbon removal

(12 eV). Therefore the removal of surface contamination from the electrodes will be

dependent on the high energy tail of the energy distribution. Surface processing times

were estimated for the removal of two hydrocarbon monolayers. Cleaning times down

to ∼40 min in microtrap type A and 60 s in trap type B and were calculated for a pure

He microplasma. For He:N2 mixtures, cleaning times down to 43 s were found for the

same plasma coverage of the electrodes as in the pure He case. During the operation

of the microplasma on these timescales, the effect on the Au electrode is expected to

be negligible, which was confirmed by optical microscopy. The results suggest that the

139
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microplasmas generated here are suited to selective removal of hydrocarbon contami-

nation. The results of the microplasma testing was published in Journal of Physics B:

Atomic, Molecular and Optical Physics, under the title ‘Radio-frequency microplasmas

with energies suited to in situ selective cleaning of surface adsorbates in ion microtraps’

[177].

The effectiveness of the microplasma treatment can only be confirmed by a direct com-

parison of the ion heating rate measured before and after the processing. Earlier work

has shown that hydrocarbon contamination can adsorb on to electrode surfaces dur-

ing the vacuum bake-out process [90]. Therefore the surface processing has to occur

after the bake-out, and the 10−11 mbar vacuum required for the ion trap to function

effectively has to be recoverable post-processing. Therefore, the current experimental

apparatus for vacuum bakeout will need to be updated to include bakeable gas lines that

introduce gas of the highest purity. Furthermore, it is necessary that the gas does not

react with elemental species in the vacuum, therefore the use of an inert gas such as He

in this procedure is advantageous. Other techniques that remove surface contamination

for reduced ion heating rate have reported varied results. Energetic Ar+ (500 eV to

2000 eV) ion beam cleaning showed a factor of 102 reduction in ion heating [90]. Results

with a less energetic Ar+ bombardment (20 eV) showed a more modest reduction in

the ion heating rate of a factor of 4 [93]. In the most recent generation of microtrap,

Guido Wilpers conducted initial investigations that suggested the ion heating rate was

∼3(2) quanta/s. Therefore, if the microplasma technique presented here showed a re-

duction in the heating that was factor of 4, this would still result in a heating rate of

61 quanta/s in a microfabricated trap operated at room temperature. On the other

hand, even if no reduction in ion heating rate is detected, the microplasma technique

may still be useful in probing the origin of the electric-field noise affecting ion. Previous

methods removed not only the surface adsobates, but also the electrode material. The

microplasma method presented here operates at much lower bombardment energies, and

so offers the prospect for selective removal of only the surface adsorbates. The technique

could be useful for separating the effects of surface cleanliness from any due to electrode

surface order [178].

If electrical noise present on the electrodes of the trap is resonant with the motion of

the ion, ion motional heating can occur and result in a reduced ion coherence time. A

system was created for versatile control of the DC potentials on the ion electrodes. A
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termination board was designed to interface the 24 DC channels to any of the 42 DC

line to the trap in a reconfigurable manner. Noise at the motional frequencies of the

ion was attenuated by implementing a pair of interchangeable filter boards for purpose-

specific operation. For heating rate measurements, a 2nd order RC filter board was

developed with an attenuation of 192 dB at 1 MHz and a cut-off frequency of 6 Hz. A

second filter board was made for ion shuttling; a 3rd order Butterworth filter with 59 dB

attenuation at 1 MHz and a cut-off frequency of 100 kHz. The boards can be swapped

without breaking vacuum. The filters on the DC potentials to the trap are tailored to

result in a low-noise environment for the ion. However the RF potentials have no active

stabilisation or purpose-built electrical filtering [82]. As explained in Section 6.6 noise

on the RF electrodes resulting from a faulty amplifier was likely one source of measured

decoherence. Therefore the experimental system in future would benefit from the active

stabilisation and suppression of noise in the RF applied to the trap electrodes.

In this work, spectroscopy of the 88Sr+ ions was performed using the ∆mj = −2 Zee-

man component of the optical qubit transition. This transition is particularly beneficial

since, given the geometry of the experimental apparatus used here, it allows for the

highest coupling strengths relative to the other Zeeman transitions. The drawback with

using the ∆mj = −2 transition is that it is more sensitive to magnetic field fluctuations

than either the ∆mj = 0 or ∆mj = ±1 transitions. The separation of the ion’s energy

levels that need to be addressed is dependent on the magnetic field applied. There-

fore instabilities in the magnetic field causes dampening of the phase relation between

the states. A high-precision feedback system for the control of the magnetic field was

implemented. Each of the magnetic field coil pairs were connected in series to a high

precision source measure unit and a highly stable resistor with a low thermal coefficient.

By by measuring the voltage over the resistor with a high resolution digital voltmeter

the current was then calculated and used to feed back to the current source. A current

stability can be derived from the voltage measured across the resistors over time, which

then can be used to derive a magnetic field stability as generated by the coil pairs. From

these calculations the magnetic field stability of 3 × 10−7 G over 1000 s was expected.

However magnetic field measurements inside the mu-metal shielding showed a stability

of 5 × 10−6 G in 1000 s; this was over a factor of 10 higher than anticipated. This

was attributed to temperature drift resulting in magnetic field fluctuations from the ion

pump magnet. By replacing the magnet (made from ferrite material) with a custom
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one made of temperature compensated Sm-Co, the magnetic field drift is expected to

decrease by a factor of 102. An investigation into implementing this solution is currently

ongoing.

As atoms are evaporated towards the trap, the atomic flux can adsorb onto the electrode

surfaces and, in a similar fashion to the hydrocarbon contamination, form sources of

electric field-noise that can cause decoherence. In the new generation of microtrap

design, a shield restricts the atomic flux to the loading zone which leaves the spatially

separated experimental zones as low-noise environments for ion spectroscopy. By having

well-controlled temperatures of the oven and hotplate the atoms can be generated more

efficiently; minimising atom loss, maximising the lifetime of the devices and reducing

the potential for electrode contamination. Automated control of the oven and hotplate

was established such that the thermocouple of each of the devices was used to feedback

to the DC source. This process applied well-defined limits on the temperatures of the

hotplate and oven for efficient Sr atom generation and maximising the life span for

both the devices. In addition, fluctuations in the magnetic field as a result of operating

the hotplate were measured. It was found that large magnetic field perturbations were

present during the operation of the hotplate and a settling time of ∼1000 s was needed

for the magnetic field to get within 1.8×10−4 G of its final steady state (corresponding

to ∼0.5 kHz shift in the ∆mj = −2 Zeeman component of the 2S1/2 - 2D5/2 transition).

Furthermore, compared to before the hotplate operation the settled magnetic field had

an offset that was measured to be as large as 3×10−3 G. Therefore in procedures where

more ions are loaded into the trap, the state of the magnetic field will have to be checked

after the field has had 1000 s to settle. The ion loading method here used resistive

heating of the atomic source in order to generate the atomic flux. The presence of the

high current needed and the large variations in temperature are a source of magnetic

field instability. While these can be accounted for, there are other methods of loading

that could potentially avoid this problem entirely. For example laser ablation of coated

targets have been used to generate the atomic vapour [179]. Typically a pulse laser is

focused onto the target that is in line of sight with the trapping aperture. A single pulse

with the sufficient energy then ablates the surface; producing the atomic flux. This

method could be used to generate the atoms on a millisecond timescale, avoiding the

need for large currents and excessive heating.

Spectroscopy on a single- and two-ion string was conducted on trap type B (the newest
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generation of ion trap design). The motional frequencies were measured in zero mag-

netic field as well as in the presence of a bias field. The measured motional frequency

detuning was in line with expectations. To investigate the effect of pulse-shaping, mea-

surements with square pulses and Blackman-shaped pulses were made. The excitation

with Blackman-shaped pulses showed the suppression of Fourier components in the wings

of the measured spectral line. The temporal control of the spectroscopy pulse is essential

for minimising off-resonant excitation. Coherent control of a single ion was then further

investigated with Rabi flopping on the carrier transition of the ∆mj = −2 Zeeman com-

ponent. However the presence of intermittent noise detrimentally affecting the coherence

of the ion was detected. Frequency fluctuations of the laser were measured and found to

have a fractional frequency instability which was a factor of 102 higher that expected.

This excess noise is suspected to arise due to mode competition from spectroscopy pump

laser leading to intensity noise. Subsequently this intensity noise on the pump results

in frequency noise on the Ti:Sapphire laser that the frequency stabilisation electronics

cannot account for. This noise is a current limitation in the system. An investigation

into installing a replacement single-mode laser pump is currently underway. Once the

pump is replaced and the coherent control of the ion is deemed stable, the next stage

is to implement two ion entanglement with a Mølmer-Sørenson gate. The experimen-

tal procedures needed to generate the bichromatic field has been implemented and the

routines needed to optimise the experimental parameters (such as the pulse duration

and sideband detuning) have been set-up. However due to the noise-limited coherence

the optimisation of the parameters for entanglement remain a subject for future work.

Beyond the experiments with two ions, an investigation of the trap performance when

using larger ion strings still needs to be conducted. Due to the segmented structure of

the ion microtraps, the devices have excellent prospects for the storage and manipulation

of large numbers of ions. The ion storage capacity of the trap and the precise control

of the applied DC potentials to reduced ion loss when loading larger ion strings remain

subjects for future study.
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