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Abstract
This thesis describes experiments in double-resonance magnetometry with a
view to the development of future portable magnetic sensors. Two experimen-
tal setups - shielded and unshielded - are described, as well as design choices
that facilitate scalability to compact, portable sensors. This work includes
several techniques to mitigate noise or otherwise improve sensitivity. Main-
taining the sensitivity of the device has been prioritised while incorporating
miniaturised components, and a sensitivity of 2 pT/

√
Hz has been achieved

in the unshielded environment. Additionally, the bandwidth of the sensor
has been found to be 520 Hz. An iterative optimisation routine for the im-
provement of field homogeneity produced by static field coils is presented, as
well as procedures for the characterisation of microfabricated atomic vapour
cells. A technique to address periodic noise has been developed and has suc-
cessfully suppressed noise arising from the 50 Hz mains AC line, with 22 dB
noise suppression achieved between 45 and 55 Hz. Two magnetic gradiome-
try configurations are also discussed, and preliminary results presented, with
an outlook to further development.
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Chapter 1

Introduction

The study of magnetic fields has been documented since 206 BCE [1]. Mag-
netic measurements began in China with lodestones suspended by silk strings
or polished and placed on a flat surface. These devices pointed in the di-
rection of the Earth’s field, and were initially used for fortune telling and
geomancy. By 1000 CE magnetic sensing was widely used for navigation,
performed using a magnetised iron needle floating in water or suspended by
a string [2]. In the 14th century the sailing season was extended by 5 months
by the use of the compass; navigation with reference to the Earth’s magnetic
field could be done in poorer conditions without the sun or stars for reference
[3].
Edmund Halley mapped the deviation of the compass from true north and
produced a declination chart in 1701. This improved the precision of naviga-
tion as well as yielding an insight into the magnetic field of the Earth. The
intensity of the Earth’s field began to be measured in addition to its direc-
tion. This was achieved by comparing the period of oscillation of magnetised
needles at different points on the globe. The oscillation period is inversely
proportional to the square root of the field intensity [2]. The time variation
of the local magnetic field began to be measured in the 1700s, and Graham
produced a measurement of its diurnal variation due to interaction of the
sun with the ionosphere in 1772 [4]. Observations such as these gave a better
understanding of the dynamic forces that contribute to the local magnetic
field.
Gauss made many great contributions to the study of magnetism. Previ-
ously, no measurement of the Earth’s magnetic field had been made against
an absolute scale. His measurement of a magnet deflecting a needle gave
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Chapter 1. Introduction 2

Figure 1.1: Schematic of the Faraday rotation experiment. A linearly po-
larised light beam, k, is incident upon leaded glass, which is in a magnetic
field, B||. The polarisation axis is rotated by the angle φ with respect to the
original polarisation axis.

the magnetic moment M of the magnet, therefore allowing a calibration of
the needle’s deflection due to other fields, allowing a measurement of the
horizontal component of the Earth’s field, and the first measurement of the
Earth’s field that was not on an arbitrary scale [2]. Gilbert’s De Magnete
is the first known record of a proposed connection between magnetism and
electricity [5], but it was Oersted who directly measured the relationship
by the deflection of a compass needle due to a current flowing in a wire in
1820. This experiment triggered many exciting experiments and proposals
in electromagnetism by many others, including Ampere and Faraday.
In 1845 Michael Faraday observed that when he shone linearly polarised light
on a piece of leaded glass in a magnetic field, the initial polarisation angle
of the light had been rotated when it left the sample, as seen in Figure 1.1.
This experiment demonstrated the eponymous Faraday effect; when linearly
polarised light travels through a medium that is experiencing a magnetic field
along the axis of the light, the polarisation of the resultant light will have its
axis rotated. The polarisation rotation is proportional to the strength of the
magnetic field.
Macaluso and Corbino replicated the Faraday effect in an alkali vapour in
1898 [6]. They produced rotation of the polarisation proportional to the field
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Figure 1.2: Linear polarised light interacting with a two-state atomic system
in the presence of a magnetic field, B. The ground state Zeeman sublevels
have been shifted and the left- and right- circularly polarised light compo-
nents have different resonance frequencies.

applied but observed a resonant response of the polarisation rotation when
the light frequency used was close to the atomic resonance frequency [7].
This resonant relationship was in fact the same effect as that observed by
Faraday; the solid state effect produces a much wider dispersive feature than
that of the alkali vapour. This experiment prompted Voigt to theorise that
the polarisation rotation was due to the refractive index of the medium [8].
In order to describe the Macaluso-Corbino effect, it is useful to consider a
semiclassical approach, where resonant classical light is incident on an atom
with two states, with angular momentum 0 and 1. Linearly polarised light
may be considered to be equal parts left and right circularly polarised; σ+

and σ−. The rotation of the polarisation axis in the Faraday effect arises due
to each circular component acquiring a phase shift in the medium. The dif-
ference between the phase shift in each component gives the angle of rotation,
φ. [8, 9]
Without a magnetic field, the Zeeman sublevels of the atoms are degenerate,
and linearly polarised light couples only to m = 0. The resonant light at
frequency ω0 is unmodified. When a magnetic field, B, is present along the
quantisation axis, the m = +1 and m = −1 states are shifted by ωL, the
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Larmor frequency,
ωL = γ B , (1.1)

where γ is the gyromagnetic ratio. The components of the π-polarisation,
σ+ and σ−, couple to the m±1 ground state levels, but the splitting due
to B means that the frequency response is changed, one blue- and one red-
detuned. This is illustrated in Figure 1.2. The complex refractive index, η is
given by:

η± ≈ 1 + 2πχ0
1

(δ ∓ ωL) + iΓ0/2
, (1.2)

where χ0 is the linear atomic susceptibility, δ is the frequency detuning from
resonance, and Γ0 is the rate of spontaneous relaxation from the excited to
ground state. After traversing the medium, the sum of the circular compo-
nents gives a rotation in the linear polarisation that is the function of the
real parts of the refractive index:

φ =
ω0l

c
(Re[η+]−Re[η−]) , (1.3)

where l is the length of the medium. The real part of Equation 1.2 for each
transition is given by a Lorentzian; for small shifts the rotation can then be
described with a dispersive profile.
Two significant advances in the mid twentieth century were the demonstra-
tion of optical detection of magnetic resonances in 1949 and optical pumping
in 1950 [9, 10]. Optical pumping improved the achievable atomic spin po-
larisation by many orders of magnitude, and optical detection improved the
efficiency of detection. These advances led to huge improvements in the
signal to noise ratio for signals observed in atomic magnetometry.
Kastler and Brossel proposed a double-resonance method as early as 1949
[11], in which an on-resonance light beam was incident on the atoms while
a radio-frequency field was tuned to resonance with the Larmor frequency.
“Double-resonance” refers to the two resonant aspects of the system; the laser
light and the RF field. The double-resonance configuration was demonstrated
experimentally in 1952 [12].
In rapid succession Bell and Bloom demonstrated the first optical detection
of magnetic resonance with crossed pump and probe beams. They observed
the Larmor precession of the atoms imprinted on the intensity of the probe
beam, coherently driven by an RF field [13]. The effects observed in these
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experiments began to be described as a quantum effect, as an ensemble of
spins rather than the bulk media of the original Faraday Effect.
After the invention of the laser in the 1960’s, Gawlik et al. demonstrated
the nonlinear Faraday effect with a coherent light source in 1974. The
nonlinear Faraday rotation yielded a light intensity dependent polarisation
rotation signal [14, 15]. Experiments such as this have given rise to a
great many optically pumped magnetometer configurations, including many
double-resonance schemes. The numerous sensor types will not be covered
here but are described in detail by Budker et al. [8, 16] Savukov [17], and
Kimball et al [9].
The field of optically pumped magnetometry has expanded rapidly since the
1960’s. Monitoring the Larmor precession frequency gives a direct measure-
ment of the ambient field, this means that OPMs require no calibration. This
is an advantage over traditional sensors such as fluxgates and Hall probes.
Many types of OPM have now been demonstrated with applications in geo-
physics [18], structural imaging, [19, 20] and RF communications [21].
Within optically pumped magnetometers, spin exchange relaxation-free
(SERF) schemes lead the way in absolute sensitivity [22]. SERF sensors have
achieved sensitivity in the aT range [23], but their measurement range is lim-
ited to near-zero fields [24]. Low-field sensors must operate in a magnetic
shield or field-compensated room, but have exciting applications in magneto-
cardiography (MCG), magnetoencephalography (MEG) [25] and fundamen-
tal physics [26].
Superconducting quantum interference devices (SQUIDs) and fluxgates are
the main competitors to OPMs. They have long been established as sensi-
tive and reliable magnetic sensors, but they have a number of limitations.
SQUIDs require cryogenic cooling which limits their use as portable, compact
sensors [27]. Fluxgates, despite their portability, lack the required sensitivity
for applications with short integration times or those requiring good low fre-
quency resolution, such as detection of rotating machinery [28, 29]. Optically
pumped atomic magnetometers have sensing volumes with operating temper-
atures in the range 20-200◦C and demonstrate sensitivities comparable with
SQUIDs and far exceeding fluxgates.
The experiments discussed in this thesis have been built with a view to
developing sensors that operate in the Earth’s magnetic field. In order to
operate in a wide range of applications, the sensor must have high dynamic
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range, wide bandwidth, and high sensitivity. The scheme that has been
explored in this thesis is the double-resonance magnetometer operating in
Mx mode, which will be examined in detail in Chapter 3.
Portable, compact magnetic sensors will be useful for many unshielded appli-
cations. Several groups have already built impressive portable sensors [30–32]
while maintaining high sensitivity. In biomagnetic applications, source local-
isation is a high priority. Compact sensors that may be placed in an array
for this purpose are much in demand and already showing great promise
[25, 33, 34].

1.1 Thesis Overview

This thesis describes an experimental framework for a double-resonance mag-
netometer, and includes an overview of the theoretical background of the
experiment. Chapter 2 introduces theoretical principles which are impor-
tant both in the discussion of the double resonance magnetometer, and in
understanding the results presented in the following experimental chapters.
Chapter 3 details the experimental setup of the shielded double-resonance
magnetometer, which has been used to investigate effects inherent to this
type of sensor, as well as development of calibration techniques. Much of
this experimental work has contributed to the unshielded sensor presented
in Chapter 4, which describes the operation of a similarly configured dou-
ble resonance magnetometer without any static shielding. This setup has
been used to test miniaturised components, including microfabricated cells.
Chapter 5 describes and discusses the primary noise sources affecting the
unshielded sensor, and presents a method for the suppression of periodic
noise. A review of the principal results of this technique can be found in
[35], by O’Dwyer et al. Chapter 6 describes preliminary work conducted in
the unshielded environment using two different cell types to build a magnetic
gradiometer. Provisional results are presented, as well as discussion on future
work which may arise from this.

The work presented in this thesis has been conducted in the Experimen-
tal Quantum Optics and Photonics group at the University of Strathclyde.
Two double resonance magnetometers were used to take the data in the fol-
lowing chapters. The shielded and unshielded sensors were designed and
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constructed by the magnetometry team prior to the work described here be-
ing undertaken. The author has contributed to improvement of the software
and optical hardware of the shielded experiment, and has implemented ma-
jor modifications and upgrades to software and hardware to the unshielded
experiment. All of the data in the following chapters was taken and analysed
by the author. The author has benefited from working closely with postdoc-
toral researcher, Stuart Ingleby, and several publications have been written
as a result of collaboration on these experiments.

Publications Arising from this Work

• Stuart J. Ingleby, Carolyn O’Dwyer, Paul F. Griffin, Aidan S. Arnold,
and Erling Riis, “Orientational effects on the amplitude and phase of
polarimeter signals in double-resonance atomic magnetometry” Physi-
cal Review A 96, 1-6 (2017), arXiv:1707.04418

• Stuart J. Ingleby, Iain C. Chalmers, Carolyn O’Dwyer, Paul F. Griffin,
Aidan S. Arnold, and Erling Riis, “Optically pumped magnetometry in
arbitrarily oriented magnetic fields,” 2017 IEEE SENSORS, Glasgow,
2017, pp. 1-3, doi: 10.1109/ICSENS.2017.8233895

• Stuart J. Ingleby, Carolyn O’Dwyer, Paul F. Griffin, Aidan S. Arnold,
and Erling Riis, “Vector Magnetometry Exploiting Phase-Geometry Ef-
fects in a Double-Resonance Alignment Magnetometer” Physical Re-
view Applied 10, 034035 (2018), arXiv:1802.09273

• Carolyn O’Dwyer, Stuart J. Ingleby, Iain C. Chalmers, Paul F. Griffin,
and Erling Riis, “A feed-forward measurement scheme for periodic noise
suppression in atomic magnetometry” Review of Scientific Instruments
91, 045103 (2020), 10.1063/5.0002964

https://journals.aps.org/pra/abstract/10.1103/PhysRevA.96.013429
https://journals.aps.org/pra/abstract/10.1103/PhysRevA.96.013429
https://ieeexplore.ieee.org/document/8233895
https://ieeexplore.ieee.org/document/8233895
https://link.aps.org/doi/10.1103/PhysRevApplied.10.034035
https://link.aps.org/doi/10.1103/PhysRevApplied.10.034035
https://aip.scitation.org/doi/10.1063/5.0002964
https://aip.scitation.org/doi/10.1063/5.0002964


Chapter 2

Theory

The theory of light-atom interactions is well understood, and a measure of
its success is the excellent agreement with experimental results. This means
that systems probed with lasers are ideal for precision measurement. Among
the experiments benefiting from atomic precision are optically pumped mag-
netometers. This chapter will describe the theory and concepts required to
describe the experimental double resonance magnetometer presented in the
following chapters.

2.1 Atomic Structure

Alkali atoms are widely implemented in metrological measurements and
atomic sensors due to their simple hydrogenic electronic structure, arising
from a single valence electron. The main work in this section is to look at
the coupling of the various angular momenta within the atom to describe a
spinful system. This model can then be used to examine the atomic interac-
tion with optical and magnetic fields in the following sections.
In a single–electron system, orbital angular momentum of the electron L,
which arises due to the motion of the electron around the atom, is constrained
in the range 0 ≤ L ≤ n− 1, where n is the principal quantum number, and
L is the magnitude of the vector L. The intrinsic angular momentum of the
electron must also be considered. In this case the alkali earth metals have a
single outer valence electron, and the ground state has a single electron spin
S = 1/2. The total spin angular momentum is S = 1/2 [36].
The total angular momentum of the electron, J, is given by the sum of the
vectors L and S. The coupling of L and S is described by the L-S coupling

8



Chapter 2. Theory 9

scheme, which describes the splitting of the atomic states. The motion of the
electron generates a magnetic field which lifts the degeneracy of the orbital
structure and results in fine structure splitting. The quantum number J is
in the range |L− S| ≤ J ≤ |L+ S|.
The spectroscopic notation used to describe the electronic configuration is
n2S+1LJ , where L = 0, 1.., written in this notation as L = S, P.. for the
available orbitals. This work will be concerned only with the 62S1/2 and
62P1/2 states of caesium.
The interaction of I, the total angular momentum of the nuclear spin, with
the angular momentum of the electron causes hyperfine splitting of the fine
structure. Similar to the fine structure described above, the total atomic
angular momentum F is given by F = I + J. The magnitude of F has the
values |I − J | ≤ F ≤ |I + J |.
The hyperfine energy levels F split further to magnetic sublevels with mag-
netic quantum numbers mF . The number of mF sublevels for a given F

state is given by 2F + 1. The mF states are degenerate in the absence of a
magnetic field. The resulting states for caesium’s first two subshells S and P
are given in Figure 2.1. These represent the lowest energy levels of the outer
shell n = 6 [37–39].

2.2 Atom-Light Interaction

In order to describe the interaction of light with alkali atoms it is useful
to consider a two-level atomic system interacting with a plane wave, seen
in Figure 2.2. The two-level atom can be described by defining a ground
state |g〉, and an excited state |e〉, with corresponding energies Eg = ~ωg and
Ee = ~ωe,.
The Hamiltonian Ĥ0, can be written,

Ĥ0 = ~ωg |g〉 〈g|+ ~ωe |e〉 〈e| . (2.1)

To describe the light’s interaction with the atomic system, the overall Hamil-
tonian becomes:

Ĥ = Ĥ0 + ĤAL , (2.2)

where ĤAL is the atom-light interaction Hamiltonian. This Hamiltonian
is comprised of E(t), a classical plane-wave description of light, E(t) =
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Figure 2.1: Overview of the quantum numbers describing caesium 6S and
6P manifolds, with magnetic sublevels relevant to this thesis shown. The
nuclear spin of caesium is I = 7/2.

εE0 cosω0t and d, the atomic dipole moment, to give:

ĤAL = −d · E(t) = −d · E0 cosω0t . (2.3)

The wavefunction describes how this system evolves over time:

|ψ(t)〉 = cg(t)e
−iωgt |g〉+ ce(t) e

−iωet |e〉 , (2.4)

with complex coefficients cg and ce. To model the dynamical evolution the
time-dependent Schrödinger equation is used:

i~
∂

∂t
|ψ(t)〉 = Ĥ |ψ(t)〉 , . (2.5)

By combining Equations 2.4 and 2.5 the time-dependent state amplitudes
can be given:

i~ċk(t) =
∑
n

cn(t)eiωnkt 〈k| Ĥ |n〉 . (2.6)

Substituting Equation 2.3 into Equation 2.6 results in the rate equations for
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Figure 2.2: Two-level atom with ground and excited states, |g〉 and |e〉. The
frequency of the resonant transition is ωeg. A plane wave, E(t), is incident
on the atom, which is detuned from the transition by the detuning, δ.

the complex coefficients with respect to time. Defining ωe − ωg as ωeg, these
rate equations are:

i~ċg(t) = ce(t)e
−iωegt 〈g|d ε |e〉E0 cosω0t (2.7)

i~ċe(t) = cg(t)e
iωegt 〈e|d ε |g〉E0 cosω0t (2.8)

By taking the exponential form of the cosine terms, defining δ = ω0 − ωeg
to be the detuning, and defining the Rabi frequency Ω = 〈g|d|e〉E0

~ these
descriptions can be simplified. The rotating wave approximation removes
the “fast oscillating” terms on the order of 2ω that arise. These terms do not
contribute to the dynamics of the system on the time scales considered here
[39]. This approximation produces:

ċg(t) = ice(t)
Ω

2
exp(+iδt) (2.9)

ċe(t) = icg(t)
Ω

2
exp(−iδt) . (2.10)

At this stage, introducing two new time dependent variables, c̃g(t) and c̃e(t):

c̃g(t) = cg(t) exp

(
−iδ t

2

)
(2.11)

c̃e(t) = ce(t) exp

(
iδ t

2

)
(2.12)
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and then taking the derivative gives the time-evolution of a two-level system
interacting with an electric field:(

˙̃cg(t)

˙̃cg(t)

)
=
i

2

(
δ Ω

Ω −δ

)(
c̃e(t)

c̃g(t)

)
. (2.13)

From here the general solutions can be found. At this stage it is convenient
to use a density matrix approach. The density matrix has an operator ρ̂ =

|ψ〉 〈ψ| which in the two level system gives the matrix:

ρ̂ =

(
ρgg ρge

ρeg ρee

)
=

(
|cg|2 cgc

∗
e

cec
∗
g |ce|2

)
(2.14)

The diagonal entries represent the populations of the respective states, and
the off-diagonals the coherences between the states. At this stage the Bloch
equations can be derived using the Liouville equation, which is a general
form of the master equation. The Liouville equation accounts for coherent
processes of the system which lead to Rabi oscillations, stimulated emission
and absorption. The incoherent process of spontaneous emission requires an
additional decay term, Γ0. By modifying the Liouville equation, the Lindblad
master equation can be given:

ρ̂ =
i

~

[
ρ, Ĥ

]
+ Lρ , (2.15)

Where Lρ is the Linblad operator:

Lρ =

(
Γ0ρee −Γ0

2
ρ̃ge

−Γ0

2
ρ̃eg −Γ0ρee

)
. (2.16)

Equation 2.15 describes the time evolution of the system due to coherent and
incoherent processes during interaction with a classical light field. From here
the Optical Bloch equations can be described:

ρ̇ee = −Γ0ρee +
iΩ

2
(ρ̃∗ge − ρ̃ge) (2.17)

ρ̇gg = Γ0ρee +
iΩ

2
(ρ̃∗ge − ρ̃ge) (2.18)

˙̃ρge* = ˙̃ρeg =

(
Γ0

2
+ iδ

)
ρ̃eg +

iΩ

2
(ρgg − ρee) (2.19)



Chapter 2. Theory 13

Spontaneous decay from the excited to ground state interrupts the coherent
dynamics of an atom at random, so that at long time periods in an ensemble
of atoms there will be many atoms oscillating out of phase with one an-
other. The steady-state solution for time t� 1/Γ0 can be solved by setting
Equations 2.17 to zero, and using the relation ρee + ρgg = 1, to find:

ρSSee =
Ω2/4

(Ω2/2 + Γ2
0/4 + δ2)

(2.20)

ρ̃SSeg =
Ω

2

δ − iΓ0/2

(Ω2/2 + Γ2
0/4 + δ2)

, (2.21)

which describe the steady-state population of the excited state and coherence
for the spontaneous emission from excited to ground states.

2.2.1 Saturation Parameter

The saturation parameter, S, can be defined with respect to a given transi-
tion as the population saturation as a function of the Rabi frequency. This
describes the ratio of coherent to incoherent decay rates of the system:

S =
Ω2/2

δ2 + Γ0/2
=

s0

1 + (2δ/Γ0)
. (2.22)

s0 is defined as the resonant saturation parameter which characterises the
strength of the atomic transition,

s0 =
2Ω2

Γ2
0

=
I

Isat

, (2.23)

where I is the intensity of the laser light and Isat is the saturation intensity.
For experimental considerations the low-light power regime can be defined
as when I � Isat. Practically this means that the atoms remain mostly in
the ground state.
The steady-state photon scattering rate, Rscat, is the rate at which an atom
emits a photon. Rscat depends upon how many atoms are in the excited state,
and the rate of spontaneous decay,

Rscat = Γ0 ρ
ss
ee =

Γ0

2

s0

1 + s0 + 4( δ
Γ0

)2
. (2.24)
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2.2.2 Optical Lineshape

Up to this point the atomic transition has been considered as having a single
resonant frequency. In reality, the transition is always a spread of frequencies
characterised by the transition linewidth. The atomic linewidth arises due
to both features of the atom itself; natural broadening, and external effects
that may be homogeneous or inhomogeneous. The natural linewidth of a
transition arises from the finite excited-state lifetime and is characterised by
a Lorentzian profile. A Lorentzian profile also describes other homogeneous
broadening effects, while inhomogeneous effects have a Gaussian lineshape.
The normalised Lorentzian spectral distribution due to natural broadening
is given by:

φ0(ν) =
1

π

Γ0/2

(ν − ν0)2 + (Γ0/2)2 , (2.25)

for a frequency ν relative to the resonance frequency ν0. Γ0 is the spontaneous
decay rate from the excited state.
Collisional or pressure broadening also has a Lorentzian lineshape. The ef-
fective linewidth Γeff can be used to describe the natural linewidth plus the
contributions from collisions, Γcoll. This term is dependent on the cross-
section and the thermal velocity of the atoms. Collisional broadening is a
homogeneous effect and therefore has a Lorentzian optical profile. This holds
not only for alkali-alkali collisions but also alkali-buffer gas collisions [40, 41].
The collision-broadened lineshape will be discussed in more detail in Section
4.2.
Doppler broadening is a source of inhomogeneous broadening of the spectral
line. For a thermal sample of atoms, the velocities of the atoms are described
by the Maxwell-Boltzmann distribution. Each velocity class of atoms experi-
ences a different laser frequency due to the Doppler effect as they move with
respect to the light. This gives an inhomogeneous profile which is Gaussian:

φ(ν) =
2 ln 2√
π∆D

exp

[
−ln 2

(
ν − ν0

∆D/2

)2
]
, (2.26)

where ∆D is the FWHM of the Doppler broadened profile, given by: ∆D =

ν0

√
8 kBT ln 2/m c2 which takes into account the most probable speed of an

atom in a vapour. Boltzmann’s constant is kB, m is the mass of the atom,
and c is the speed of light.
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Convolving the Lorentzian and Gaussian profiles gives the Voigt profile [40,
42]. The cells in this thesis are operated at or above room temperature, with
a FWHM ∆D ≈ 360 MHz [43]. Doppler broadening is dominant except in
the case of cells containing sufficiently high buffer gas pressure, which will
be discussed in Section 4.

2.2.3 Optical Pumping

Optical pumping is the process by which angular momentum is transferred
from light to the atoms in order to transfer them to a desired state. A
resonant photon may transfer one unit of angular momentum to an atom
at a time, exciting the atom to an excited state given by the polarisation
of the light. The mF magnetic sublevels have the following selection rules:
m′F = mF + 1 for σ+ transitions, m′F = mF − 1 for σ− transitions, and
m′F = 0 for π transitions. Once in an excited state, the atom will decay, with
a probability of decaying to a particular ground state given by the relevant
Clebsch-Gordon coefficients.
For the purposes of this thesis, the F = 4 → F ′ = 3 optical transition of
the caesium D1 line will be considered, as it is the one primarily used for
optical pumping. With light polarised to drive σ+-transitions, the atoms
will absorb and spontaneously emit many photons until they decay to the
mF = +4 magnetic sublevel (neglecting decay to the F = 3 sublevel). This
state is “dark”, meaning that it is transparent to the laser light. At this
point no further pumping of these atoms occurs. By populating this state
while continuing to depopulate all others, a net magnetisation M is created
in the sample. This is an orientation moment, with a preferred direction.
An orientation moment may also be created by driving σ−-transitions to
populate the mF = −4 state. Similarly, an aligned state may be created
by the action of a π-polarised transition which can drive the population to
the mF ± 4 states. The alignment moment has no preferred direction but
does have a preferred axis. A schematic of the atomic population and both
pumping processes is shown in Figure 2.3.
The subsequent precession between adjacent mF levels at the Larmor fre-
quency creates the magnetometry signal. The signal detected is due to the
rotation of the light polarisation as the populations of the mF sublevels pre-
cess in and out of the dark ground states to the bright ones. The precession
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Figure 2.3: Level diagram of the hyperfine states in the D1 line of caesium
with resolved excited hyperfine states. The light is resonant with the F =
4 → F ′ = 3 states. Level populations are shown representing the pumping
of the atomic ensemble into an aligned, a) or oriented, b) state. The level
diagrams a) and b) are identical, with linear (π) polarised light in a) and
right-circular (σ+) polarised light in b).

of a magnetic moment will be discussed in Section 2.5 and the resulting signal
in Section 2.6.
Regardless of the moment created, some population of the F = 3 ground
state will remain. The precession of this state is in the opposite direction
to that of the F = 4, and can cause depolarising spin-exchange collisions.
Two-beam magnetometers benefit from being able to pump on one transition
and probe on the other, and the pump and probe beams may have different
polarisation. In a single-beam setup with resolved hyperfine levels, pumping
and probing is limited to the same transition.

2.3 Relaxation Mechanisms

Once the atoms have been pumped into an aligned or oriented state, it is
advantageous that the state is conserved until they can interact with the
probe beam. Relaxation contributions can be categorised as intrinsic or
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extrinsic. Intrinsic processes depend on atomic cell design and temperature,
while extrinsic processes are operational; sources of perturbation such as laser
light and oscillating magnetic fields light power and RF power [44].
For a caesium atom in a glass cell, there are three types of intrinsic relaxation
contribution due to collisions: alkali–wall, alkali–buffer gas, and alkali–alkali.
Rates here will be defined as Γi, which are the inverse of the relevant coher-
ence lifetime, Ti. Within intrinsic relaxation rates there are longitudinal, Γ1,
and transverse Γ2 contributions with respect to the quantisation axis.
The longitudinal lifetime T1 is dependent on mechanisms affecting the ex-
pectation value of the spin component along the quantisation axis, B. The
lifetime, T1 is comprised of the following contributions [45]:

1

T1

=
1

q
(ΓSD + ΓP) + Γwall , (2.27)

where ΓSD is the spin-destruction rate, ΓP is the relaxation rate due to ab-
sorption of a photon from the incident beam, Γwall is the rate of decoherence
due to wall collisions, and q is the nuclear slowing down factor. After spin-
changing collisions, some spin polarisation will be preserved. The nuclear
spin polarisation is much longer lived than that of the electron, and q here
quantifies how much spin polarisation remains. ΓSD arises due to collisions
between the probed species and alkali, ΓCs

SD, buffer, ΓB
SD and quenching gases,

ΓQ
SD. Buffer and quenching gases may be introduced as separate species, or

a single species may be used for both purposes. The spin-destruction due to
these contributions is given by:

ΓSD = ΓCs
SD + ΓB

SD + ΓQ
SD . (2.28)

The transverse lifetime is due to dephasing between precessing atoms:

1

T2

=
1

T1

+
1

qSE

ΓSE + Γgr , (2.29)

where Γgr is the dephasing contribution due to gradients. The spin-exchange
broadening factor, qSE, is dependent on the field magnitude and vapour den-
sity.
The transverse and longitudinal relaxation lifetimes have been investigated
experimentally for large antirelaxation coating vapour cells by Castagna et
al. [46] and for microfabricated cells with buffer gas by Scholtes et al. [44].



Chapter 2. Theory 18

The contributions to relaxation in this thesis will be discussed in detail in
Sections 3.1 and 4.1.

2.4 Atom-Field Interaction

The quantum numbers given in Section 2.1 which describe the states includ-
ing the hyperfine interaction are L, S, and I. The Hamiltonian to describe
the contributions from the orbital and nuclear spin components in the pres-
ence of a magnetic field is:

ĤB =
µB
~

(gSS + gLL + gII) · B , (2.30)

where µB is the Bohr magneton, gS is the electron spin g-factor, gL is the
electron orbital g-factor, and gI is the nuclear g-factor. These g-factors are
dimensionless proportionality constants.
When the magnetic field, B, is small enough that the energy splitting induced
is small with respect to the hyperfine structure splitting, F is a good quantum
number, and the splitting can be described:

∆E|F,mF 〉 = µB gF mF Bz , (2.31)

where gF is the Landé g-factor for the hyperfine splitting:

gF = gJ

(
F (F + 1) + J(J + 1)− I(I + 1)

2F (F + 1)

)
+ . . .

gI

(
F (F + 1)− J(J + 1) + I(I + 1)

2F (F + 1)

) (2.32)

Equation 2.31 describes the linear Zeeman effect, which only occurs in very
low magnetic fields.
The Breit–Rabi formula can be used to calculate the energy shifts for states
with angular momentum J = 1/2:

E|F=I+1/2,mF 〉 = − EHFS

2(2I + 1)
−gIµBBmF±

EHFS

2

(
1 +

4mFx
, 2I + 1 + x2

) 1
2

,

(2.33)
where EHFS = AHFS(I + 1/2), AHFS is the hyperfine structure constant, and
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x is given by:

x =
(gI + gJ)µBB

EHFS
. (2.34)

Equation 2.33 is used to calculate the splitting of the D1 ground state hyper-
fine levels F = 3 and F = 4 into the mF Zeeman sublevels, shown in Figure
2.4.
For the ground state of caesium considered here, 62S1/2, S = 1/2, L = 0,
J = 1/2, and I = 7/2. For the lower ground state, F = I − J , and for the
upper ground state, F = I+J . Neglecting the effect of gI , and using gF ≈ 2,
this leads from Equation 2.32 to:

gF = ± 2

2I + 1
. (2.35)

These opposite signed g-factors result in opposite signed Larmor precession
frequencies [37].

2.5 Magnetic Resonance Lineshape

In the classical picture, an alkali atom prepared in a magnetised state will
precess about the static field, with a frequency given by:

ωL = γB0 , (2.36)

where γ is the gyromagnetic ratio, defined by fundamental constants:

γ =
egF
2me

, (2.37)

e is the electron charge, gF is the g-factor defined in Equation 2.35, and me is
the mass of the electron. If the atomic ensemble experiences a magnetic field,
each atom will precess, but with a random phase. Probing the ensemble will
result in a detected signal averaging to 0. Resonant excitation of the atomic
precession is required to coherently drive the spin ensemble in phase, which
will then lead to a non–zero signal detected.
The magnetisation of the atomic ensemble, M, is the sum of the individ-
ual moments of each spin that contributes to the magnetometer signal. M

can be considered as a classical vector in a static magnetic field, B0 in
the z−direction. The evolution of the spin ensemble can be modelled as
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Figure 2.4: Splitting of the Zeeman sublevels for the ground-state F = 3 and
F = 4 hyperfine levels. The y-axis splitting in GHz/h is with respect to the
energy of the 62S1/2 level. The range of magnetic fields for which the splitting
is shown is representative of the field magnitudes used in this thesis.
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M precesses about B0 at the Larmor frequency, ωL. M has components
{Mx,My,Mz} in the lab frame.
The time evolution is given by:

∂M

∂t
= γ M×B0, (2.38)

which for each component of M is:

∂Mx

∂t
= γMy(t)Bz (2.39)

∂My

∂t
= γMx(t)Bz (2.40)

∂Mz

∂t
= 0. (2.41)

As B0 has been defined along the z-axis, the field contributions are due to
Bz alone. This describes precession of M about B0 in the x− y–plane.
In matrix form:

Ṁ = γ

Mx

My

Mz

×

 0

0

Bz

 . (2.42)

Relaxation of the magnetisation occurs in all three components of M. The
transverse relaxation term, Γ2, affect the components in the x−y-plane, and
the longitudinal term, Γ1, affects the z–component. At t→∞, the Mx and
My components relax to zero, and the Mz component relaxes towards M0,
the steady-state magnetisation. The relaxation terms are summed with the
evolution described in Equation 2.42

Ṁ = γM×B0 −

Γ2 0 0

0 Γ2 0

0 0 Γ1


Mx

My

Mz

+ Γ1

 0

0

M0

 . (2.43)

In order to drive the coherent precession in the transverse field, an RF field
is introduced which co-rotates with M. It is convenient to transform to a
rotating frame at the driving frequency of the RF field, ωRF. This ensures
that the only component moving in the rotating frame is the RF field along
y′. The transformation can be seen in Figure 2.5. The magnetisation and
magnetic field in the rotated frame are signified as M′ and B′ respectively.
The transformation from the lab to the rotating frame coordinates is made
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Figure 2.5: Transformation from the lab frame to the rotating frame. The
rotating frame rotates about the z−axis at a frequency ωRF.

using the following relation:

Mx = M ′
x cos(ωRFt) +M ′

y sin(ωRFt) (2.44)

My = M ′
x cos(ωRFt)−M ′

y sin(ωRFt) , (2.45)

which transforms Equation 2.43 to:

Ṁ′ = γ

M
′
x

M ′
y

M ′
z

×

 −BRF

0

B0 +BRF

−
Γ2 0 0

0 Γ2 0

0 0 Γ1


M

′
x

M ′
y

M ′
z

+ Γ1

 0

0

M0

 ,

(2.46)
which is the evolution of Ṁ′ in the rotating frame.
The magnetic detuning, ∆, between the RF field frequency and the Larmor
frequency can be defined here as γ(B0 + BRF) = ∆, and the RF Rabi fre-
quency, ΩRF is γBRF [47]. By expanding the cross-product in Equation 2.46
and making these substitutions, the system can then be written as:

Ṁ′ =

 0 ∆ 0

−∆ 0 −ΩRF

0 ΩRF 0


M

′
x

M ′
y

M ′
z

 −
Γ2 0 0

0 Γ2 0

0 0 Γ1


M

′
x

M ′
y

M ′
z

+ Γ1

 0

0

M0

 .

(2.47)
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By combining the relaxation terms this becomes:

Ṁ′ =

−Γ2 ∆ 0

−∆ −Γ2 ΩRF

0 ΩRF −Γ1


M

′
x

M ′
y

M ′
z

+ Γ1

 0

0

M0

 . (2.48)

The steady state solutions are obtained by setting Ṁ = 0 and solving for
{M ′

x,M
′
y,M

′
z}, giving:

M ′
x = M0

ΩRF∆

Γ2
2 + ∆2 + Γ2

Γ1
Ω2

RF

(2.49)

M ′
y = M0

ΩRFΓ2

Γ2
2 + ∆2 + Γ2

Γ1
Ω2

RF

(2.50)

M ′
z = M0

∆2 + Γ2
2

Γ2
2 + ∆2 + Γ2

Γ1
Ω2

RF

. (2.51)

For the purpose of the signals observed in this work, Γ2 ≈ Γ1, and Γ will
be used from this point to refer to Γ2. Γ can be defined as the FWHM (full
width, half max) of a Lorentzian lineshape. The RF saturation parameter, is
S = ΩRF

Γ
and x = ∆

Γ
. These simplifications give a standard Lorentzian form

with absorptive and dispersive components, M ′
x and M ′

y:

M ′
x = SM0

x

x2 + S2 + 1
(2.52)

M ′
y = SM0

1

x2 + S2 + 1
. (2.53)

Equation 2.45 can be used to transform back to the laboratory frame.
In this thesis, the light propagation axis is defined along y. As will be ex-
panded upon in the following section, the spin component imprinted on the
probe beam is My, which has contributions from the M ′

x and M ′
y oscillating

in-phase and in quadrature with respect to the RF field. By demodulating
the signal at ωRF, these components may be extracted from the probe beam,
yielding in-phase (IP) and quadrature (Q) signals:

IP =
xA

1 + S2 + x2
(2.54)

Q =
A

1 + S2 + x2
, (2.55)

where A is the signal amplitude of the resonance. There exists a discrep-
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ancy in the terminology used to describe the absorptive and dispersive terms
arising due to the optical rotation in magnetometry. The convention in this
group has been to describe the in-phase and quadrature components by the
outputs of the demodulation, as in lock-in detection [48], such that the dis-
persive curve is the in-phase component, and the absorptive is the quadrature
component. For the remainder of this thesis, the in-phase and quadrature
signals will be referred to as X and Y , respectively.

2.6 Signal Detection

In this thesis the detection of the probe beam is done using a balanced
polarimeter. After interacting with the atoms, the probe passes through
a half waveplate followed by a polarising beamsplitter. The light is then
detected on a balanced photodetector. The waveplate is used to adjust the
polarisation axis of the probe such that the intensity of the ports of the
polarimeter is equal. The subtractive photodiode reads zero signal when
there is no optical rotation of the light polarisation. Any imbalance of the
ports of the beamsplitter indicates a rotation of the probe beam.
The Larmor precession of the atoms is imprinted on to the beam as a rotation
of the polarisation components of the light. By monitoring the ports of the
beamsplitter the angle of polarisation can be extracted. The intensity of the
light from each port, I1 and I2 are given by Malus’s law,

I1 = I0 sin2
(
φ− π

4

)
(2.56)

I2 = I0 cos2
(
φ− π

4

)
. (2.57)

I0 is the initial intensity of the beam before passing through the beamsplitter,
and φ is the angle of polarisation of the light. Subtracting the intensity of
each port of the beamsplitter yields the polarisation rotation angle for small
rotations, given as:

φ =
I1 − I2

2(I1 + I2)
(2.58)

This holds for the experiments described in the following chapters for the
detection of circular and linear polarised light [7, 40].
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2.7 Sensitivity

The DC sensitivity of the sensor is the smallest change in the measured field
that it is capable of detecting. The Larmor frequency is measured by moni-
toring the on-resonance slope of the dispersive (in-phase) curve described in
Equation 2.55. The on-resonance gradient is the change in the magnetic field
δB with respect to the change in the amplitude of the in-phase signal, δX.
It is given by:

δB

δX
=

Γ

γSNR
, (2.59)

where Γ is the FWHM, γ is the gyromagnetic ratio; in the 6S ground state
manifold of caesium γ = 3.5 Hz/nT. The signal-to-noise ratio, SNR, is the
ratio of the resonance amplitude to the noise on the measurement. The sen-
sitivity of the sensor improves as the slope of the resonant response becomes
steeper. The following chapters describe techniques and design choices that
have been chosen to maximise the sensitivity of the sensor by increasing the
signal amplitude, narrowing the FWHM, and decreasing the noise.
The fundamental sensitivity of optically–pumped magnetometers is limited
by the spin-projection noise and photon shot-noise contributions [8]; methods
for approaching these limits have been discussed extensively elsewhere [49,
50]. The photon shot noise has been defined by modifying the approach taken
by Schultze et al. [51] for the balanced polarimeter used in the following
chapters. The root mean square photon shot noise is defined as:

δVSN = G
√

2eRPopt , (2.60)

where G is the gain of the detector; e is the electron charge; R is the respon-
sivity of the photodetector, adjusted for the wavelength of incident light;
Popt is the total optical power incident on the detectors. The noise sources
that affect the sensitivity of the magnetometer will be discussed in detail in
Chapter 5.
The sensitivity of a magnetometer is given in units of T/

√
Hz. This means

that the sensitivity improves as the square root of the total measurement
time. Here the sensitivity of the device is defined as the square root of the
power spectral density (PSD):

√
PSD =

1√
BW

δB

δX
∂X , (2.61)
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where BW is the measured bandwidth of the magnetometer, δB
δX

is the on-
resonance gradient of the X signal and ∂X is the RMS noise of the po-
larimeter signal after demodulation. The measurement of ∂X and a detailed
discussion on noise sources is given in Chapter 5.
The magnetometer’s ability to detect an oscillating signal is frequency depen-
dent. The magnetometer bandwidth is defined here as the frequency range
of oscillating fields that the sensor is able to detect. The ability of the sensor
to detect a fixed amplitude oscillating field decreases at higher frequencies.
The experimental procedure for measuring the bandwidth is outlined in the
Appendix.
The power spectral density of the measured magnetic field will be presented
in the following chapters. It is a useful metric for determining sources of
magnetic noise, and its floor is often used to provide a sensitivity estimate.
However, the spectral response exhibits a sharp roll-off that artificially dis-
torts the sensitivity estimate at high frequencies. As a result, spectral data
presented here has been rescaled by the measured bandwidth of the sen-
sor. The recovered amplitude is normalised and the power spectral density
divided by this rescaling factor.
It is in the interest of improving sensitivity to create a high atomic polarisa-
tion, decrease the rate at which the polarised ensemble decoheres, and collect
as many probe photons as possible after interaction with the ensemble. In
addition, the noise introduced to the system must be minimised. This is done
by ensuring perturbations such as the laser and RF field are optimised, and
by reducing noise on detection and in processing of the signal. The following
chapters describe techniques to broadly tackle each of these components.
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The Shielded Experiment

This thesis describes experiments in two separate double-resonance setups,
the shielded and unshielded experiments. The external cavity diode laser
(ECDL) and spectroscopy setup is common to both. In configuration, the
experimental setups are close to identical, with a single beam incident on a
caesium vapour cell, with RF coils close to the cell to drive precession. This
single beam-path configuration has been chosen for ease of scaling to portable
setups. In minimising beam paths and equipment in the lab-based experi-
ments, it is possible to more easily scale to portable sensors with miniaturised
components.
Optically pumped magnetometers can achieve excellent sensitivity using an
independent pump and probe configuration [52]. By pumping strongly on
a different transition to that which is probed, high atomic polarisation can
be achieved without equivalent power broadening of the probed resonance
that would arise for a single-beam setup. However two-beam setups present
a significant engineering challenge when scaling to portable sensors. In the
shielded experiment, light powers below Isat are used, low enough that power-
broadening from the single beam is not a significant source of broadening in
the magnetic resonance signal.
A single-beam setup has design advantages in both layout of beam paths
and a reduction of optical components. Choosing RF field modulation as
the double-resonance method avoids additional optical components such as
acousto-optical modulators (AOMs) and electro-optical modulators (EOMs)
required with an amplitude or polarisation modulation scheme [53, 54].
A controlled, magnetically quiet environment is ideal for testing effects in-
herent to the double resonance system, such as the angular dependence of

27
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signal amplitude and phase [55]. The shielded experiment was built in or-
der to understand effects such as these before transitioning to an unshielded
environment where there is less control over the applied fields and field gradi-
ents. To date, the shielded setup has been used for investigating principles of
magnetometry including orientational effects pertinent to double-resonance
systems [55] as well as new operation schemes, such as vector magnetometry
[56].
The atomic vapour cell is mounted inside a five-layer mumetal shield. Mag-
netic shielding reduces static and oscillating fields through two different meth-
ods. Oscillating fields such as those arising from the mains AC line are
shielded by the skin effect, and static or low-frequency fields are “shunted"
through a material of high permeability, essentially distorting the field lines
around the area inside the shields. The efficiency of a shield is quantified by
the shielding factor. This is the ratio between the field that would be present
in the shielded volume and that which remains inside after shielding. The
shielding factor for a cylindrical shield can be increased by its orientation
with respect to the static field and its aspect ratio [57–59]
The shield comprises five layers of nested mumetal cylinders with end caps
on the outermost layer. Each individual layer is wound axially with a de-
gaussing coil. Degaussing brings each layer to magnetic saturation using a
5 Hz alternating current, with a maximum current of 0.5 A which decays ex-
ponentially to 1 mA over 12 minutes. This process can increase the shielding
factor by a factor of 15 [59]. Degaussing is completed periodically, or after
any changes in local magnetic field on the optical table due to movement
of other equipment. The shield has an aspect ratio of 8:1 and is oriented
in the North-South direction in order to best shield the geomagnetic field.
Two small apertures 10 mm in diameter are in place for beam access in the
transverse direction, as seen in Figure 3.1.
Two independent coil pairs in the Helmholtz configuration are mounted inside
the shield and close to the cell in order to apply the RF modulation field,
BRF, on the x- and z-axes. The x-axis is along the long axis of the shield and
the z-axis is orthogonal to both the long-axis of the shield and the laser axis,
which can be seen in Figure 3.1. The signal to the RF coils is generated in
software, and the signal and driving current are sent to the coils via a data
acquisition system (DAQ)1, (National Instruments PCIe-6353) with 1 MS/s

1The data acquisition system (DAQ) used here incorporates an ADC; analog to digital
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Figure 3.1: The shielded magnetometer experimental setup used in the fol-
lowing chapter. ECDL: external cavity diode laser; GT: Glan-Thompson
polariser; Cs: caesium vapour cell; DAC: digital to analog converter; ADC:
analog to digital converter.

read and write rates. Additionally a larger three-axis coil set comprising six
independent coils is mounted within the shield, positioned such that the cell
at its centre for static field control. These coils are controlled via a slower
DAQ card (National Instruments PCI-6723). The signal from the slow DAQ
to the coils is amplified and filtered using a custom coil current driver with
a low pass filter with a -3 dB roll-off at 1 kHz [60].
An extended cavity diode laser (ECDL) is tuned to resonance with the cae-
sium D1 transition at 895 nm, using an absorption spectroscopy setup as a
reference. It became clear that the polarisation was important for the ori-
entational effects described in Section 3.3. The polarisation was previously
limited by a polarising beam splitter with an extinction ratio of 1000:1. The
angular phase distribution shown in [56] exhibited a rotation around the ver-
tical axis with respect to the modelled response prior to this improvement.
A Glan-Thompson polariser cleans up the linear polarisation with an extinc-
tion ratio of 100000:1 after which a λ/4 waveplate is in place for the case of
experiments using circular polarisation.
After exiting the shield, the laser beam is analysed by a Wollaston prism

converter, and DAC; digital to analog converter. From here on in, "DAQ" will be used
when referring to reading or writing analog signals.
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which splits the beam at a defined opening angle onto the photodetector.
The Wollaston has an extinction ratio of 100000:1. The signal is read in
to the computer via a commercial differential detector (New Focus large
area photodiode 2307) with 40 dB common-mode rejection ratio and high
bandwidth (up to 1 MHz). The data are read synchronously with the output
of the RF field. The photodiode is read in via the fast DAQ card and the
signal is demodulated in software at the BRF modulation frequency, ωRF. The
two-beams incident on the photodetector have their optical power balanced
by a half-waveplate which is manually adjusted while the laser frequency is
tuned off-resonance to remove any effects of optical rotation.
A typical signal from the shielded setup is seen in Figure 3.2, which agrees
well with the Lorentzian lineshape described in Section 2.5. The RF field
is swept across a range of frequencies, and the field is generated so that the
initial and final modulation phase is zero, and the sample time comprises
an integer number of modulation periods. The total frequency sweep is sep-
arated into N discrete frequency packets which are phase-continuous with
each other. The modulation is applied to the atoms and subsequently de-
modulated in software using the same frequency array. From the fit to the
Lorentzian response around the Larmor frequency the parameters A, Γ and
ωL can be obtained.
In the shielded setup the atoms are optically pumped by addressing the
F = 4 → F ′ = 3 transition of the caesium D1 line, which can be seen in
Figure 3.3.

3.1 Vapour Cells

The motion of the atoms in a glass cell has advantages and disadvantages for
their use in detection of a magnetic field. The ballistic motion of an atomic
sample at room temperature allows a polarised atom to pass through a small
beam many times. As discussed in Section 2.3, increasing the coherence
time of the atoms is favourable. Increasing the number of polarised atoms
interacting with the beam increases the signal amplitude. A tricky interplay
is increasing the amount of time an atom spends in the beam due to motion,
and decreasing the number of wall collisions that cause depolarisation.
A collision with an uncoated glass cell wall by a polarised atom will result in a
randomised polarisation after impact. A vapour cell contains atoms travelling
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Figure 3.2: Top: In-phase (Y) and quadrature (X) components of the mag-
netic resonance signal around the Larmor frequency, including fits to X and
Y. Bottom: Phase of the signal on resonance
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Figure 3.3: Ground and excited hyperfine level structure for the D1 line
of caesium. Frequency splittings are not shown to scale. gF is the Lande
g-factor, given approximately here for the F = 3 and F = 4 ground states.

at a relative thermal velocity defined as the mean of the magnitude of the
velocity of atoms in three dimensions:

v =

√
8kBT

πm
(3.1)

where kB is Boltzmann’s constant, T the temperature of the environment,
and m is the atomic mass. For a caesium vapour cell at room temperature,
T = 20◦C, ν = 216 m/s. For a spherical cell this results in a wall collision
rate of:

Γwall =
3v

4r
, (3.2)

where r is the radius of the cell, here shown in Figure 3.4 to be approximately
30 mm. This results in a wall-collision rate, Γwall = 1.08×103 s−1. This
broadening would significantly impact the sensitivity of the magnetometer,
but can be mitigated by an antirelaxation coating [45].
Preserving atomic polarisation allows more atoms to be interrogated in the
time before their polarisation is destroyed. Antirelaxation coatings can pro-
long the relaxation lifetime. Paraffin coatings allow approximately 10,000
collisions [45] by the atoms with the walls before the atom’s polarisation is
destroyed. This reduction in the decoherence rate results in a much narrower
resonance in the NMOR signal - the atoms in the cell are pumped in the
beam, leave the beam and collide several times with the walls, then interact
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Figure 3.4: Glass cell of the type used here, photograph from Castagna et
al. [46].

with the probe and cause rotation to be seen in the signal.
The spherical caesium cell used here was produced in the Weis group with
a main bulb and attached stem containing a droplet of caesium. The stem
ends in a capillary which leads to the main bulb. The inner surface of the
spherical bulb has been coated with a paraffin antirelaxation coating [46].
Castagna et al [46] provide an in-depth discussion on the manufacture of the
cells of the type used here. They measure the intrinsic transverse and longi-
tudinal relaxation rates in a large sample of cells. The sensitivity achieved is
9-30 fT/

√
Hz for these cells in a double resonance setup, limited mainly by

the transverse relaxation rate arising from spin-exchange collisions between
caesium atoms in different ground states and gradient broadening.
The sample study also looks at the longitudinal relaxation rate, which is
dominated by relaxations due to collisions of the atoms with the stem open-
ing or, to a lesser degree by imperfections on the paraffin coating. The rate
of caesium-caesium collisions is given by:

ΓCs = nσ vrel , (3.3)

where n is the density of the species, σ is the collisional cross-section, and
vrel is the relative thermal velocity. Alkali-alkali collisions are either spin
conserving or spin nonconserving, with a rate of spin-conserving or spin-
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exchange:
ΓSE = nσSE vrel (3.4)

Spin exchange collisions occur in atoms which have two or more populated
states in the ground-state manifold. In caesium the F = 3 and F = 4

ground state manifolds precess at the Larmor frequency with opposite sign,
±ωL, having g-factors ±1/4, as discussed in Section 2.4 After a collision, one
or both atoms may exchange hyperfine states, as described in [45]. The likeli-
hood of exchange is bundled up in the spin-exchange cross section, likelihood
of collision, and the broadening factor, qSE.The spin-exchange cross-section
σSE is 2× 10−14 cm2 [45]. Similarly, the spin destruction rate is given by:

ΓSD = q n σSD vrel . (3.5)

Here q is the nuclear slowing-down factor. The spin destruction cross-section
for alkali-alkali collisions, σSD, for caesium is 2 × 10−16cm2, making spin-
destruction an order of magnitude less likely than spin-exchange.
An atom traveling ballistically around the cell samples the whole volume of
the cell between pumping and interrogation. Magnetic field gradients affect
the detected signal; the probe has different precession frequencies imprinted
upon it due to the different fields present in the cell, and this broadens the
magnetic resonance. In addition, field gradients contribute to relaxation.
The collision of atoms that are precessing at different frequencies introduces
a phase shift to their precession, on further collision with other atoms this
continues to dephase the sample [61]. Field gradients will contribute to the
transverse relaxation rate, as they only affect the interaction between pre-
cessing atoms. The relaxation rate due to field homogeneities is defined as:

Γgrad = (γ ∆BRMS)2τwall (3.6)

where γ is the gyromagnetic ratio, ∆BRMS is the value of the field averaged
across the cell volume, and τwall is the mean time between wall collisions [46].
Castagna et al. have determined that in the batch of cells from which this
one comes, spin exchange dominates assuming field gradients have been min-
imised [46]. The authors observed intrinsic relaxation rates of 2-6 Hz in these
cells, extrapolated to zero laser power. Under optimal conditions relaxation
rates of 7 Hz are typically achieved here. This is close to the intrinsic relax-
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ation rate of the cell, and since the gradients have been reduced to 0.9 nT/mm
[55], additional contributions to the FWHM are likely due to to optical and
RF power broadening.

3.2 Magnetic Field Control

The static field coils in both the unshielded and shielded setups have been
carefully wound and calibrated to produce a homogeneous field; however,
some corrections are inevitable. The coil winding is not perfect, even using
a precisely-machined former, and the point at which the coil terminates at a
twisted pair will introduce a small error to the field produced at the centre.
The current supplied to the coils is corrected to account for this error, and
the factor by which they are corrected is called the coil calibration factor, a.
In addition to this permanent correction some stray DC fields will be present
in the shield. For example, after degaussing the shield, residual DC fields
arising from changes in distribution of magnetisation of the shielding are
likely. A discrepancy then exists between the intended field and the measured
response of the atoms. This can be seen be taking an “angle scan”, a series
of resonance scans with an applied field, B0 of fixed magnitude, applied at
evenly distributed angles around a sphere with respect to the centre of the
coils. B0 is the intended field, that is, the current that must be sent to the
coils to produce a desired field with the calibration values known at that
stage.
The measured value of the Larmor frequency during each measurement in
the angle scan gives Bmeas, which can be plotted as a projection of the sphere
onto a 2D Mollweide projection, as in Figure 3.6. The Mollweide projection
maps the angle scan sphere representation to a 2D plot, with the equator
a straight horizontal line and the central meridian along the centre vertical,
with all other meridians distorted to fit in a 2:1 ellipse [62].
The vector by which the measured field, Bmeas is different with respect to
the expected field, B0 is defined as ε. A three-axis calibration routine was
developed to find the calibration factor for the coils and offset the remaining
ambient field in the shield, described fully in [60]. This calibration routine
applies a field with magnitude B0 along each coil axis in turn. The field is
varied by small increments δB0 and the Larmor frequency measured. The
measured response of the coils gives a straight line fit, Bmeas = ai(δB0i−ε)+
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B0 which yields ε and a.

3.2.1 Iterative Optimisation Routine

Although the three-axis calibration improves the uniformity of the response
over the 4π solid angle, the distribution of Bmeas was still slightly anisotropic.
In order to improve the isotropy and homogeneity of the measured field, an
improved iterative optimisation routine was developed. The routine takes the
previous dataset for the measured field magnitude in an angle scan where a
desired field, B0 was applied in every direction sequentially, and applies a
nonlinear fit to the data.
The optimisation routine assumes the same calibration factor a and offset
field vector ε. The expected field B0 can be found by fitting to the “actual
field”, BA which is defined as:

BA = ε+

ax Bx

ay By

az Bz

 , (3.7)

and Bx, By and Bz are given by:

Bx = B0 sin θV sin θL

By = B0 sin θV cos θL

Bz = B0 cos θV

(3.8)

where B0 is the (intended) applied field magnitude. The angles θV and θL

are the angles from the vertical and light axes respectively. This coordinate
system can be seen in Figure 3.5.
The magnitude of the expected field is:

B0 =
√

(εx + ax Bx)2 + (εy + ay By)2 + (εz + az Bz)2 . (3.9)

The measured data is fit to this function. This fit is weighted by the variance
of the measured field, σ, for each point, extracted from the resonance scan
for each field direction.
The uncertainties on the fit are the square of the diagonal elements of the
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Figure 3.5: Coordinate system for the experiments described here. B0 is the
applied field, offset from the vertical z-axis and light y-axis by angles θV and
θL respectively.

covariance matrix χ:

χ =
Σ(Bmeas −B0)2

σ B2
meas

. (3.10)

Once the free parameters have been found, they are fed back in to Equation
3.9 and plotted, as seen in Figure 3.6. The purpose of this is to check that the
fit agrees with the data. A histogram plot is generated to allow qualitative
analysis of the range and distribution of the inhomogeneities. This reveals
asymmetries in the data. The calibration values for each axis are applied
to the coil control software, which adjusts the current applied to each coil
accordingly, and the next dataset is taken with an offset ε to the applied
field. This process is repeated as necessary until the parameters approach
the limits of uncertainty set by the field step size of the coil driver.
In order to show a clear progression from a poorly controlled field to a greatly
improved one, the three-axis calibration and the iterative optimisation rou-
tine were applied and the resulting field homogeneity examined.
First the mumetal shield was degaussed, with the expectation that the coil
calibration parameters that were correct prior to degaussing would have some
offset after degaussing. A field of 200 nT was applied during an angle scan,
and the value of Bmeas measured, seen in Figure 3.6a. As expected, an
anisotropic measured field magnitude is seen, as well as an asymmetric distri-
bution, which is evident from the histogram. The fit to the field distribution
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(a) Data, fit and histogram for the case where the shield has been degaussed, and no
calibration has been applied.

(b) Data, fit and histogram after the three-axis calibration has been applied.

(c) Data, fit and histogram after the iterative optimisation routine has been applied.

Figure 3.6: The angular distribution of measured values of B0 (left), fit to
the data using Equation 3.9 (centre), and histogram of the distribution of
field magnitude values.
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from the calibration parameters reproduces the data well.
The three-axis calibration routine was run, and the calibration parameters
applied. An angle scan was run, seen in Figure 3.6b, in order to assess
the efficacy of this routine. Both the isotropy and the symmetry of the
distribution around 200 nT were seen to improve. By minimising ε and
correcting a for each coil axis the field magnitude is accurate to a tolerance
of 0.94 nT. This describes the maximum uncertainty in the orientation of the
applied field of 200 nT [60].
Finally, the iterative optimisation routine was run and the calibration pa-
rameters applied. There is a marked improvement in the isotropy of the
field magnitude, seen in the results of the angle scan in 3.6c. The histogram
spread is narrow and symmetric. The points at approximately θL, θV -90,90,
and -90,-90 correspond to the dead zones where almost no sensitivity is ob-
served. The iterative optimisation routine has yielded a mean measured field
of 200.02 nT on an applied field of 200 nT. This has an associated field
magnitude tolerance of 0.24 nT and an angular tolerance of 0.23 mrad.
As a result of the improvement to the field homogeneity it has been possible
to measure the signal amplitude and phase with respect to angle of applied
field with greater precision. This has led to a model that describes geometry
dependent effects inherent to double resonance magnetometry in [55], as
well as a vector magnetometry implementation benefitting from precise field
control, as seen in [56]
Field gradients may be present within the shield due to inhomogeneous stray
DC fields arising as described above. Due to the gradient broadening dis-
cussed in Section 3.1 contributing to a reduction in sensitivity, gradients in
the shielded setup have been minimised.
The gradient minimisation routine uses the fitted relaxation rate of the res-
onance scan. A static field is applied to the atoms and then the gradient is
swept in small increments. The resonance scan for each value of the field gra-
dient yields a fit to Γ. The relaxation rate exhibits a quadratic dependence
on the gradient, as shown in [60]. This parameter is minimised for each axis
in turn, resulting in a relaxation rate of 7.5 Hz.
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(a) (b)

Figure 3.7: Angle scans showing the orientational dependence of signal am-
plitude, (a), and phase, (b) signals in the case of circularly polarised light
creating an orientation moment.

3.3 Field Orientation Considerations

Double resonance magnetometers have a response dependent on the angle
of the static magnetic field, B0, with respect to the light axis beam. For a
fixed magnitude of B0, the Larmor frequency does not vary, but the ampli-
tude of the demodulated signal changes as the angle of the field does. The
magnetisation produced precesses with respect to the field with a response
dependent on the moment created. Alignment and orientation moments pro-
duce distinct angular responses with respect to amplitude and phase.
The orientation moment is created by the interaction of circularly polarised
light pumping the atoms into an oriented state as described in Section 2.2.3.
Orientation is a rank-one dipole moment, whose angular momentum has a
preferred direction. The orientation moment produces a cone-like response
around the light-axis, which can be seen in Figure 3.7a. There are dead-
zones, areas of zero sensitivity, along the axis of the light and at θL = ±90
degrees, perpendicular to the light axis. The origin of this response has been
well described in [55] using a multipole moment formalism, which will not be
described here.
An alignment moment is produced in the case of linearly polarised light inci-
dent on the atoms. This is a rank-two quadrupole moment, with a preferred
axis but no preferred direction. The population of the ground state magnetic
sublevels for linear polarised light is described in Section 2.2.3, producing an
alignment moment. This moment’s response to the field direction produces
two bright spots of sensitivity at θL = ±90 degrees. There are two dead
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(a) (b)

Figure 3.8: Angle scans showing the orientational dependence of amplitude,
(a), and phase, (b) signals in the case of linearly polarised light creating an
alignment moment.

zones that form a cone about these bright points, as can be seen in Figure
3.8a The origin of the alignment angular response has been derived by Weis
et al. [63].
Understanding the angular response of the double-resonance magnetometer
is an important step in moving toward portable sensors. It is crucial that
the magnetic field of interest does not lie along the axis of a dead zone of the
sensor. Development of a vector magnetometer also faces challenges due to
dead-zones [56].

The shielded experiment has served as a useful environment for testing ef-
fects in double resonance magnetometry and has yielded a greater under-
standing of the scheme. This has been invaluable in moving to an unshielded
environment, detailed in the following chapter. The calibration routine de-
scribed here has been implemented in the unshielded setup, and the precision
achieved in the control of the field has led to further experiments in vector
magnetometry and improved understanding of the way field orientation af-
fects the signal amplitude and phase of the signal.
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The Unshielded Experiment

In the interest of investigating effects relevant to portable, unshielded sen-
sors, the remainder of the work described in this thesis has been conducted
outside of the shield. The unshielded magnetometer serves as a test-bed
for optimisation and characterisation of miniaturised components and new
techniques.
The experimental setup, seen in Figure 4.1, is a close copy of the shielded
setup. There is no shielding around the sensor and the static field coils are
larger, with an approximate radius and separation of 170 mm. The coil
pairs have been built in such a way to provide ease of access for mounting
and removing cells and additional coils. A home-built coil driver is used
to amplify and smooth the current from the DAQ to the unshielded static
coils. The driver is identical to the one described in Ingleby et al. [55], with
operational amplifier OPA 549, in order to allow for a larger current step
size.

4.1 Microfabricated Cells

As components of the magnetometer began to be miniaturised, cell size be-
came a limiting factor. The glass cells described in Section 3.1 set a minu-
mum sensor cross-sectional diameter of 30 mm. Building RF coils that are
compact, yet produce homogeneous fields in the glass cells is a significant
challenge. In order to make multiple sensors, more cells are required, and
producing blown glass cells on a large scale is not within the expertise of this
group. Producing silicon cells using standard microfabrication techniques al-
lows compact cells to be made in a reproducible and scalable way. The cells

42
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Figure 4.1: Schematic of the unshielded double resonance magnetometer.
WP: Wollaston Prism

described in the following section are approximately 10 mm in their largest
dimension.
Reducing cell size results in a greater number of wall collisions at a rate given
by Equation 3.2. Buffer gas is used to reduce the frequency of collisions of
the subject species with each other and the walls. The cells used here begin
with an etched silicon wafer that is anodically bonded to two glass windows
and filled with caesium azide, CsN3. Back-filling of nitrogen gas has been
done to increase the nitrogen pressure in some cells. The cells are exposed
to a UV lamp in order to dissociate the azide into nitrogen and caesium.
The cells are characterised using absorption spectroscopy. This technique is
highly scalable with good reproducibility [53].
The microfabricated cells used here have smallest inner dimensions between
1.5 and 2 mm, which alone would result in high relaxation rate due to dom-
inant alkali-wall collisions. Wall collisions cause interrogation times to be
much shorter. Buffer gas is used to suppress wall collisions, causing the alkali
atoms to have a diffusive motion in the cell and alkali-alkali spin-exchange
collisions to become the dominant source of broadening. Noble gases like
argon and helium can be used, as well as nitrogen. An overview of the effects
of different buffer gases has been produced by Pitz et al. [64].
One of the advantages of the large vapour cells described in Section 3.1 is
the number of atoms interrogated due to the atoms’ ballistic motion through
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the beam. By slowing the alkalis with buffer gas, the number of atoms
interrogated is decreased. Increasing the caesium number density increases
the signal, and is achieved by heating. At a certain point either the relaxation
rate due to alkali-alkali collisions dominates and the sensitivity decreases,
or the atomic density causes the vapour to become opaque, meaning light
transmission is decreased. This trade-off is described well in Scholtes et al.
[65].

Figure 4.2: Top: Measured sensitivity of sensor in a magnetic resonance
measurement with respect to cell temperature. Bottom: Signal amplitude
and relaxation rate contributions to sensitivity as they vary with respect
to temperature. The sensitivity (top) is calculated using Equation 2.61 in
Section 2.7.

The response of the signal amplitude and linewidth to cell temperature can be
seen in Figure 4.2. As the cell heats, the atom number increases, and so does
the signal amplitude. The signal amplitude drops when the atom number
begins to cause the cell to become opaque. The relaxation rate increases
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steadily with temperature, more atoms in the cell means more collisions. The
sensitivity has a wide, flat minimum, even with a few degrees temperature
fluctuation, the sensitivity of the device is stable.
Another advantage of a smaller cell volume is that the system will be less
sensitive to gradients. Typical linewidths for the cells used here are between
600 Hz and 1 kHz, so a magnetic gradient must be on the order of 100 nT/mm
to contribute significantly to the linewidth.
A variety of microfabricated buffer gas cells have been used through the
course of this project. Cells have been mounted on printed circuit boards
that incorporate heating resistors, a thermistor and a printed RF coil, these
can be seen in the schematic and photo in Figure 4.3. The cells have been
glued to the resistors using thermal epoxy.
The printed circuit boards for cell-mounting have been designed to have
a low power-consumption. By using a thin board with cutouts, a power
consumption of 1 W is required in order to run at 80 ◦C. The low thermal
mass of the thin board allows for a fast-heat up time. Fluctuations in cell
temperature have been found to be due mainly to convection currents. The
PCBs are mounted in lens-tubes, with the cells partially enclosed. This
mitigates the main effects of convection cooling, further improving the power
consumption.
Initially gated heating was used, where DC current through the heating re-
sistors kept the cell at a steady temperature with feedback from the ther-
mocouple. When a measurement was taken the heating was gated, that is,
switched off for the duration of the measurement. This allowed the cell to
stay hot enough for a few seconds. After this time the signal degraded as
the atom density dropped. The gated heating meant that longer measure-
ment times were not possible. The free-running measurements described in
Chapter 5 prompted a need for continuous heating.
The cell heating in its latest configuration uses a signal generator and a
broadband amplifier (Mini-Circuits ZHL 32+) to drive the heating resistors
using AC current. Though this current creates a local magnetic field in
the region of the cell, the amplitude has a mean value of zero. The atoms
experience no DC magnetic field. The frequency is cell-specific, operating in
the tens of MHz regime. This oscillating field is far outwith the bandwidth
of the magnetometer (which is on the order of kHz), and is not aliased back
in the the magnetic signal.
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(a) (b)

Figure 4.3: (a): Photograph of a microfabricated cell mounted on a thin
PCB (b): Simplified schematic of the cell PCB. H1, and H2 are the heating
resistors, and T1 is the thermistor. The cell is glued to these surface-mount
components using thermal epoxy. The RF coil is integrated into the PCB
and is controlled via the NI-DAQ system.

Another tactic to improve signal is to increase the path length of the cell. If
the volume of the cell that the laser fills is longer and the atoms are slow with
respect to the interrogation time, then the signal amplitude will be increased.

4.2 Magnetometry Considerations for Buffer

Gas Cells

Heating the cell to increase the caesium density also increases the thermal
energy and therefore the likelihood of collisions. Caesium-wall collisions are
completely depolarising, however, the buffer gas causes the caesium to move
with a diffusive motion and drastically reduces the number of wall collisions.
The dominant interactions become spin exchange collisions between caesium
atoms and spin-destruction collisions between caesium-caesium and caesium-
nitrogen.
The relaxation rate due to buffer gas collisions is given by:

ΓN2 = NN2 σCs−N2 vrel , (4.1)

where NN2 is the number density of nitrogen in the cell, vrel is the relative
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Figure 4.4: Optical absorption of three buffer gas cells of different pressures,
plotted with respect to a Doppler-broadened reference cell (top).

thermal velocity between the two species, and σCs−N2 is the cross-sectional
likelihood of collision between a caesium and nitrogen atom.
Nitrogen molecules collide with the caesium atoms and broaden the opti-
cal lineshape. Collisional broadening is a homogeneous process and results
in a broadened Lorentzian linewidth, which contributes to the Voigt profile
described in Section 2.2.2. The absorption spectrum for the reference spec-
troscopy cell can be seen compared with buffer gas cells of different pressures
in Figure 4.4. The cells used in this thesis have been classified by their ab-
sorption spectrum as one, two, of four-peak cells depending on the extent
of their optical broadening due to their respective buffer gas pressures. The
laser detuning scale has been defined with respect to the reference cell, where
zero corresponds to the peak of the F = 4→ F ′ = 3 transition.
As well as broadening the absorption spectrum, the buffer gas may induce a
frequency shift. The collision-induced shift introduces a modified detuning
to the optical spectrum, δ′ which is the transition detuning modified by
the induced shift by the nitrogen, δN2 [53]. The shift is dependent on the
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buffer gas species and pressure. For nitrogen, a shift of -5.11 GHz/amg1 is
expected and the optical broadening due to nitrogen is 14.83 GHz/amg [66].
The effects of buffer gas broadening and shifts have been discussed in detail
by Hunter [40].
The presence of nitrogen gas in the cell has two effects on optical pumping;
collisional mixing, and quenching. Collisions between caesium and nitrogen
cause collisional mixing in the excited states. As a result of this, a sample of
atoms excited to any of the excited states F ′ = 3 or F ′ = 4 will relax back to
both ground states isotropically, with a homogeneous population in F = 3

and F = 4. A pure stretched state in the mF sublevels of F = 4 becomes
difficult to achieve, as there is continuous repopulation of the F = 3 state.
Further spin exchange and destruction collisions between the polarised atoms
in F = 3 and F = 4 ground state serve to further decohere the sample, as
described in Section 3.1.
The quenching effect of nitrogen can help to reduce radiation trapping. Col-
lisions of excited state caesium with N2 result in absorption of energy by
the vibrational and rotational states of nitrogen gas [67]. Deexcitation of
the caesium from the excited to the ground state can occur without a res-
onant photon being emitted. This minimises radiation trapping, a process
by which a purposely polarised atom spontaneously emits an unpolarised
photon, which further excites another atom into an unpolarised state [45].
Spin destruction between alkali and nitrogen occurs as given by the rate in
Equation 3.5, with a cross section given by σSDN2 = 5.5 ×10−22 cm2. The
probability of spin destruction with nitrogen is six orders of magnitude less
likely than a spin destruction with another caesium atom. The broadening
of the magnetic resonance lineshape due to the buffer gas is primarily a
spin-exchange effect.
The quantity of buffer gas present in the cell has measurable effects on the
magnetometry signal. In order to characterise cells that have been procured
and understand some of the effects inherent to buffer gas cells, detuning scans
have been used. The detuning scan routine automatically steps the laser
frequency detuning through a range of values, taking a magnetic resonance
scan at each detuning value. The parameters resulting from a fit to the
magnetic resonance can be plotted with respect to laser detuning.

1Amagat (amg) is a unit of number density used to describe the number of ideal gas
molecules per unit volume, at standard temperature and pressure (T = 273 ◦K, P =
1 atm).
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The detuning scan for the one-peak cell can be seen in Figure 4.5. The fitted
parameters; signal amplitude, relaxation rate, and Larmor frequency have
been plotted, as well as the calculated sensitivity. Despite the single peak in
the optical spectrum, there are two distinct local maxima in the magnetic
response, as can be seen in the amplitude subplot. These regions likely
correspond to the precession predominantly in the F = 3 and F = 4 ground
state manifolds. In a broadened optical spectrum such as the one-peak cell,
the excited states are unresolved and the laser light addresses two transitions
instead of four. The rate of change in sensitivity with respect to detuning is
small, and this suggests that this cell may be a good choice for a setup in
which the laser is not necessarily highly stable. Small fluctuations in laser
frequency (due, for example, to temperature fluctuations in an environment
outside of the lab) will not correspond to large changes in the response of
the sensor.
The two-peak cell shown in Figure 4.6 is moderately broadened and slightly
red-shifted. This cell shows again two distinct local maxima in amplitude,
though the highest signal amplitude is in this case found to the left hand side,
on the side corresponding to the F = 4 ground state. There do appear to be
four distinct peaks in amplitude, suggesting that there is partial resolution of
the excited states. This would imply that the F = 4 ground state manifold
can be polarised and probed from both F = 4 → F ′ = 4 and F = 4 →
F ′ = 3 transitions. The relaxation rate dependence on detuning exhibits
sharp features in its response, and their significance will be discussed further
in the following section. The optimum sensitivity in this case is found at
an optical detuning of approximately -2.5 GHz, to the left side of the peak
corresponding to the F = 4 ground state.
The four-peak cell shown in Figure 4.7 shows similar amplitude dependence
to the previous data, with four distinct peaks in the signal amplitude subplot.
As in the previous cells, the Larmor frequency has several sharp dispersive
features with respect to detuning. This has consequences for the accuracy of
the field measurement. Small changes in laser frequency detuning may lead
to large variation in the measured field. This cell shows the best sensitivity
of the three cells discussed here, with a sensitivity on the order of tens of
pT/
√

Hz around 8 GHz detuning. Although the signal amplitude is not
maximised in this region, the low relaxation rate produces a steep slope in
the magnetic resonance. It is interesting to note that the best sensitivity is
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Figure 4.5: One-peak cell detuning scan. The parameters arising from the
fit to the magnetic resonance for each detuning value are plotted; sensitivity,
relaxation rate, signal amplitude, and Larmor frequency, with an optical
absorption scan for reference (top). The reference cell absorption plot is
shown in red and the broadened cell absorption plot in blue.

on the right hand side, corresponding to the F = 3 ground state manifold.
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Figure 4.6: Two-peak cell detuning scan. The parameters arising from the
fit to the magnetic resonance for each detuning value are plotted; sensitivity,
relaxation rate, signal amplitude, and Larmor frequency, with an optical
absorption scan for reference (top). The reference cell absorption plot is
shown in red and the broadened cell absorption plot in blue.
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This is a good demonstration of the wide variation in optimal operation
parameters across the cells.

4.2.1 Light Narrowing

Light-narrowing is a form of spin-exchange relaxation suppression. Unlike
traditional SERF magnetometry, light-narrowing can be observed at high
magnetic fields in the range relevant for the work here. Light-narrowing
suppresses spin relaxation due to alkali-alkali collisions with atoms in different
ground states by shifting the population to one ground state [68].
Optical pumping with a single beam results in a single polarised ground
state, but inevitably some population remains in the other ground state.
In the case of an optically broadened cell, the spin exchange in the excited
states results in equal probability of the population relaxing to each ground
state. The spin-exchange collisions between the two ground state populations
significantly broaden the magnetic response [65].
An optically-broadened cell allows a single beam to address both ground
state sublevels of the 62S1/2 at once. If the laser is tuned such that the
F = 3 state is strongly pumped, the atoms will be pumped out of the F = 3

state, after which collisional mixing redistributes into both ground states.
By continuously pumping out of F = 3, the population in the dark state
of F = 4 increases. This creates a stronger magnetisation due to greater
population in the stretched state F,mF = 4, 4, for the case where the light
induces σ+ transitions [8]. The pumping on the F = 4 state is moderate,
leading to reduced power broadening than expected for the laser intensity
[65]. In addition, the lower F = 3 population decreases the likelihood of spin-
exchange collisions between ground states, narrowing the magnetic resonance
linewidth. The increased amplitude and decreased linewidth can lead to
significant improvements in sensitivity.
The process of exploring the parameter space with respect to detuning has
yielded some unusually narrow resonances. The markers of light-narrowing
are a reduced linewidth and increased signal amplitude.
In Figure 4.6 the relaxation rate response shows two sharp dips in each
ground state manifold. These dips occur at the centre of broad local max-
ima. These sharp features might indicate light narrowing, but there is not a
corresponding increase in signal amplitude simultaneously.
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Figure 4.7: Four-peak cell detuning scan. The parameters arising from the
fit to the magnetic resonance for each detuning value are plotted; sensitivity,
relaxation rate, signal amplitude, and Larmor frequency, with an optical
absortption scan for reference (top). The reference cell absorption plot is
shown in red and the broadened cell absorption plot in blue.
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Light narrowing is not obviously seen in Figure 4.5, with no distinct increase
in signal amplitude, or decrease in relaxation rate. It seems likely that too
much buffer gas causes collisional mixing at a rate that is higher than the
atoms are pumped into a single state. Increased laser power may be required
to display this effect in this cell.
It is favourable to seek out effects such as this that might yield advantages
in sensitivity for the sensors here. Ultimately sensitivity is the parameter of
interest. This effect may be useful in a lab setting with access to laser power
on the order of 1 mW but may be limited in portable sensors where it is
desirable to decrease power consumption. The investigation conducted here
was brief, and conducted adjacent to cell characterisation work. Further work
is required to definitively ascertain whether the light-narrowing mechanism
is at play.

4.2.2 Alignment to Orientation Conversion

Alignment to orientation conversion describes the process in which linearly
polarised light creates an alignment moment in the atoms, and this atomic
alignment is subsequently converted to an orientation. The orientation mo-
ment can be detected after the probe has propagated through the medium
[69, 70], and here can be identified by the change in angular sensitivity char-
acteristic to each moment, as discussed in Section 3.3.
This effect can arise due to a number of factors. Alignment to orientation
conversion has been induced by an electric field analogous to a Stark shift
[71], magnetic field gradients, and anisotropic collisions between ground and
excited state atoms [72].
In the case of Figure 4.8, angle scans have been taken across a range of
laser detuning values. Linearly polarised light at P = 75 µW was incident
on the microfabricated cells, and resonance scans taken for angles of the
static field across a range of angles. The expected angular response from
these data was that of an alignment moment. However, the presence of
orientation in the data became evident by the angular distribution of the
signal amplitude on resonance. The expected angular responses for alignment
and orientation have been produced with linear and circular polarised light
in the shielded experiment, seen in Section 3.3. Linearly polarised light is
expected to produce two bright spots at θL=± 90, θV = 0. Instead, an
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orientation-like angular response was observed across the frequency detuning
range.
At an incident power, P = 500 µW, the angular response is primarily that
of an orientation moment, except in the case of a laser detuning of -2 GHz,
where an alignment-like distribution is seen, and at -3 GHz, where a mixture
of both is apparent in Figure 4.8. These alignment-like features occur on
the low-frequency side of the peak corresponding to the F = 4 ground state
man ifold. Although orientation-to-alignment conversion has been demon-
strated by other groups [73], the light in this experiment is linearly polarised.
This should produce an alignment moment, but an orientation-like response
is observed.
Were the alignment to orientation being induced by an AC Stark shift at
high light power, the orientation moment should appear only in the high-
power data. The opposite is the case here. It is unlikely also that there is a
significant magnetic field gradient across a cell as small as this. It is unclear
as of yet what mechanism is driving this effect. The small cell coupled with
the presence of the buffer gas may be inducing collisional effects as described
by [72].
Further investigation is necessary to determine the origin of the signal in
these results. It is possible that the mixed signal seen at -3 GHz in the data
at 500 µW could be beneficial for the minimisation of the dead zones inherent
to each moment.

The unshielded experiment has served as a valuable testbed for integrating
microfabricated components into the double resonance setup. The character-
isation and optimisation of the cells discussed here has already contributed to
other work on cell manufacture and portable sensors in this research group.
The focus of the work on the cells described here has been to optimise for sen-
sitivity, by increasing signal amplitude and narrowing the resonance width,
as outlined in Section 2.7. The following chapter addresses sources of noise
in the unshielded environment and their mitigation.
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Figure 4.8: Angular distributions of magnetic resonance signal amplitudes,
for values of laser detuning across the absorption spectrum of a two-peak cell.
The angle scans have been taken at two laser powers, 75 µW and 500 µW.
The angular axes of the angle scan plots have been removed for readability,
equivalent axes for θL, θV can be found in Figure 3.7a.



Chapter 5

Noise Suppression

Building a magnetic sensor that operates in a range of unshielded conditions
requires the ability to deal with a variety of noise sources. Some sources of
noise inherent to magnetometry and detection methods have been described
in Section 2.7, but the dominant sources of noise in the unshielded environ-
ment are magnetic and electronic noise. Magnetic noise arises in two ways;
due to dense or ferromagnetic objects moving in the vicinity of the sensor, or
by inductively-driven fields arising from current flow. The atoms are directly
affected by magnetic noise as it modifies the ambient field they experience.
Electrical noise arises in the control system of the sensor, with potential for
noise pickup on the detection chain from the polarimeter to the computer,
and in the outputs to the RF coil and static field coils, which is seen by the
atoms as magnetic field noise. A schematic of the inputs and outputs of the
sensor is shown in Figure 5.1.
The lab in which the unshielded experiment is built is quite a magnetically
noisy environment. As well as the presence of extensive electrical wiring,
many pieces of equipment are regularly switched on and off. Low frequency
intermittent magnetic noise arises due to the magnetic door lock and highly
magnetic desk chairs moving near to the experiment. This is all in addition
to periodic noise arising from the mains AC line. An unshielded sensor must
be capable of operating in noisy environments in order to work in an indoor
environment such as this. As such, the focus of the following work has been
to characterise and reduce noise inherent to the sensor such as electronic
noise, while finding ways to operate in the presence of inevitable background
magnetic noise.

57
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Figure 5.1: Schematic of connections between the sensor inputs and outputs
with the control and readout system. The outputs to the sensor have the
potential to introduce magnetic noise to the sensor, and the inputs to the
DAQ and computer are susceptible to electronic noise coupling to the signal
as it is read in.

5.1 Measurement-Induced Noise

The static and oscillating fields around the sensor are applied using the analog
outputs from the DAQ. The RF coil is driven directly from the DAQ, and
the static field coils are driven via a custom current driver and power supply
described in Section 4. It is important that the fields applied do not introduce
noise to the atomic ensemble. Significant effort has been made to ensure that
the RF signals applied to the atoms are pure. Furthermore, any effects due
to harmonics of the RF field will be averaged out in the lock-in detection
scheme. For these reasons the noise from the RF source is not considered to
be a significant contribution.
The static coil pairs have the potential to introduce magnetic noise if voltage
noise is present on the input to the coils. The current driver has a 1 kHz
low-pass filter, and the applied fields are kept constant throughout magnetic
field measurements, but it is possible that white or low-frequency magnetic
noise could arise due to the coil pairs.
To characterise the effects of electrical noise that may couple to the static
field coils, various configurations were run; with the power supply to the coil
driver switched off, the power supply switched on, and with an electrical
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short physically applied across the coils. Finally, to test the DAQ itself,
the input to the DAQ was shorted with a 50 Ω termination. This method
assumes that all electronic noise arising from these sources couples entirely
into the system magnetically via the coil pairs.
The current driver circuit is in series with a sense resistor across which the
current to the coils can be monitored, and in this case read back to the
DAQ. The voltage across the sense resistor was recorded for 10 seconds into
an analog input channel of the DAQ, and the RMS average taken. The data
are read in volts and and converted to Tesla by the conversion factor for
the z-axis coil. The conversion factor is found by determining the current
required to achieve a field value as detected by the atoms along the z-axis, as
described in Section 3.6. The resulting values from each noise measurement
are summarised in Table 5.1. In the case of the measurement where there is
a 50 Ohm resistor across the DAQ analog input, the signal is read directly
from the analog input channel. As this factor gives a reproducible static
field, the conversion will map to smaller values of field noise.

Condition Noise Amplitude (pT)
Power Supply Off 2.64

Power Supply On. 1V Output 2.53
0 Ohm Resistor in place of coils 2.65

50 Ohms across DAQ 0.68

Table 5.1: Average values of measured voltage noise converted to magnetic
noise using a conversion factor based on the coil calibration.

The static field coil pairs do not appear to act as an antenna for electrical
noise in the system. When a 0 Ohm resistor is connected in their place, the
measured noise through the system is not changed. Other components of
the measurement chain being isolated also do not show any improvement,
only by disconnecting everything and measuring the noise inherent to the
DAQ system is there any detectable reduction in the electronic noise. This
implies that noise in this measurement is due mainly to the system as a whole
picking up noise in a busy lab. In this case, the signal from each measured
component travels through approximately 3 metres of BNC cables between
the sense resistor and the DAQ. If the assumption is made that all of the
electronic noise that is possible to measure on the DAQ is transferred to the
atoms via the coils, then the atoms will experience noise on the order of 2 pT
RMS over a 10 second period. This is likely a worst-case-scenario estimation
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of the magnetic noise introduced by the coils, but indicates that noise due
to the lab environment is significant.

5.2 Detection Noise

The differential photodiode used in the unshielded experiment (New Focus
large area photodiode 2307) measures two inputs from the beam that have
been split by the Wollaston prism. By subtracting the signal from each port
laser intensity noise is largely rejected and laser power fluctuations may be
neglected as a source of noise after detection.
Figure 5.2 demonstrates the noise contributions from the polarimeter, the
laser and the RF coils. The RF coils are included as a potential contributor in
this instance due to the possibility of crosstalk between the RF signal and the
signal from the detector. When taking readings from the polarimeter while it
is powered off, it can be assumed that the voltage noise noise arises from the
DAQ and electronic pickup from the BNC cables. The only spectral feature
in this data which persists in the other measurements is a peak at 541 Hz.
It is unclear what this feature is, and this requires further investigation.
When the polarimeter is powered on, for the remainder of the measurements
the response is consistent with the specification sheet, with a broad peak
at 150 kHz, which is stated as the 3 dB bandwidth of the sensor on high
gain setting. This peak is unusual, the response of the detector is expected
to roll-off as a low-pass filter, and this warrants further inquiry. Since the
unshielded sensor operates in the frequency detection range below 100 kHz,
this increase in voltage noise should not affect the noise floor of the sensor.
The data in which the laser was not blocked were taken with the laser far from
resonance. The laser being incident on the detector increases the noise floor
by an order of magnitude and increased noise peaks in the 10-100 Hz region.
For measurements with the RF field, the applied frequency was far from
magnetic resonance. It was applied to the atoms during the measurement
and also appears to cause an increase in the noise floor, with peaks in the
1-100 Hz range. It is possible that there is pickup between the RF analog-out
and detector analog-in BNC cabling - the cabling system from the DAQ to
the experiment is in its first iteration and is far from ideal. Pickup between
channels will be carefully considered in future work.
The region of interest in the Larmor frequency, between 10 and 70 kHz is
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Figure 5.2: Power spectral density of noise contributions from sources that
could contribute to detection noise. PD: Photodiode, here a differential de-
tector.

flat, contributing no major oscillating signals. The noise floor in this region is
between 4× 10−6 and 9× 10−6 V/

√
Hz which is lower than the measurement

of optical noise used to calculate the sensitivity as described in the following
section.

5.3 Measurement Modes

The magnetometer can be run in different measurement modes depending on
the RF field modulation that is applied. Up to this point, the resonance scan
has provided a useful metric for improvement of the sensor. By sweeping the
RF field frequency through the Larmor frequency of the static field, a single
measurement of the Larmor frequency is taken to be the zero-crossing of the
in-phase component. The magnetic resonance provides a mean value of the
magnetic field over the period of a few seconds required to take the scan.
The resonance scan data comprises samples that have each been taken for a
time period corresponding to an integer number of mains AC periods. This
ensures that the Larmor frequency measured is an average of the field in
the presence of the periodic field arising from the mains. Characterising the
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Condition RMS Noise (V)
√
PSD (pT/

√
Hz)

Laser blocked, BRF on 1.85× 10−4 1.75(19)
Laser blocked, BRF off 2.28× 10−4 1.46(75)

Laser on, BRF off 2.9× 10−4 2.30(46)
Photon shot noise 6.2× 10−6 0.05

Table 5.2: Contributions to noise in the sensor arising from primary noise
sources in the experimental setup. The sensitivity (

√
PSD) is calculated

using Equation 2.61 for each noise value.

noise in this measurement mode is useful for making coarse changes to the
system.
The noise on the resonance scan is calculated by taking the RMS average
of the signal from the polarimeter. The noise measurement is taken for the
same time period as the sample time of the resonance scan in question. No
RF modulation is applied during this time, the noise measured arises only
due to the laser and its interaction with the atoms while they are not being
coherently driven.
Table 5.2 illustrates contributions to the sensitivity of the sensor as compared
to the calculated photon shot-noise sensitivity. RMS noise was recorded for
each condition for a 20 ms period and the equivalent sensitivity calculated
using Equation 2.61. This gives an indication of the contribution of optical
noise, RF coils and the DAQ system.
Monitoring the magnetic field over longer time periods yields information
crucial to many applications. The time-varying magnetic field is particularly
important in MCG and MEG measurements. In order to monitor the field
as it changes in time, a single RF field frequency can be output close to
the Larmor frequency. If the field and therefore Larmor frequency changes,
the resonant response can be thought of as moving left or right along the
frequency axis. The instantaneous value of in-phase component represents
how far from the applied RF frequency the measured Larmor frequency is.
As the ambient field is tracked over time, so too are time-varying fields. The
largest noise source in most environments is mains AC line noise at 50 Hz (the
mains frequency in the United Kingdom), as well as activity in the lab and
the building causing magnetic nose on short timescales. The feed forward
technique described in the following section is one proposed solution to deal
with periodic noise.
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5.4 Feed-Forward Technique
1

Typically, environmental noise is dealt with by using passive shielding or
active compensation. Passive shielding, which places the sensor inside a
highly-permeable enclosure, is necessarily bulky, heavy and shields the sensor
from signals of interest. Active compensation, through the generation of
local magnetic fields opposing components of the environmental field, can
be achieved either dynamically or statically using coils and low-noise current
drivers.
Schemes have been implemented that modify the ambient field around the
sensor in order to reduce magnetic noise [74]. Often an additional sensor
such as a fluxgate is used to generate an error signal [75]. Within active
compensation there are two broad categories; feedback and feed-forward.
Feedback reacts directly to recent changes in the field [76], feed-forward uses
knowledge of the environment to modify the response of the sensor in future
measurements, thereby tracking large field fluctuations.
In order to implement a feedback system that is capable of tracking with the
mains AC at 50 Hz, the feedback loop should operate at a much higher rate
than the main noise frequency – a reasonable response rate would be 10 kHz.
This is not possible with the current experimental setup due to the latency
of the control system.
In the control system of the magnetometer, analog outputs to the sensor have
been batched to improve run-time, requiring that the entire output voltage
series is calculated and passed to a buffer before being output to the system.
The sample rate of the DAQ used here is high, and all measurements have
been hardware-timed, but the hardware communication (between the DAQ
and the computer) is limited by bus latency. This affects latency in both di-
rections; the samples being read in and the system response out. Algorithms
required to process data introduce further latency. Although the throughput
of the control system is likely high enough, the delay between signal and
response is too long for fast feedback to be possible. This is a common issue
in design of control systems for instrument feedback. Achieving a feedback
rate this fast is typically done by using an FPGA (field-programmable gate
array).

1Parts of the work presented here expand upon published work found in the Appendix
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FPGAs still have latency arising due to analog-to-digital conversion and al-
gorithm run-time, but the computation is faster due to hardware execution,
and they can run at rates as fast as ≈ 1MHz [77]. Future iterations of the
sensor described in this thesis already have begun to utilise FPGAs for this
purpose. These will be reported in future publications and PhD theses.
Feed-forward schemes have been demonstrated in configurations where a sen-
sor feeds forward to compensation coils in order to cancel the ambient noise
in the field [78, 79]. Full-field compensation is difficult to achieve without
introducing additional noise in the environment. In this work an ambient
field snapshot is fed forward to the sensor itself, modifying the RF field fre-
quency to track the field more closely as it varies in time, thus ensuring that
the magnetometer operates close to its maximum sensitivity throughout the
noise cycle and stays in the linear regime of the response. No modification of
the ambient field is done, only the RF field modulation is adapted to track
the real ambient field more closely. Feed-forward can be advantageous if feed-
back is not implementable due to equipment latency and data transmission
rate constraints. In addition, field compensation coils do not lend themselves
well to future portable sensors.
The remainder of this chapter describes a feed-forward scheme that sequen-
tially takes an unlocked measurement in the presence of noise and a feed
forward measurement, by tracking the Larmor frequency in the same sensor.
In a practical sensor it should be noted that oscillating signals of interest
should not be present during the unlocked measurement. As such, the signal
must be capable of being isolated, switched, or moved with respect to the
sensor between the unlocked and feed-forward stage. Both measurements
are started in phase with the 50 Hz AC line such that the feed-forward mea-
surement phase matches the instantaneous magnetic field and the RF field
frequency follows the Larmor frequency more accurately. Although feed-
forward schemes have previously been implemented to control the ambient
magnetic field [78], there appear to be no other feed-forward implementa-
tions that operate in the same sensor, or by feeding forward to the RF field
frequency, thereby tracking the real ambient field more closely.
The experimental setup schematic of the unshielded double resonance mag-
netometer is much the same as that described in Chapter 4, with the addition
of a small auxiliary Helmholtz coil placed within the field coils and around
the cell.
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Figure 5.3: Schematic of the experimental setup for operation of the feed-
forward technique. The experimental setup is as described in Chapter 4 with
the addition of an auxiliary coil around the cell. The auxiliary coil is used to
apply signals to the magnetometer during operation for subsequent detection.
(Aux.: Auxiliary coil)

The feed forward measurement scheme comprises three distinct steps; a res-
onance sweep, an unlocked noise measurement, and a feed forward measure-
ment. These are represented by their RF field modulation types in Figure
5.4.
The resonance sweep produces the data shown in Figure 5.5. By fitting to
the in-phase (X), quadrature (Y ) and phase components of the demodulated
signal the parameters Γ, the relaxation rate; ωL, the Larmor frequency; and
A, the on-resonance amplitude can be calculated.
The fit functions, previously derived in Section 2.5 are as follows:

X =
xA

1 + S2 + x2
, (5.1)

Y =
A

1 + S2 + x2
(5.2)

where x = ωL−ωRF

Γ
, S = Ω

Γ
, and Ω is the magnetic Rabi frequency. Measured

and derived parameters relevant to the feed-forward scheme are tabulated in
Table 5.3.
The sensitivity of the device in unlocked and feed-forward modes is frequency
specific. The resonance scan in Figure 5.5 has a projected sensitivity of
2.91 pT/

√
Hz, where sensitivity is here estimated as the square root of the

power spectral density (PSD) which is defined in Section 2.7, Equation 2.61.
This gives an estimate of the magnetic noise the atoms are experiencing and
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Figure 5.4: Flowchart indicating the three steps of the feed-forward process.
The resonance scan, free-running and feed-forward measurements are done
sequentially. The RF modulation frequency is shown for each stage of the
scheme.
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Figure 5.5: In-phase and quadrature components of the magnetic resonance
signal for an applied RF magnetic field that is swept through the Larmor
frequency.
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transferring to the laser beam. This sensitivity figure reflects the ability of
the sensor to resolve small changes in the field over the short measurement
period of the resonance scan.

Larmor frequency, ωL (kHz) 70.049(11)
SNR 4370(62)

Relaxation Rate, Γ (kHz) 1.016(14)
Sensitivity,

√
PSD (pT/

√
Hz) 2.913(69)

Table 5.3: Values of experimentally-relevant parameters derived from fits to
the resonant response in Figure 5.5.

The measured Larmor frequency, ωL, is then used in a free-running, or ‘un-
locked’ measurement. The start of this measurement is triggered from the
AC line. A constant RF field at ωL is applied for a period of time and the
response of the magnetometer measured. The polarimeter signal is demodu-
lated at ωL and the in-phase signal component (X) is converted to a magnetic
field deviation using the fitted on-resonance gradient. This is a snapshot of
the ambient periodic magnetic noise.
The in-phase response of the magnetometer is applied to the next measure-
ment as a modulation of the applied RF field frequency. This measurement
is also AC-line triggered in order to ensure that the phase of the 50 Hz line
noise matches that of the previous measurement. The sensor has been found
to more accurately track the ambient field when operating in this mode. The
reduction of the noise amplitude maintains the magnetic signal in the desired
linear operating regime. This can be seen clearly in the demodulated data in
Figure 5.6. The RF frequency more closely tracks the Larmor frequency on
the feed-forward measurement, corresponding to a smaller variation in the
magnetic field amplitude.
The noise reduction can be seen more clearly in the spectral response, as
seen in Figure 5.7. The power under the 50 Hz peak, in the range 45–55 Hz,
is reduced by 22 dB, as well as the peak amplitude being reduced by a factor
of over 500. The area under the peak at 100 Hz is reduced by 3 dB between
95 and 105 Hz, and the 150 Hz peak is suppressed by 21 dB between 145 and
155 Hz.
The peak at 22 Hz corresponds to building air conditioning units that are
not in phase with the AC line. These units are directly adjacent to the
lab and therefore the magnetic signal is large with respect to other noise
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Figure 5.6: Segment of demodulated magnetic field data from a 6 second
period in the unlocked, or free-running (blue) and feed-forward (red) modes.

sources. Air conditioning units are likely to be phase-stable with respect to
the mains, however the phase of their signal is very unlikely to be the same
at the first point of the unlocked and feed-forward measurements. The feed-
forward routine does not suppress the noise from this source, and instead
the noise at 22 Hz is increased. This will be the case with any signal not
phase-locked to the mains signal present during both the initial unlocked and
feed-forward measurements. This observation highlights both a limitation
and advantage of this technique. Noise sources such as the air conditioning
units are amplified, but so too are non-synchronous signals of interest.

5.4.1 Bandwidth Response

In order to test the noise cancellation technique in the presence of an arbitrary
magnetic field signal, a small auxiliary Helmholtz coil pair was placed around
the cell. The coils are aligned to the axis of maximum sensitivity of the
magnetometer [55]. A function generator can apply arbitrary time-dependent
currents to the coil during the unlocked and feed forward measurement stages.
The magnetometer signal can be demodulated in software at the frequency
of the function generator to recover the amplitude of the field. The coil was
calibrated by applying a series of fields at fixed amplitude and increasing
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Figure 5.7: Top; magnetic noise spectra for the unlocked (blue) and feed-
forward (red) modes. The power under the 50 Hz line and its harmonics
can be seen to be reduced in the feed-forward mode. These data have been
rescaled by the response of the sensor. Bottom; ratio of unlocked spectral
response to that of feed-forward, showing ability of the feed forward technique
to suppress noise across the a range of frequencies. In particular the peak
at 50 Hz is suppressed by a factor of 500. Data have been rebinned into 500
logarithmically spaced bins for clarity.
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Figure 5.8: AC Calibration of the auxilliary coil around the cell. The straight
line fit through the data (top) gives residuals (bottom), and is used to define
the current-to-field calibration factor.

frequency to the magnetometer during the free-running measurement, and
recovering the demodulated amplitude in software. The calibration results
are shown in Figure 5.8.
Applying a known, constant amplitude oscillating field at different frequen-
cies yields the frequency response of the sensor in Figure 5.9 from which the
bandwidth of the sensor can be inferred to be 520 Hz (-3 dB cut-off). The
expectation was that the response of the sensor would follow that of a low-
pass filter, with a cutoff frequency given by the relaxation rate of the atoms.
This is not the case for the response shown in Figure 5.9. Two distinct slopes
can be seen in the frequency response. It is possible that there are two com-
peting processes by which the response is damped. A phenomenological fit of
two low-pass filters can be used, with orders of 1 and 7, corresponding to the
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Figure 5.9: Response of the sensor to applied magnetic fields of a fixed
amplitude. The response rolls off to a -3 dB point of 520 Hz .The response
of the sensor is identical in the unlocked and feed-forward modes.

slope, dB/decade. While this works as a fit, there is no known mechanism for
this response, and the implementation of a fit due to physical effects remains
an open question.
The region up to 100 Hz is flat which demonstrates part of this scheme’s
advantage over a notch filter, which would necessarily attenuate signals of
interest in its band. It should be noted that the measured response function
has been incorporated into the calculation of the magnetic noise spectrum in
Figure 5.7.
The response of the sensor to applied excitation fields is identical in the
unlocked and feed-forward modes, rolling off to a bandwidth of 520 Hz,
which is compatible with the pressure-broadened vapour cell used. The cell
in question has a fitted resonance linewidth of between Γ = 600–800 Hz.
The linewidth depends strongly on the operational parameters discussed in
Section 4.1.

5.4.2 Signal Recovery

As a proof of principle, a simulated cardiac trace was applied to the auxiliary
coil in place of the sine waves applied for calibration purposes. The data
in Figure 5.10 shows the main features of the cardiac trace preserved in
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Figure 5.10: False cardiac-like trace applied to the auxiliary coil over the
course of a feed-forward measurement, with a peak to peak amplitude of
15 nT

the signal, with appropriate timing and amplitude preserved. Of course,
15 nT field amplitude is far from the expected amplitude (approximately
50–100 pT) of a real mammalian heartbeat [80, 81], but this measurement
demonstrates that arbitrary waveforms may be applied and recovered in the
feed-forward mode. It would not be possible to resolve a 15 nT cardiac
signal with this clarity in the presence of the ≈ 200 nT mains AC noise
in the unlocked mode. Cardiac measurements could benefit from this noise
suppression technique due to the nature of the measurement. The initial feed-
forward snapshot could be taken, and then a subject moved to the sensor,
and the cardiac magnetic response measured.
Although the results shown here focus on mains AC noise, this technique
is readily implementable in any scenario that presents periodic magnetic
noise. Foetal magnetocardiography provides a possible example. A foetal
magnetocardiac measurement may in theory be triggered from the mother’s
electrocardiogram, allowing her heart’s large amplitude magnetic signal to
be suppressed and improving recovery of the foetal heart rate.

The steps for optimal noise suppression in a magnetometer are context-
specific. Some noise is inevitable in the unshielded environment, and ideally
a portable magnetic sensor should cope with a variety of noise sources. This
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chapter has presented attempts to minimise technical noise inherent to the
sensor, but the challenge to sensing in the presence of large external noise
sources remains. The feed-forward technique presents one avenue for oper-
ating in large amplitude periodic noise without filtering and without fast
feedback. This software routine is easily implementable in any magnetic sen-
sor. The following chapter will address further work on noise suppression
from a hardware design perspective.



Chapter 6

Gradiometry

The feed-forward technique described in the previous section has been suc-
cessful in suppressing periodic noise, but many other non-periodic noise
sources remain, which continue to be a challenge for unshielded magnetic sen-
sors. Magnetic gradiometry uses the principle of common mode noise cancel-
lation to subtract noise that is common to two magnetic sensors. This chapter
will describe two magnetic gradiometry experiments, one built around the
microfabricated cells discussed in Section 4.1, and the other using the glass
paraffin-coated cells described in Section 3.1.
This chapter describes an investigation that began shortly before the lab
shut down at the end of March 2020, due to the COVID-19 outbreak, and
some of the data presented are very preliminary. There was a narrow window
in which to take measurements, and the datasets are not as rigorous or as
well understood as would be ideal. However, the results presented here are
promising and offer a good starting point for future investigations.

6.1 Common-Mode Noise Cancellation

The principle of common mode noise cancellation lies in the measurement
of a system in two physical locations. The measurements must be made
close enough that ambient noise is common to both, but far enough that
a localised signal may be distinguished by one measurement location. The
subtraction of the two measurements eliminates global environmental noise
common to both and leaves only the differential measurement [82]. The
baseline is defined as the distance between the two measurement volumes.
Some magnetic gradiometer schemes use two individual sensors to achieve

74
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Figure 6.1: General schematic of a gradiometer where two sensors volumes
are separated by a distance defined as the baseline. Both sensors experience
common noise, eg. mains noise (blue), and Sensor 2 detects a magnetic signal
local to its sensing volume (red). By subtracting the two measurements the
common noise is rejected and only the local signal remains.

common mode noise suppression, which allows for a flexible baseline [83].
SQUID and fluxgate gradiometers have been widely demonstrated [84, 85],
and optically–pumped magnetic gradiometers have been successfully con-
structed in many different configurations. These include two beams in a
single cell [86–88], two separate magnetic sensors [83], and two separate cells
in a single portable sensor [31, 32]. Shielded gradiometers have already found
applications in proton NMR experiments [31, 82], and unshielded gradiome-
ters in MCG [89] and geophysics [18]. Some of the most sensitive measure-
ments in an unshielded environment to date have been performed using a
gradiometer. Limes et al. have recently demonstrated the first unshielded
magnetoencephalography measurement using a gradiometer based on free
induction decay [31]. In that work they reported a common-mode rejection
ratio of at least 2000, which yields a sensitivity of 16 fT/cm/

√
Hz.

An intrinsic magnetic gradiometer describes a system that uses the same
laser beam to probe the Larmor precession of the atoms in two sensor vol-
umes in succession. The rotation of the first and second sets of atoms will
be imprinted on the beam by the precession of each atomic ensemble. In this
work, RF modulation is used to drive the coherent precession of each ensem-
ble, and the atoms are driven at the same frequency with exactly opposite
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phase. If the atoms are experiencing the same field magnitude, the resonant
response from one sensor volume should cancel on subtraction from that of
the other, assuming identical responses from each volume. If the Larmor
frequency is different in each location, the signals subtract but do not com-
pletely cancel. The resulting signal can be used to measure the field gradient
along the axis of the gradiometer baseline. This gradiometric measurement
has the potential to yield very sensitive magnetic measurements [88, 89].
The total cancellation of the resonant response is possible only if the atomic
vapour cells have identical magnetic lineshapes. Balancing the cells is tricky,
especially when separate cells are used. Methods to address this have been
demonstrated by Zhang et al. [89] by balancing the pump and probe intensity,
and Kamada et al. [88] by using a single cell with two sensing volumes. An
advantage of using a single cell is that the operating parameters should be
identical, and hence the same linewidth and signal amplitude can be expected
from each sensor volume. However, the baseline is fixed in the case of a single
cell, and cell manufacturing techniques limit the cell size and therefore the
maximum baseline. Using separate pump and probe beams allows for further
control of the response from each cell, but necessitates more beam paths and
optical access to each cell. This chapter will follow from previous intentions
of compact form and scalability, and will describe work towards an intrinsic
gradiometer with a single beam and two cells.

6.2 Microfabricated Cell Gradiometer

With the microfabricated cells described in Section 4.1 it is possible to build
a gradiometer with a flexible baseline which can be as short as a few millime-
tres. Two cells with similar buffer gas pressures were selected and mounted
within the static coil pairs described in Chapter 4. The cells are spaced sym-
metrically from the centre of the coil pairs along the axis of the light. The
mounting system allows the cells to be accurately located with respect to
each other and the beam. A schematic of the mounting system can be seen
in Figure 6.2.
The PCB cell mounts can be mounted in a single lens tube so that both cells
face into the lens tube, almost completely enclosed. This allows for good
thermal stability by shielding the cells from convection currents. The cells
are heated individually using the AC heating method described in Section
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Figure 6.2: Cut-through of the lens tube holding the cells. The cells are
mounted on heating resistors (R) on a printed circuit board with integrated
RF coil. The cells are 30 mm apart. The heating and RF control for each
cell is separate. The current direction in each coil is shown here with arrows:
in this configuration the current is out of phase.

4.1. Individual amplifiers are used to apply signals of different amplitudes
and frequencies in order to achieve different temperatures in each cell.
In a single-beam configuration, some laser light will inevitably be lost through
the first cell to absorption, and the light intensity will be attenuated in the
second cell. By adjusting the cell temperatures individually, the drop in
laser intensity due to absorption by the first cell can be accounted for, as
well as any magnetic resonance linewidth variability between cells due to
differing pressure. The atomic density in the first cell can be reduced and the
second increased, in order to achieve well–balanced signals. The integrated
RF coils around each cell are controlled individually, and RF amplitude is
another parameter that can be adjusted to match the resonance linewidth
and amplitude of the magnetic resonance from each cell. A small amount of
cross-talk is inevitable here, but this is assumed to be neglible in the present
work.
Due to a background field gradient along the baseline, an applied gradient of
approximately δB/δy = 17 nT/mm has been required to balance the cells.
The gradient is applied along the baseline axis such that the cell responses
overlap at the Larmor frequency of the applied field at 20 µT. The laser
passes through each cell sequentially and is then detected by the balanced
polarimeter, as described in earlier chapters. The magnetic resonance plots
that follow show the demodulated signal from the laser after it has passed
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through both cells.
The response from each cell is a Lorentzian with in-phase and quadrature
components, X and Y , as described in Section 2.5 and seen experimentally
for a single microfabricated cell in Section 4.1. The signal that is seen by the
polarimeter arises due interaction of the beam with cell 1, and then cell 2,
and in the limit of weak optical rotation, is the sum of the X and Y responses
from each one. This can be modelled by the addition of the components of
the Lorentzian lineshape. Magnetic resonance scans were taken from each
cell individually, and the parameters Γ, the FWHM, and A, signal amplitude
were found from the fit to the resonance response. The fit parameters from
each cell have been used to model the lineshapes presented here.
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Figure 6.3: Simulated response for the intrinsic gradiometer in the presence
of a large field gradient. The RF field is swept through the Larmor frequency
of each cell. (a): RF signals applied to each cell are in-phase. (b): RF signals
applied to each cell are out of phase.

Figure 6.3 shows simulated responses for the intrinsic gradiometer described
here. These plots show the response of both cells to a sweep of the RF field
frequency through the resonant frequency of each cell, it should be noted that
the individual responses are not perfectly matched, but still close to ideal
behaviour is seen. In this case, a large gradient is simulated in the vicinity of
both cells along the light-axis, such that the resonant responses are 14 kHz
apart, corresponding to a difference in the magnetic fields of δ B = 4 µT.
The signal in Figure 6.3a is for the case when the RF modulation is in-phase
- experimentally, the signal to the RF coil around each cell is synchronous.
In the case of Figure 6.3b, the signal from cell 1 is perfectly out of phase
with cell 2. The phase is relevant here due to demodulation of the signal,
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which sets the sign of the individual signals from each cell. For the purpose
of this work, the case in which the RF fields applied are 180◦ out of phase
will simply be referred to as the out-of-phase mode.
Both figures 6.3a and 6.3b yield a measurement of the field gradient — by
measuring the Larmor frequency of each resonant response and knowing the
baseline, δ B

δ y
can be found. The gradient has been found experimentally and

the gradient calibration factor adjusted accordingly. For the out-of-phase
mode shown in Figure 6.3b, the signals intrinsically subtract such that were
they perfectly balanced, the signal would go to zero. Any small difference
in the field measured between the cells produces a signal in the X−channel
that is proportional to that difference.
For the case where gradient along the light-axis is small, the resonant line-
shapes overlap. When the RF signals are in-phase, the amplitude of the
response is larger than that of a single cell, as the signals add. The in-phase
mode may be practically used to balance the cells by maximising the signal
amplitude. The experimental signal from the in-phase mode can be seen in
the data in Figure 6.4a, where the on-axis gradient has been minimised. The
model of this mode presented in Figure 6.4b agrees well with the experimental
results.
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Figure 6.4: (a): Data and (b): Model of the signal from the intrinsic gra-
diometer being run in the in-phase mode, for the case where the magnetic
resonance parameters for each cell are well-balanced and the gradient along
the axis of the baseline has been minimised.

When the RF coils are driven out of phase with each other, the response
from each cell subtracts, and a reduction in the signal amplitude is seen, as
in Figure 6.5a. The model replicates this drop in signal amplitude, seen in
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Figure 6.5: (a): Data and (b): Model of the signal from the intrinsic gra-
diometer being run in the out-of-phase mode, for the case where the magnetic
resonance parameters for each cell are well-balanced and the gradient along
the axis of the baseline has been minimised.

Figure 6.5b. For these data the on-axis gradient was minimised. Here it can
be seen that the X and Y signals do not go to zero, that is, they do not
perfectly cancel. However, there has been an approximately 85% reduction
in the signal amplitude from the in-phase results in Figure 6.4a.
As the on-axis gradient increases, the subtraction of the signals yields the
response seen in Figure 6.6. The applied field in this instance is 20 µT, with
a Larmor frequency of 70 kHz. The resonant response of each cell can be
seen to shift symmetrically along the frequency axis in response to an applied
gradient.
To check the behaviour of the gradiometer, a single RF frequency was ap-
plied in a free-running mode. The required frequency is the average value of
both sensors, which is found by first running a frequency sweep, yielding a
signal such as Figure 6.4a. By monitoring the DC level of the X response
at the Larmor frequency as the applied gradient is stepped from positive to
negative around the balance point, the gradient can be monitored as it mod-
ifies the lineshape. This yields a response function for X and Y amplitude
on resonance with respect to gradient, seen in Figure 6.7a. The response of
Y is mostly flat, with the dip on resonance due to the cells being slightly
imbalanced. The X-response exhibits a dispersive shape which, as seen in
earlier chapters, is close to ideal for making sensitive measurements.
From the data shown in Figure 6.7a, the central linear portion of the X DC
level between ≈ ±15 nT/mm can be used for gradiometry. By balancing
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Figure 6.6: (a): Data and (b): Model of the signal from the intrinsic gra-
diometer being run in the out-of-phase mode, for the case where the magnetic
resonance parameters for each cell are well-balanced. A gradient of approxi-
mately 70 nT/mm has been applied.
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Figure 6.7: (a): Measured response of X and Y features of two cells to a
gradient applied along the y-axis. The dispersive feature is offset from zero
on the gradient axis due to the balance point of the cells, which has been
found to be ≈17 nT/mm. (b): Simulated X and Y amplitude response on-
resonance (70 kHz) to applied gradients.
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Figure 6.8: Simulated response of the gradiometer for different values of
relaxation rate, Γ and signal amplitude, A. Cells are matched when the
relaxation rate and signal amplitude of each cell are identical.

the cells to operate in this region, the response of X on resonance can be
monitored in order to take a gradiometric measurement. The limit of linear
region is roughly when the individual signals are split by Γ. This sets a scale
for the sensitivity; δ B/δ y ≈ Γ/δ y. The range of the gradient measurement
will depend on the separation between the cells - a longer baseline gives better
sensitivity but narrows the linear range. This system intrinsically subtracts
the signals, and in this way common mode noise should also be subtracted.
Modelling different values of the resonance linewidth and signal amplitude
yields different response curves, seen here in Figure 6.8. “Unbalancing" the
cells by changing the amplitude and linewidth of one of the cell responses
results in a steeper gradient response. This could yield a more sensitive
measurement of the gradient, but the noise contributions from each sensing
volume may not be favourable [89]. By changing the cell parameters it may
be possible in this way to improve sensitivity in a sensor with a fixed baseline.
The measured gradient response shown in Figure 6.7a provides a promising
starting point for gradiometric measurements. Further investigation is re-
quired to understand how the contributions from linewidth and amplitude
contribute to the magnetic noise floor. The next steps include taking an
unlocked measurement over a long period of time in order to examine and
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compare the spectral response of the in-phase and out-of-phase operation
modes. Known calibration signals could be applied to the sensors as de-
scribed in Section 7 by placing an auxiliary coil around one or both cells.

6.3 Glass Vapour Cell Gradiometer

The glass vapour cells described in Section 3.1 can be operated in an un-
shielded environment, though the resonance linewidth is significantly broad-
ened due to background gradients. In principle, since these cells have an
intrinsic resonance linewidth that is significantly narrower than the micro-
fabricated cells, they might be exploited for improved sensitivity under the
right conditions.

6.3.1 Vapour Cell Mount Design

In order to operate a gradiometer using the large blown-glass vapour cells,
the location of the cells with respect to the laser and each other should be
well-defined. Refraction of the laser beam can occur as the beam passes
through the curved walls of the cells. In order to minimise beam steering of
the light, the beam should pass through the centre of each cell, and once the
beam has been aligned through the cells onto the detector, the cells should
not move, as small changes in their position can lead to beam misalignment.
Each cell should be located as close as possible to the centre of its RF coil in
order that the RF field is uniform within the cell. The RF coils must be large
enough to create a homogeneous field in the volume of the cells, but must
be far enough apart to minimise cross-talk between them. The baseline of
the gradiometer mount was chosen to fit inside the static field coils described
in Chapter 4 such that the static field that the cells experienced would be
reasonably homogeneous. A baseline of 90 mm between the cell centres was
set.
A mount was designed to locate and hold the vapour cells with formers for
the RF coils that are precise with respect to the location of the cell. The
mount was 3D printed using a Formlabs Form 2 printer with a resolution of
approximately 25 microns. The cells are held in place by protruding rings
from the mount body, as seen in Figure 6.9d. The mount top and bottom
sections are held in place using nylon threaded bars and nylon nuts. The



Chapter 6. Gradiometry 84

(a)

(b)

(c) (d)

Figure 6.9: Design drawings for the gradiometer mount displaying different
angles in (a), (b), (c) and cut-through, (d). The cells are similar to those
shown in Figure 3.4.

RF coils are each wound using a single loop, which is terminated in twisted
pairs; these coils are controlled in software.

6.3.2 Sensor Characterisation

Each RF coil can be controlled individually, in the same way as the microfab-
ricated gradiometer described in the previous section, with software control
of the RF amplitude and frequency separate for each cell. The magnetic
resonances for each cell are recorded individually, shown in Figures 6.10a
and 6.10b. Based on the slight distortion of the lineshape at the Larmor
frequency of the other cell, it can be seen that there is some crosstalk of
the RF field between the cells. The amplitude of this crosstalk is small with
respect to the signal and is not likely to distort the final signal. Figure 6.11
shows the signal for the case when both RF coils are switched on.
The operation of the glass-cell intrinsic gradiometer has not been fully opti-
mised. Although the signals from individual cells have acceptable SNR and
reasonably undistorted lineshape, when a gradient is applied using the static
field coils, the overlapping resonance lineshapes become very distorted and a
clean gradiometric signal requires more work.
The glass cells are 90 mm apart (centre to centre) in a set of coil pairs with
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(a) (b)

Figure 6.10: Magnetic resonance scans for the cases where (a): There was
signal to RF coil 1, and no signal to RF coil 2, and (b): There was signal to
RF coil 2, and no signal to RF coil 1.

Figure 6.11: Overlapping magnetic resonances from cell 1 and cell 2, while
both RF coils are in operation.
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a radius and separation of approximately 170 mm. This means that the cells
in this configuration are far from the centre of the coil pairs. This has made
it tricky to adjust the gradient in a homogeneous way. The atoms in the
large glass cells are very sensitive to field gradients along all axes, and by
placing these in the static field coils offset from centre, it is difficult to apply
a homogeneous field without unacceptable gradients distorting the resonant
response. This issue could be solved by using a larger set of static field coils
capable of creating a uniform field over a larger volume.
Given that the glass cells exhibit a magnetic linewidth almost as wide as
that of the microfabricated cells, it seems likely that the work in Section 6.2
will represent a more fruitful approach, with little lineshape distortion due to
field gradients. The microfabricated gradiometer may be balanced using heat
and RF field amplitude, giving greater flexibility while being more readily
scalable to portable devices.



Chapter 7

Conclusion and Outlook

In this thesis double-resonance magnetometry has been explored as a route to
portable magnetic field sensing. The experimental considerations have been
outlined for this double-resonance sensor and the specific design choices made
have been justified with regard to scalability.
The shielded experiment described has served as a controlled, quiet envi-
ronment used for testing effects inherent to double resonance magnetometry.
This setup has been used to develop the iterative optimisation technique for
magnetic field control described here. The optimisation technique has yielded
a field magnitude tolerance of 0.24 nT on an applied field of 200 nT and has
allowed subsequent experiments to make use of a well-defined and isotropic
field. A typical sensitivity achieved in the shielded setup is 170 pT/

√
Hz.

An unshielded experiment with the same design characteristics as the
shielded setup has been described. This experiment has primarily been used
to test new experimental techniques for use in unshielded sensors, as well as
for characterising microfabricated cells. Results from a selection of cells have
been presented, and the best sensitivity achieved using a microfabricated cell
in the unshielded setup is 2 pT/

√
Hz.

Several interesting effects have been observed in the microfabricated cells
tested here. The light-narrowing effect may be advantageous in improving
sensitivity, but it remains to be seen whether it is a useful effect for future
sensors. In particular, if this effect may only be observed at high light powers,
its utility in portable sensors may be limited. Despite linearly polarised light
being used in cell characterisation, the angular sensitivity observed from the
microfabricated cells has the characteristics of an orientation moment, and
work is ongoing to determine the exact process by which this signal arises.

87
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Noise has been a significant consideration throughout this work, and efforts
to characterise the sources have been detailed, along with experimental con-
siderations for reducing noise inherent to the sensor. An approach has been
taken whereby some noise in the unshielded regime is considered inevitable,
and techniques have been developed to address the primary magnetic noise
sources.
The remainder of the thesis has investigated methods for operating a sensor
in the presence of significant noise sources. As such, a software technique
has been demonstrated for suppression of periodic noise. The feed-forward
scheme has been successful in suppressing noise arising from the 50 Hz mains
AC line, achieving 22 dB of suppression between 45 and 55 Hz, as well as
suppression of the primary harmonics.
The feed-forward technique has the potential to be scaled to improve the
duty cycle. A shorter unlocked measurement should still yield good noise
suppression for 50 Hz and its main harmonics, and may couple less low-
frequency noise to subsequent measurements. The initial snapshot could
also be used adaptively, adjusting to changes in the field as the sensor runs
continuously.
As part of the work on the feed-forward technique, oscillating fields of fixed
amplitude were applied to the sensor to determine the bandwidth, which
was found to be 520 Hz. Other arbitrary signals have been applied and suc-
cessfully recovered. The feed-forward scheme is easily implementable in an
unshielded system where large amplitude periodic noise dominates. In its
current form it lends itself to applications that do not require 100% duty
cycle, and those where the signal to be measured is periodic or can be deter-
ministically turned on and off. The feed-forward technique uses a snapshot
that may include spurious non-periodic noise. By fitting spectrally to the
response, noise could be removed from the signal to be fed forward.
Preliminary results from an intrinsic magnetic gradiometry experiment have
been presented using two different cell types. The intrinsic addition of the
signals obtained experimentally matched the modelled responses accurately.
The intrinsic gradiometer is promising for the purposes of scalability due to
the single beam path. Given that the microfabricated cells yielded promising
results, it seems this system would be easily scaled to a more compact setup.
A key area of future study in the gradiometer is the observation of common
mode noise suppression. A comparison of the intrinsic “out-of-phase” mode
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with respect to the response of a single sensor will determine the efficacy
of this technique. It may be the case that the sensitivity to the gradient
can be altered according to the cell parameters, and further work is required
to determine the impact this may have on noise. Once the gradiometer is
configured to allow free-running measurements it will be worthwhile to apply
known signals and monitor its response.
Some of the work in this thesis has already contributed to the production
of portable, compact sensors, which will be described in future publications.
In particular, cell characterisation in the work described here has informed
cell selection for other sensors built in this group. It is hoped that the feed-
forward and gradiometric schemes may be implemented in portable sensors.
In the meantime, both shielded and unshielded experimental setups con-
tinue to serve as invaluable testbeds for miniaturised components and future
portable sensors.
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We present an unshielded, double-resonance magnetometer in which we have implemented a feed-
forward measurement scheme in order to suppress periodic magnetic noise arising from, and corre-
lated with, the mains electricity alternating current (AC) line. The technique described here uses a
single sensor to track ambient periodic noise and feed forward to suppress it in a subsequent measure-
ment. This feed forward technique has shown significant noise suppression of electrical mains-noise
features of up to 22 dB under the fundamental peak at 50 Hz, 3 dB at the first harmonic (100 Hz),
and 21 dB at the second harmonic (150 Hz). This technique is software based, requires no additional
hardware, and is easy to implement in an existing magnetometer.

I. INTRODUCTION

Unshielded magnetic sensors that operate at geomagnetic
field magnitudes will provide previously unavailable precision
to applications in archaeology1, surveying2, cardiography3

and many other fields4,5. To satisfy the needs of such dif-
fering applications magnetometers must provide, variously,
high dynamic range, wide bandwidth, and high sensitivity.
As an example, applications in magnetocardiography ide-
ally require the capability of operating in Earth’s field of
∼50 µT, bandwidths of DC–100 Hz, and sensitivities ap-
proaching 1 pT/

√
Hz6.

Superconducting quantum interference devices (SQUIDs)
and fluxgates have long been established as sensitive and reli-
able magnetic sensors, but they have a number of limitations.
SQUIDs require cryogenic cooling which limits their use as
portable, compact sensors7. Fluxgates, despite their portabil-
ity, lack the required sensitivity for applications with short in-
tegration times or those requiring good low frequency reso-
lution, such as detection of rotating machinery5,8. Optically
pumped atomic magnetometers have operating temperatures
in the range 20-200◦C and demonstrate sensitivities compara-
ble with SQUIDs and far exceeding fluxgates. Of this class of
device, spin exchange relaxation-free (SERF) atomic magne-
tometers lead the way in absolute sensitivity9, but their mea-
surement range is limited to near-zero fields10. Double reso-
nance atomic sensors have excellent dynamic range, achieving
sensitivities compatible with a range of applications with the
potential to operate in the Earth’s field11.

In this work, we report a double-resonance atomic magne-
tometer that achieves≤100 pT/

√
Hz sensitivity in a noisy, un-

shielded environment using a robust and easily-implemented
feed-forward method with a -3 dB cut-off frequency of
520 Hz. The magnetometer described here uses an ellip-
tically polarized beam to create a net magnetisation in the
atomic cesium vapor due to orientation of their spins through
optical pumping12. The magnetisation precesses about the
ambient field, B, at ωL, the Larmor frequency such that:
ωL = γB, with proportionality constant γ being the gyromag-
netic ratio. The atoms are simultaneously optically pumped
with near-resonant light and interrogated magnetically with a

a)Electronic mail: carolyn.odwyer@strath.ac.uk

near-resonant oscillating magnetic field in a process known
as double-resonance magnetometry13. In this case we drive
the precession with a small sinusoidal RF field, BRF . This
technique has the advantage of simple geometry, with a single
laser beam acting as pump and probe. Our experimental setup
has been designed as a test bed for portable sensors, and we
aim to minimize the complexity and number of optical ele-
ments. Alternative schemes such as amplitude or polarization
modulation have additional power and space constraints due
to component requirements such as acousto-optic and electro-
optic modulators14,15.

Periodic environmental magnetic noise is a challenge for
unshielded magnetometers16,17. A common source of noise
in unshielded indoor environments is inductively-driven mag-
netic fields generated at harmonics of the AC line electrical
supply frequency. In our laboratory, this line noise has a typi-
cal amplitude in the 100 nT range, observed at 50 Hz (United
Kingdom electrical mains frequency) and higher harmonics.

Typically, environmental noise is dealt with by using pas-
sive shielding or active compensation. Passive shielding,
which places the sensor inside a highly-permeable enclosure
is necessarily bulky, heavy and shields the sensor from sig-
nals of interest. Active compensation, through the generation
of local magnetic fields opposing components of the environ-
mental field, can be achieved either dynamically or statically
using coils and low-noise current drivers. Schemes have been
implemented which modify the ambient field around the ex-
periment in order to reduce magnetic noise18. Often an ad-
ditional sensor such as a fluxgate is used to generate an er-
ror signal19. Within active compensation there are two broad
categories; feedback and feed-forward. Feedback directly re-
acts to changes in the field based on the last instantaneous
measurement20. Feed-forward takes a slice of data over time
and feeds forward a prediction to the next slice. This can
be implemented by feeding forward to compensation coils to
cancel the ambient noise in the field external to the sensor21,22.
In this work an ambient field snapshot is fed forward to the
sensor itself, modifying the RF field frequency to track the
ambient field more accurately as it varies in time, thus ensur-
ing that the magnetometer operates close to its maximum sen-
sitivity throughout the noise cycle. This can be advantageous
if feedback is not implementable due to equipment latency and
data transmission rate constraints.

We describe a feed-forward scheme that takes a free-
running measurement in the presence of noise and a feed for-
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ward measurement sequentially, by tracking the Larmor fre-
quency in the same sensor. Oscillating signals of interest
should not be present during the unlocked measurement. As
such, the signal must be capable of being isolated, switched,
or moved with respect to the sensor between the unlocked and
feed-forward stage. The measurements are triggered from the
AC line signal such that the feed-forward measurement phase
matches the magnetic noise and the RF field frequency fol-
lows the Larmor frequency more accurately – reducing the
power under the 50 Hz peak in the frequency domain by 22 dB
and the overall noise floor by 20 dB (in the bandwidth 1 Hz
to 1 kHz). Although feed-forward schemes have previously
been implemented to control the ambient magnetic field, we
do not know of any to date that operate in the same sensor, or
by feeding forward to the RF field frequency, thereby tracking
the real ambient field more closely.

II. EXPERIMENTAL SETUP

The experimental setup schematic of the unshielded dou-
ble resonance magnetometer can be seen in Figure 1. An ex-
ternal cavity diode laser tuned to the cesium D1 transition is
elliptically polarized and incident on a micro-fabricated va-
por cell containing cesium and 700 Torr nitrogen buffer gas.
The smallest inner dimension of the cell is 2 mm. The cell is
mounted on a small purpose-built printed circuit board (PCB)
and heated to approximately 80 degrees using an AC heater
driven at 17 MHz. This temperature ensures sufficient vapor
pressure and thus atomic density of cesium in the cell. The
PCB has an integrated RF coil that is used to apply RF fields
to the cell. This is controlled in software via a digital to analog
converter (DAC).

The cell is at the centre of a three-axis Helmholtz coil set
which act to compensate the Earth’s field and apply arbitrary
fields in any orientation23. The laser light interacts with the
atoms and is subsequently analysed by a half-wave plate. A
Wollaston prism (WP) separates the light into its orthogonal
components and directs them onto a two-channel differential
photodiode. The polarization rotation due to circular dichro-

FIG. 1. Schematic of the experimental setup. The laser is elliptically
polarized and incident on a microfabricated atomic cell. The am-
bient field, B0 is controlled by three-axis Helmholtz coils and BRF
is applied on a small coil mounted close to the cell. The magnetic
signal is read using a balanced photodetector and both analysis and
system control is done in software.(DAC: Digital to Analog Con-
verter; ADC: Analog to Digital Converter; WP: Wollaston Prism;
Aux.: Auxiliary coil)

ism is read by the computer via an analog to digital converter
(ADC), and demodulated at the applied BRF field frequency.

III. RESULTS

The feed forward measurement scheme comprises three
distinct steps; a resonance sweep, an unlocked noise measure-
ment, and a feed forward measurement.

The resonance sweep is generated by scanning a 300 nT
sinusoidal field, amplitude BRF and frequency ωRF through a
range of frequencies in the region of the Larmor frequency and
the resultant signal is demodulated at the applied frequencies.
This produces a Lorentzian resonant response, as seen in Fig-
ure 2, with the zero-crossing corresponding to ωL. By fitting
to the in-phase (Y ), quadrature (X) and phase components of
the demodulated signal the parameters Γ, the relaxation rate;
ωL, the Larmor frequency; and A, the on-resonance amplitude
can be calculated. The fit functions are as follows:

X =
xA

1+S2 + x2 , (1)

Y =
(1+ x)A

1+S2 + x2 (2)

where x = ωL−ωRF
Γ , S = Ω

Γ , and Ω is the magnetic Rabi fre-
quency. Parameters relevant to the feed-forward scheme are
tabulated in Table I. A pre-trigger time is included before
the BRF is applied, during which only the static field is ap-
plied. The noise on this measurement is calculated by taking
the RMS deviation of the polarimeter signal while no BRF is
applied for the same sample time as the resonance scan in
question.

The measured Larmor frequency, ωL, is then used in a free-
running, or ‘unlocked’ measurement. The start of this mea-
surement is triggered from the AC line. A constant RF field at
ωL is applied for a period of time and the response of the mag-
netometer measured. The polarimeter signal is demodulated
at ωL and the in-phase signal component (X) is converted to

60 65 70 75 80
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FIG. 2. In-phase and quadrature components of the magnetic reso-
nance signal for an applied RF magnetic field that is swept through
the Larmor frequency.
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Larmor frequency, ωL (kHz) 70.049(11)
SNR 4370(62)

Relaxation Rate, Γ (kHz) 1.016(14)
Sensitivity,

√
PSD (pT/

√
Hz) 2.913(69)

TABLE I. Values of experimentally-relevant parameters derived from
fits to the resonant response in Figure 2.

a magnetic field deviation using the fitted on-resonance gra-
dient. This is a snapshot of the ambient periodic magnetic
noise.

The in-phase response of the magnetometer is applied to the
next measurement as a modulation of the applied RF field fre-
quency. This measurement is also AC-line triggered in order
to ensure that its phase matches the previous measurement.
The sensor has been found to more accurately track the am-
bient field when operating in this mode. The reduction of the
noise amplitude maintains the magnetic signal in the desired
linear operating regime. This can be seen clearly in the de-
modulated data in Figure 3. The RF frequency more closely
tracks the Larmor frequency on the feed-forward measure-
ment, resulting in the peak to peak amplitude being reduced
by ∼200 nT.

1 1.1 1.2 1.3 1.4

-150

-100

-50

0

50

100

150

Noise

Feed Forward

FIG. 3. Segment of demodulated magnetic field data from a 6 second
period in the unlocked (blue) and feed-forward (red) modes.

The noise reduction can be seen more clearly in the fre-
quency spectrum, as seen in Figure 4. The power under the
50 Hz peak is reduced by 22 dB in the range between 45 and
55 Hz as well as the peak amplitude being reduced by a factor
of over 500. The peak at 100 Hz is reduced by 3 dB between
95 and 105 Hz, and the 150 Hz peak is suppressed by 21 dB
between 145 and 155 Hz.

The peak at 22 Hz corresponds to building air conditioning
units which are not in phase with the AC line. These units are
directly adjacent to the lab and therefore the magnetic signal
is large with respect to other noise sources. The feed-forward
routine does not suppress the noise from this source, and in-
stead the noise at 22 Hz is increased. This will be the case with
any signal not phase-locked to the mains signal present during
the initial unlocked measurement. This observation highlights
a limitation of our technique.

In order to test the noise cancellation technique in the
presence of an arbitrary magnetic field signal, a small aux-
iliary Helmholtz coil pair is placed around the cell. The
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FIG. 4. Top; magnetic noise spectra for the unlocked (blue) and free-
running (red) modes. The power under the 50 Hz line and its har-
monics can be seen to be reduced in the feed-forward mode. These
data have been rescaled by the response of the sensor. Bottom; ratio
of unlocked spectral response to that of feed-forward, showing abil-
ity of the feed forward technique to suppress in-phase periodic noise
across the a range of frequencies. In particular the peak at 50 Hz
is suppressed by a factor of 500. Data have been rebinned into 500
logarithmically spaced bins for clarity.

coils are aligned to the axis of maximum sensitivity of the
magnetometer24. A function generator can apply oscillating
currents to the coil at arbitrary frequencies during the feed
forward measurement stage and this can be demodulated in
software to recover the amplitude of the field.

Applying a known, constant amplitude oscillating field at
different frequencies yields the frequency response of the sen-
sor in Figure 5 from which the bandwidth of the sensor can
be inferred to be 520 Hz (-3 dB cut-off). The region up to
100 Hz is flat, and we are able to resolve frequencies close to
the 50 Hz line. This demonstrates part of this scheme’s ad-
vantage over a notch filter, which would necessarily attenuate
signals of interest in its band. It should be noted that the mea-
sured response function has been incorporated into the calcu-
lation of the magnetic noise spectrum in Figure 4.

The response of the sensor in the feed forward mode is seen
to be the same as in the unlocked mode, in Figure 5. This is
as expected, as the feed-forward technique should not change
the response of the sensor, only allow smaller signals to be
resolved. The sensitivity of the device in unlocked and feed-
forward modes is frequency specific. The resonance scan in
Figure 2 has a sensitivity of 2.91 pT/

√
Hz, where sensitivity is

here estimated as the square root of the power spectral density
(PSD):
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FIG. 5. Response of the sensor to applied magnetic fields of a fixed
amplitude. The response rolls off to a -3 dB point of 520 Hz .The
response of the sensor is identical in the unlocked and feed-forward
modes.

Condition RMS Noise (V)
√

PSD (pT/
√

Hz)
Laser blocked, BRF on 1.85×10−4 1.75(19)
Laser blocked, BRF off 2.28×10−4 1.46(75)

Laser on, BRF off 2.9×10−4 2.30(46)
Photon shot noise 6.2×10−6 0.05

TABLE II. Contributions to noise in the sensor arising from primary
noise sources in the experimental setup.

√
PSD =

1√
BW

δB
δX

δX (3)

Where BW is the measured bandwidth of the sensor, δB
δX is

the gradient on resonance and δX is the RMS noise of the po-
larimeter signal after demodulation in the range 60-80 kHz,
the range shown in Fig. 2. This gives an estimate of the mag-
netic noise the atoms are experiencing and transferring to the
laser beam. This sensitivity figure reflects the ability of the
sensor to resolve small changes in the field over a short mea-
surement period of 20 ms. Over longer measurement periods
the ambient magnetic noise contributes significantly.

Table II illustrates contributions to the sensitivity of the sen-
sor as compared to our calculated photon shot-noise sensitiv-
ity. RMS noise was recorded for each condition for a 20 ms
period and the equivalent sensitivity calculated using (3). This
gives an indication of the contribution of optical noise, RF
coils and the DAQ system. This feed-forward technique has
the potential to be scaled to improve the duty cycle. A shorter
unlocked measurement should still yield good noise suppres-
sion for 50 Hz and its main harmonics, and may couple less
low-frequency noise to subsequent measurements.

IV. CONCLUSION

We have presented an experimental feed-forward technique
that achieves suppression of periodic magnetic noise arising
from the mains AC line primary frequency and its harmonics.
The noise reduction is greatest around 50 Hz and 150 Hz, im-
proving the sensor’s ability to resolve magnetic signals around

this frequency band, with an amplitude reduction of 500 and a
noise power reduction of 22 dB in the band of ±5 Hz around
the 50 Hz peak,. The feed-forward mode is effective in track-
ing more closely the ambient periodic noise, as the applied
BRF is closer to the Larmor frequency for longer periods of
time. This effect can be achieved with fast feedback, where
the RF field continuously tracks the Larmor frequency in real-
time. Constraints of our data acquisition system do not allow
for fast enough feedback.

The response of the sensor to applied excitation fields is
identical in the unlocked and feed-forward modes, rolling
off to a bandwidth of 520 Hz, which is compatible with
the pressure-broadened vapor cell used. This feed-forward
scheme is easily implementable in an unshielded system
where large amplitude periodic noise dominates. In its current
form it lends itself to applications that do not require 100%
duty cycle, and those where the signal to be measured is peri-
odic or can be deterministically turned on and off. Although
the results shown here focus on mains AC noise, this tech-
nique is readily implementable in any scenario that presents
periodic magnetic noise. Fetal magnetocardiography provides
a possible example. A fetal magnetocardiac measurement
may in theory be triggered from the mother’s electrocardio-
gram, allowing her heart’s large amplitude magnetic signal to
be suppressed and improving recovery of the fetal heart rate.
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