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Abstract

The motivation behind this research project was to add the capability of mag-
netic field and temperatures sensing using nanodiamonds as an all-optical probe
in biological systems. Fluorescent nanodiamonds are an exciting prospect for use
as an optical sensor within the field of biology. Not only does their small size
(5 nm - 100 nm) allow them allow the targeting of micro-structures and organelles
within single cells, but they have also been shown to be non-cytotoxic. Coupling
these characteristics with optically stable fluorescent defects within the diamond
structure, fluorescent nanodiamond could be used as a long-lived all optical sen-
sor for investigating sub-cellular environments without impacting or impairing
the ordinary function of the cell. The aim of the project was to introduce the
ability to perform optically detected magnetic resonance spectroscopy (ODMR)
measurements of an ensemble of nitrogen-vacancy (NV−) defect centres within
nanodiamond crystals, with the aim of refining the magnetic and temperature
sensing measurement protocols for use in biological systems.

Initial experiments revolved around implementing the well established ODMR
measurement regime for use in our confocal system. In this investigation, I dis-
covered that ring resonators were are suitable for use in our experimental set-up,
as the oil-immersion objective grounded the microwave field generated, limiting
the contrast of the ODMR measurement to under 1% across the region in which
a uniform microwave field is produced. More effective for ODMR spectroscopy
proved to be the combination of the coplanar waveguide and copper micro-wire
antenna for microwave delivery to the sample, regularly resulting in ODMR con-
trast greater than 10%. I also explored the measurement parameters that can ef-
fect the sensitivity of the NV− centres to an static magnetic field. Throughout this
investigation, and optimising the applied excitation and microwave power, I was
able to achieve a maximum DC magnetic field sensitivity of 1.13± 0.04µT/

√
Hz.

In the pursuit of the temperature sensing capability of the NV− centre, I
attempted to perform ODMR measurements using the Oko-Labs 301-H temper-
ature stage. The stage was incompatible with our measurements owing to the
large sample drift observed when the stage was in operation. This drove the de-
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velopment of an ODMR with Referencing measurement scheme that allowed us
to compensate for the effects of measurement drift across an experiment. This
measurement technique proved to be very powerful and was able to allow for
accurate determination of the resonant microwave frequency of the NV− centre
even when faced with 15% loss in fluorescent signal due to drift across the ODMR
spectra. Further development of the NV− thermometry protocol was made with
the introduction of a multi-point measurement scheme that had been outlined
in literature. The introduction of this measurement scheme still allowed for the
measurement of temperature using the ODMR spectra from an NV− ensemble,
despite using just four applied microwave frequencies. In the absence of a suit-
able environment chamber, I developed a measurement protocol to simulate the
effects of a temperature change on the measured ODMR spectra of the NV cen-
tre. With this measurement protocol, I was able to compare and contrast three
different multi-point ODMR thermometry analysis schemes that had been pre-
sented in literature.

Finally, I was able to test the ODMRmeasurement protocols developed through-
out this project on nanodiamonds inside Macrophage and THP1 cells. In these
experiments I showed that our confocal system is capable of measure the effect
of an applied magnetic field and simulated temperature change on the ODMR
spectra of a nanodiamond embedded within biological material. In the case of the
simulated temperature change experiments, we were able to determine that the
measurement scheme first presented by Fujiwara et al in [1] is the most effective
measurement scheme for monitoring temperature changes using our measurement
system and biological samples.
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Chapter 1

Introduction

The development of the field of bio-physics is an excellent example of the multi-

disciplinary nature of modern science. The cross-over between the knowledge

already held by the two separate fields of biology and physics has been brought

together to advance the understanding of biological systems. An excellent ex-

ample of this synergy between biology and physics is the rapid development of a

host of new microscopy techniques that enable the imaging of biological processes

in previously undreamed of detail and precision [5]. Through collaborations with

biologists, those working in the field of microscopy have managed to develop sys-

tems from the simple table top microscopes developed in the early 1600’s which

were able to see down only to the single cell level [6], to developing fluorescent

imaging systems such as confocal microscopy, which is able to achieve diffraction

limited imaging (≈ 200 nm × 200 nm laterally) of cellular structure that have

been labelled with a fluorescent marker [7, 8]. These advancements have allowed

researchers to investigate of the growth of dendrites in neural networks, offer-

ing insight into the development of neural pathways over time [9]. Indeed the

search for the perfect image has pushed the imaging capability of microscopy

further to beat the optical diffraction limit [10, 11, 12, 13]. Techniques such as

photo-activated localisation microscopy (PALM), stochastic optical reconstruc-

tion microscopy (STORM) and super-resolution radial fluctuation (SRRF) mi-
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croscopy all use computational methods to localise the emitters to a resolution

of 10’s of nanometers [11, 12, 13]. Other techniques such as stimulated emission

depletion (STED) microscopy and reversible switchable optical fluorescence tran-

sition (RESOLFT) microscopy rely on stimulated emission depletion to beat the

diffraction limit and have a resolution that is only limited by the laser power used

during imaging [10, 14].

With the development of new imaging techniques are developed and the ap-

plications for the technology expands, new challenges arise that need to be ad-

dressed. One such challenge is the choice of fluorescent probe used for imaging

[15]. Selection of the most appropriate fluorescent probe is a fundamental com-

ponent of biological imaging as it dictates the ability to target specific biological

structures within a sample [16] and the probe may also encode functional informa-

tion on the state of the biological environment through e.g. emission brightness

or wavelength [17]. In addition, there are number of other properties that need

to be considered when selecting a fluorescent label for biological imaging, such

as:

• Absorption spectra: The probe used must be compatible with the excitation

wavelength(s) available from the imaging system.

• Emission spectra: The wavelength emitted by the fluorescent probe must

be compatible with the detection properties of the microscope used.

• Labelling mechanism: There are many different techniques that can be

used for the labelling of a sample for fluorescent imaging. Expression of

green fluorescent protein (GFP) [18], anti-body labelling [19] and DNA-

labelling [20] are all examples of labelling techniques that are used routinely

in modern biology, other techniques also find regular use depending on the

system under study.
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• Photo-stability: Having a fluorescent probe that has a stable emission spec-

tra and emission intensity under optical excitation allows for long-term

imaging of a sample [21]

• Photo-bleaching: As a result of chemical changes that occur during imaging,

many fluorescent probes “bleach” under excitation from an excitation laser

and stop emitting, meaning the sample can no longer be imaged using

fluorescence microscopy [22].

• Cytotoxicity: Some biological probes, such as quantum dots[23] and GFP

[24] have been shown to be toxic to biological material. This poses a prob-

lems when investigating live-cell systems as the cell may be stressed due

to the presence of the probe in the cell body and, therefore, not behaving

naturally, but is instead responding to the toxic effects of the fluorescent

probe.

• Phototoxicity: While not specifically related to the probes used in imaging,

cells can be stressed to the point of cell death when under illumination

from a laser [25]. The relative brightness of a given fluorophore needs to

be considered when selecting a probe for imaging. With a relatively bright

fluorescent probe, the laser power required to recover an image with good

signal to noise can be kept to a minimum [26].

In this work, I investigated the use of fluorescent nanodiamonds (NDs) as op-

tical fluorophores for biological imaging and the sensing of biologically generated

magnetic fields and temperature changes within living samples. Nanodiamonds

are fluorescent as a result of optically active crystallographic defects within their

atomic lattice [27]. The atomic defect of interest for this research project was

the negatively charged nitrogen-vacancy (NV−) centre in diamond [28]. Address-

ing the considerations as outlined above for choice of fluorophore, nanodiamonds

containing NV− centres:
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• Have a single photon absorption spectra ranging from 425 nm to 650 nm

[28].

• An emission spectra that ranges from 637 nm to 800 nm [28]. This emission

range is the result of the vibronic transitions that can occur within a solid-

state emitter, such as the NV− centre as a result of interactions between

lattice phonons and the defect centre itself [29].

• Fluorescent nanodiamonds have been used to label targeted structures within

live-cell using anti-body labelling [30]. Antibody labelled ND are now avail-

able to buy commercially.

• The fluorescence emission from the NV centre is extremely stable and, as it

is a crystallographic defect, does not bleach, so can be continually imaged

without losing any of its fluorescence intensity [31].

• Nanodiamond have also been shown to be non-cytotoxic [32].

Taking into account all of the properties outlined here, it is clear that nanodia-

monds hold a lot of promise as a fluorescent probe for biological imaging. The

NV− centre is also of particular interest in this project as it has been used to mon-

itor the magnetic fields generated by biological samples [33, 34], and has been

used as a temperature probe for monitoring the response of live-cells as they are

exposed to different stimuli [35, 1]. With the combination of the properties of

the fluorescent nanodiamonds containing the NV− centre, NDs is an interesting

material as an in vivo probe for both long-term biological imaging and sensing.

The aim of this project has been to implement an experimental protocol called

optically detected magnetic resonance spectroscopy (ODMR) to measure both

magnetic fields and temperature changes using nanodiamonds located within bi-

ological specimen [36, 37].
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To assess the effectiveness of the nanodiamond probes for magnetic and tem-

perature field sensing, we will need to compare the sensitivity that we are able

to achieve with that reported for current existing technologies. In the case of

magnetometry, one of the possible applications for nanodiamond sensing would

be to measure the strength of the magnetic field generated by a firing neuron [34].

Current technologies used for such measurements are devices based on supercon-

ducting quantum interference devices (SQUIDS) [38] and atomic vapour cells [39].

Both of these techniques offer a magnetic sensitivity for the practical measure-

ment of the magnetic fields produced by a neuron of < 10 fT/
√
Hz [38, 40]. In the

case of SQUIDs, the limiting factor for the sensitivity of the device, is limited to

the distance between the sample and the device owing to the need to operate at

cryogenic temperatures to maintain the conditions for superconductivity within

the detectors [41]. Both detectors are also limited in spatial resolution to the

order of a few millimetres as a result of the size of the sensor heads [40, 38]. One

of the benefits that of the application of nanodiamonds for biological sensing is

the high spatial resolution of the nanodiamond crystals. By employing a confocal

microscope system, and labelling the surface of neurons for imaging, we would

have a high spatial resolution sensor that is directly in contact with the source

of the magnetic field generation [42]. For a single NV− centre in diamond, the

maximum magnetic sensitivity has been calculated to be 3 nT/
√
Hz [43]. The

sensitivity of the NV− based magnetometer increases with the square root of the

number of sensors used for the measurement [44]. In this work, I have focused on

the use of NV− ensembles within nanodiamond crystals (diameter >100 nm) to

monitor magnetic fields generated by living organisms. Such experiments have

already been performed using NV− centres within bulk diamond, in which the

action potential from a marine fanworm Myxicola infundibulum was measured

at 3 nT, following the averaging of 600 measurements performed on the same

neuron [34]. This is a technique that could be used alongside currently existing
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fluorophores, such as GCaMP, that are currently used to monitor the activity of

active neurons [45].

Many methods have been explored for sub-cellular temperature measurement

and are well reported in the review article by Okabe et al [46]. Two examples

of in vivo temperature probes that have been used previously are Quantum Dots

[47] and gold nano-clusters [17]. In each case, the researchers were able to achieve

sub-kelvin temperature sensitivity, however each probe does have an associated

drawback with the measurement. In the case of the Quantum Dots, tempera-

ture sensing was achieved by monitoring fluctuations in the fluorescence emission

spectra from the fluorophore as a temperature change was applied [47]. In the

case of the gold nano-clusters, the fluorescence life-time of the nano-clusters was

monitored as temperature changes were applied to the sample [17]. The difficulty

associated with this temperature sensing method is that the effect of temper-

ature on the fluorescence life-time of the nano-clusters was strongly dependent

on the media within which the nano-clusters were embedded [17]. To effectively

use gold nano-clusters for temperature sensing in live-cell systems, one would

need to have a calibration dataset to compare the results against to accurately

measure temperature changes in the system [17]. The first identification of the

NV− centre for use in thermometry was in 2010, when Acosta et al quantified the

temperature dependence of the spin-state transition energies that are monitored

during ODMR measurements (see section 3.6). This emerging technology is al-

ready being used to monitor temperature changes that occur in micro-electronics

[4], as well as monitoring temperature changes within live organisms [35, 1]. The

sensitivity reported from these experiments is 1.4K/
√
Hz [1], with measurement

errors reportedly as low as 0.5K [4]. One of the benefit of using diamonds for tem-

perature sensing experiments it’s thermal conductivity. Diamond has the highest

thermal conductivity of any material currently known to science [48], ensuring
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fast thermal equilibrium through the crystal as soon as a temperature change

occurs. NV− thermometry using nanodiamond probes has been reported by Fu-

jiwara et al in their paper published in 2020, in which the temperature change

within C. elegans worms was monitored as chemical stimulants were added to

their local environment [1]. In this work, the group observed an internal temper-

ature change of up to 8◦C over the course of these experiments [1]. From these

results, we can see that it is desirable to be able resolve temperature changes on

a sub-kelvin scale when performing in vivo thermomety experiments.

With the properties outlined above, fluorescent nanodiamond (FND) is a

probe that could potentially offer us the chance to observe and investigate the

further the temperature dynamics and magnetic field generation within live cell

systems beyond that which we have previously seen [31]. With FNDs being both

biocompatible and fluorescent, these nanocrystals offer the chance for investiga-

tors to insert an optical probe into a live biological sample of interest without

impairment of the normal operational cell dynamics. This is something that is

rarely achieved with traditional fluorophores that have been shown to be cyto-

toxic to cells [24]. In addition, FNDs also offer the opportunity to monitor both

changes in temperature and magnetic fields within a single cell organism with a

spatial resolution limited only by the microscopy technique that is used [49]. The

focus of this research was to investigate and implement measurement techniques

to use NV− ensembles in nanodiamond crystals to monitor magnetic fields and

temperature gradients within live cells.

1.1 Thesis Structure

Following this introduction, the thesis is organised into the following chapters:

Chapter 2: The Microscope. Here I will give an overview of the bespoke
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adaptive-optics enhanced microscope. One of the defining characteristics of this

microscope is the ability to remove sample induced aberration using adaptive op-

tics [2]. We have made use of a deformable mirror within the confocal microscope,

I have reported on the calibration of the deformable mirror and demonstrated its

use improving the quality of the point spread function of the microscope following

a realignment of the system.

Chapter 3: ODMR Development. In this chapter I outline the implemen-

tation and development of a protocol for optically detected magnetic resonance

spectroscopy. The topics discussed here are:

• An overview of the nitrogen-vacancy centre and concepts behind ODMR.

• The characterisation and performance assessment of two different microwave

delivery methods.

• The implementation and development of the ODMR techniques used through-

out this work.

• An overview of the parameters that can affect the sensitivity of NV mag-

netometry/thermomerty.

Chapter 4: Towards ODMR for Biosensing. Here I discuss the devel-

opment of ODMR measurement procedures that are specifically designed for use

in biological systems. Included within this chapter is a discussion of:

• The application of adaptive-optics for ODMR measurements.

• The introduction of a multi-point ODMR protocol for temperature sensing.

• The development of a simulated temperature sensing protocol.
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• The assessment of three different ODMR temperature sensing analysis pro-

tocols against the same experimental dataset.

Chapter 5: ODMR in Fixed Cells. In Chapter 5, I report the use of

the ODMR spectroscopy to measure strength of an applied magnetic field and a

simulated temperature change using nanodiamonds embedded within the body of

a fixed cell. Through our partnership with the Centre for Inflammation Research

at Edinburgh University, we were able to obtain samples of fixed immune cells

that have had nanodiamonds incorporated into the cell body. In this portion of

the thesis I assess the performance of the developed magnetic and temperature

sensing algorithms developed as applied to the biological systems of macrophage

and THP1 cells. The strengths and weaknesses of the experimental regimes used

in this work are identified and suggestions are made for how the sensitivity of the

measurements could be improved.

Conclusions: In the conclusions chapter I will summarise the work that has

been presented in this thesis. This chapter will be broken-up into three distinct

sections to highlight:

• The upgrades made to the confocal microscope.

• The development of the sample preparation routine.

• The creation of an ODMR protocol for bio-sensing.

Future Work: Finally I will discuss the opportunities for future investi-

gations that exist for this project. This chapter will be targeted at both the

applications of the further development of the microscope itself and the possible

applications of the temperature and magnetic field sensing capabilities that have

been outlined previously in the Thesis.
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The Microscope

2.1 Confocal Microscopy

In this body of work, I have made use of a confocal microscope system. Confocal

microscopy is a well established technique [8, 50] and has been used extensively for

ODMR measurements to investigate the properties of the NV− centre [36, 51, 52,

53]. The confocal microscope was first designed and built by Marvin Minsky in

the 1950’s [54]. Minsky designed this confocal microscope to combat the problem

of out of focus light reaching the detector when imaging through any extended

biological structure, such as neural networks, which affected the image contrast

of the wide-field imaging systems available at the time [54]. Optical sectioning

was achieved by positioning an optical pinhole in the conjugate imaging plane for

both the excitation and detection paths of the microscope [8]. The positioning of

the pinholes within the optical path of the microscope are chosen such that:

• The excitation of the sample is confined to a small volume within the sam-

ple.

• Any out-of-focus light from the excitation of fluorophores within the cone

of illumination is rejected by the detection pinhole [54].

The combination of these two pinholes in the system result in increased spatial

10



Chapter 2. The Microscope

resolution from the confocal arm, with a
√
2 improvement over an equivalent wide-

field imaging system [55]. What really sets confocal microscopy apart from wide-

field microscopy, however, is the optical sectioning capability of the microscope

[8]. With the ability to reject out of focus light, confocal microscopes can be

used to construct a 3D volumetric image of a specimen under study [56, 57, 58].

The size of the pinhole used in confocal microscopy is an important factor in the

imaging capability of the microscope. For optimal performance, the radius of the

pinhole is usually chosen to be the size of an Airy unit. An Airy unit is defined

as a radius of the first minima of the diffraction pattern from imaging a point

source and is defined as:

rAiry = 0.61
λ

NA
(2.1)

In which, λ is the wavelength of the fluorescent light and NA is the numerical

aperture of the microscope objective [59]. The NA of the objective is given by:

NA = n sin θ, (2.2)

In n is the refractive index of the sample, and θ is the half angle of the cone

of illumination from the objective lens [8].

If the pinhole is chosen to be smaller than the size of the first airy disk, then a

modest increase in the imaging resolution limit of the microscope is observed, this

comes at the expense of the photon flux observed, which can result in increased

imaging times to retain the same signal to noise ratio of the image [55]. Con-

versely, for a specimen of study that has a low signal to noise ratio, the pinhole

could be made larger than the airy unit, however, this comes at a detriment of

image resolution [8]. As the pinhole size in increased, the resolution limit of the

microscope tends towards that of the wide-field imaging systems, with a degra-
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dation of the optical sectioning capability of the confocal system.

Confocal microscopes are considered as a point-scanning systems. This means

that in order to build up a complete image of a sample, either: the beam is scanned

across the sample or the sample is scanned relative to a fixed beam position [54].

The spatial resolution of the microscope is defined by the following equations:

∆r = 0.4
λ

NA
(2.3)

∆z = 1.4
nλ

NA2
(2.4)

In which, ∆r and ∆z are the lateral and axial resolution limits for the micro-

scope respectively, λ is the mean value of both the illumination and the emission

wavelengths, n is the refractive index of the immersion media and NA is the

numerical aperture of the objective lens [8].

In a confocal system using visible wavelengths for excitation, the diffraction

limited resolution of the imaging system is: ∆r≈ 200 nm and ∆z≈ 600 nm. With

the advancements in the design of objective lenses, chromatic aberration can be

removed as a source of aberration limiting image resolution. This leaves opti-

cal misalignment and the summation of the optical tolerances across all optical

components as the primary source of residual aberration (e.g. astigmatism from

dichroic mirrors) [59].

We have chosen to use the confocal imaging system for several reasons:

• The optical sectioning ability allows the microscope to be used for 3D imag-

ing of biological samples labelled with optical fluorophores. It would not be

possible to extract the same level of detail using a wide-field imaging system,
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without implementing other technologies, such as: Light sheet microscopy

[60], spinning disk [61] or computational super-resolution techniques [11].

• The single point detection scheme in confocal imaging is compatible with

well documented ODMR experimental protocols [36, 51, 52, 53]. This is

important as the research group had not attempted ODMR experiments

at the time of my project starting. Using a system that had been shown

to be compatible with the ODMR measurement protocol simplified the

development of the initial ODMR protocols.

2.2 Building a Microscope for Biological

Sensing

A schematic of the bespoke adaptive optics enhanced confocal microscope system

used in this work can be seen in figure 2.1. The microscope was designed and

built with the imaging of nanodiamonds embedded within biological material as

its primary purpose. The microscope is equipped with three excitation lasers

with wavelengths of 488 nm, 532 nm and 640nm, these are commonly used wave-

lengths for imaging traditional fluorophores used in biological imaging, such as:

GFP [62], fluorescent dyes [63, 64] and quantum dots [65]. The three excitation

lasers are all co-aligned in the common path of the microscope allowing for multi-

wavelength imaging of cells.

In the bottom left hand corner of the figure 2.1, we can see the coupling of

the three excitation lasers into the common path of the microscope system. The

power of the excitation lasers coupled into the microscope system is controlled by

either: polarisation-based attenuation (Green), a variable neutral density filter

(Blue) or by adjusting the alignment of the fibre coupling pinhole relative to the
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optical axis (Red). The excitation lasers are coupled into the common path of

the microscope via single mode optical fibres. The lasers are then guided into

the common path of the microscope using a series of turning mirrors and dichroic

mirrors. Once in the common path, a 20 times beam expander is used to ex-

pand the excitation beams to overfill the aperture of the deformable mirror. By

overfilling the DM aperture, we ensure that we are able to use the full area of

the mirror for aberration correction, allowing for higher order corrections to be

made. It also allows us to ensure that we are filling the back-aperture of the mi-

croscope, and therefore utilising the full numerical aperture (NA) of the objective.

The excitation laser is centred on a fast-steering mirror (FSM) used to scan

the laser focal spot across the sample. The total scan range available from the

FSM is 40µm by 40µm across the sample. It is theoretically possible, using the

FSM, to achieve a scan area four times this size; however, the functional limits

of the FSM mean that it over-heated/stopped responding when when larger scan

areas were trialled. The excitation laser is then focused down onto the sample

through an 60x, 1.35NA, infinity corrected, oil immersion objective (Olympus

UPLSAPO60XO). Samples were brought into the focus of the objective by a

movable sample stage and can also be illuminated in transmission mode by a

high powered Thorlabs white-light LED (SOLIS-3C). Light from the sample is

passed back through the common path of the microscope, with 10% of the light

being picked off in the diagnostic channel via the 90:10 beam splitter. Within the

diagnostic channel, we have a wide-field imaging arm, the Shack-Hartmann wave-

front sensor (not used in this work) and a single pixel detection port. The single

pixel detected in the diagnostic channel was aligned in such a way as to have a

collection volume of 5µm× 5 µm. This channel was co-aligned with the confocal

imaging channel, and was used to check to see if there were any aberrations in

the optical system between the deformable mirror and the confocal pinhole which
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could affect the quality of imaging from the microscope.

The wide-field imaging arm was used to bring the samples into the focus of

the objective. A Thorlabs DDC camera was used to monitor the back-lit sam-

ple as the sample stage moved into position. The imaging plane of the camera

was co-aligned with the focus of both the confocal and wide-field detection chan-

nels, so when the sample came into focus on the wide-field camera, it was in (or

close to) focus for the whole of the microscope system. During confocal imaging,

the fluorescent light passes through the common path of the microscope and is

imaged by single photon avalanche detector (SPAD) operating in Geiger mode.

Depending on the sample under study the fluorescent signal is detected either

through “Channel 1”, used for nanodiamond imaging, or the green fluorescent

protein (GFP) detection channel. The microscope is due to be upgraded to allow

for STED imaging in the near future. The optical path has been designed and

the components are on the table however due to time constraints has yet to be

implemented.

2.3 Adaptive Optics

Optical aberrations have been the bane of deep tissue biological imaging for a

number of years [66, 67]. In confocal microscopy the introduction of aberrations

from microscope misalignment, or more commonly refractive index mismatch

between the sample and the objective can degrade image quality [2, 68]. As a

research group, we define “deep tissue imaging” as: the depth of imaging in which

the sample induced aberration reduces the detected imaging signal to 80% of that

which would be achieved in aberration free environment. Deep tissue imaging, as

we have defined it, is sample dependent. The metric used to define the quality of
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Figure 2.1: A schematic of the full AO STED microscope system. At the time of
writing, the depletion arm is not yet operational.
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imaging through optically complex samples is called the Strehl ratio, and will be

defined in greater detail later in this chapter (section 2.7.1).

The point spread function (PSF) of a microscope is the diffraction pattern

of the light observed from a point-like emitter. In microscopy, this a point-like

emitter generally a fluorescent object that is smaller than the resolution limit of

the microscope configuration used, e.g: quantum dots, nanodiamonds. [68] When

performing deep tissue imaging on a biological sample, the wavefront of the exci-

tation laser can experience phase changes due to the change in the optical path

length the light experiences as it passes through various refractive index changes

within the biological material [69]. This is also true for any emission from an

excited fluorophore being imaged, resulting in a distortion of the microscope PSF

[68]. In confocal microscopy, degradation of the microscope focal spot affects the

optical sectioning capabilities of a confocal system, which, in turn, the reduces the

lateral and axial resolution of the microscope, effecting the quality of the image

produced [2]. Deformation of the focal spot of the confocal system also affects

the signal-to-noise ratio of the image as the photon flux from the excitation laser

is spread over a larger area [69]. This results in more out-of-plane excitation of

fluorphores in the specimen, the light from which is rejected by the optical pin-

holes. The reduction in the signal to noise of the image due to aberrations can

be compensated for by an increase in applied laser power; however, this runs the

risk of photo-toxic effects changing the behaviour of the biological system under

study [70].

A further problem when imaging biological samples is that the magnitude of

induced aberrations can vary significantly between cells within the same sample

and even vary across the structure of a single cell [71, 72]. Therefore it is difficult

to mitigate for sample aberrations in conventional microscope design given that
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the aberrations are liable to change, potentially over time scales as short as tens

of seconds for live-cell imaging [69].

One solution for correcting for the aberrations induced when imaging through

optically complex material is to use adaptive optics [2]. The concept for adaptive

optics (AO) was first introduced in astronomy for correcting for aberrations in-

duced by atmospheric turbulence by Babcock et al [73]. In this paper, Babcock

discussed the use of actuators to control the shape of a reflective membrane to

correct for the effects of a turbulent atmosphere when imaging stars. It was just

over thirty years later Hardy et al reported the first use of a deformable mirror to

actively compensate, in real time, for image aberration induced by atmospheric

turbulence [74]. This technology has since been utilised in the early 2000’s by

Booth et al to show that aberration correction can be carried out in a confocal

microscope using a deformable mirror [2]. The group developed a method of

measuring the magnitude of an aberrating mode in a biological sample and used

a deformable mirror to remove the aberration from the image. The results of the

aberration correction are shown in the paper (reproduced in figure 2.2) and the

sharpness and level of observable detail in the corrected image are highlighted

as the aberrations are corrected for [2]. The aberration correction applied when

using a deformable mirror is the result of changes in phase across the incident

beam wavefront only, it does not correct for chromatic aberration, polarisation

mixing or light lost due to scattering [75].

Aberration modes such as Coma and Astigmatism are well modelled by the

Zernike polynomials [76]. The Zernike polynomials are described by the following

equations:

Zi(ρ, θ) =


√
2(n+ 1) Rm

n (ρ) G
m(θ) m ̸= 0

R0
n(ρ) m = 0

(2.5)
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Figure 2.2: An example of confocal images of a section of mouse intestine that
has been labelled with a fluorescent probe, both with and without aberration cor-
rection applied. The application of aberration correction has resulted in greater
image contrast and produced a sharper imaging than before the correction was
applied. This figure is from the a paper by Booth et al, [2]. Copyright (2002)
National Academy of Science. U.S.A.
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Figure 2.3: A model of the Zernike modes 2 - 21 within a unit circle. Modes
Z5 and Z6 are the primary astigmatism modes, Z7 and Z8 represent the modes
corresponding to coma, and Z11 represents primary spherical aberration. Script
used for this figure provided by Dr Brian Patton.

In which, Rm
n (ρ) is a function describing the radial component of the mode

(radial distance = ρ). The value of ρ is bound between 0 and 1, inclusive. Gm(θ) is

a function dependent on the azimuthal component (θ). m and n are non-negative

integers [77]. These functions are defined by the following:

Rm
n (ρ) =

n−m
2∑

k=0

(−1)k(n− k)!

k!
(
n+m
2

− k
)
!
(
n−m
2

− k
)
!
ρn−2k (2.6)

Gm(θ) =

sin(mθ) i is odd

cos(mθ) i is even

(2.7)

A computational model of Zernike modes 2 - 21 can be seen in figure 2.3.

Mode 1 has been ignored in this figure as the phase across the unitary pupil is

constant [77].

Any arbitrary wavefront can be described by a series summation of weighted
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normalised Zernike modes across a unit circle [78]. In aberration correction, the

summation of these terms can be used to describe the optical aberrations which

can be induced when imaging through optically complex material [78]. This is

significant when trying to implement aberration correction using adaptive optics

as the Zernike modes provide an orthogonal basis to describe the aberration

modes [78].

2.4 Adaptive Optics in Our System

In this work, we make use of a deformable mirror (DM) for aberration correction.

The DM used within our microscope system is a Mirao 52-e deformable mirror.

The deformable mirror is made from a continuous flexible reflective membrane

whose shape is controlled by 52 actuators corresponding to 52 degrees of freedom

for correction, resulting in a maximum of 52 possible control modes for any given

basis. The maximum stroke of these actuators is ± 25 µm, however, the total

available stroke for correction may be limited depending on the positioning of the

surrounding actuators. I worked alongside both Dr Brian Patton and Dr Graeme

Johnstone to install the Mirao mirror within the microscope system following the

failure of a previous deformable mirror used in the system. The DM was posi-

tioned in the common path of the microscope and imaged to the back aperture

of the microscope objective (see figure 2.1). This allowed for aberration correc-

tion of both the excitation and detection arms of the microscope and optimal

performance from the DM [69].
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2.5 Aberration Correction using a Deformable

Mirror

To correct for aberration in an optical system using a deformable mirror, one

needs to be able to monitor the effect of any changes in mirror shape to the

image and reliably control the shape of the mirror[71].

2.5.1 Monitoring Aberration Correction

There are two reported modalities for measuring the aberration induced when

imaging in biological material: sensor or sensorless measurement. Using a wave-

front sensor, such as a Shack-Hartmann sensor, is one way of directly measuring

aberration in an imaging system using a point source within biological material,

the principles of this measurement technique are explained in [79]. This will

not be explored further in this thesis as the Shack-Hartmann (SH) sensor in

our system was never used for adaptive correction of sample induced aberrations

throughout this project.

Throughout this project, we have made use of a sensorless aberration cor-

rection methodology. The principle of the sensorless measurement regime used

throughout this project has been based upon the maximisation of the fluores-

cent signal observed from point-like nanodiamond emitters over a 2D lateral scan

around the diamond of interest [71]. The basic principle for the correction tech-

nique is shown in figure 2.4. One of the aberrations (Zernike modes) is selected

for correction, eg: Vertical Astigmatism (Zernike mode 5 in figure 2.3), the mag-

nitude of the applied mode is then scanned in discrete steps between an upper and

lower bound chosen by the user. For each change in the shape of the deformable

mirror, a 2D scan is recorded to assess the affect that the applied aberration

has on the image quality using a chosen quality metric. The quality metric is

chosen so that the applied aberration will tend towards a maximum value as the
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image correction improves. A quadratic or Gaussian lineshape can then be fitted

to the quality metric values plotted against aberration magnitude to extract the

optimum amount of the selected Zernike mode to achieve the maximum image

quality [3]. The quality metrics that have been used throughout this study are:

• Sum of intensities: This metric is used to identify the aberration mode

that maximised the overall sum of intensities recorded for each pixel in the

image.

• Sum of intensities squared: Each pixel value in the image is squared and

then summed together. The optimisation routine then looks to maximise

this value for each of the applied aberration correction modes.

• 10% cut-off: This metric uses the sum of the top 10% of pixel values in

an image to optimise the image quality.

This process is then applied to each of the aberration correction modes selected to

to improve image quality. One of the drawbacks from this correction technique is

that it can only be applied to one aberration mode at a time, so can be quite time

consuming depending on the number of aberration modes chosen for correction.

The process of sensorless aberration is slower overall than using a Shack-

Hartmann sensor for the implementation of adaptive optics. In our system, how-

ever, it makes more sense to implement sensorless AO control as the detector

used for the measurement is the same SPAD that is used for imaging and ODMR

experiments. Therefore there is no need to syphon off additional fluorescent sig-

nal from the main detection path in order to perform aberration correction, as

would be the case if we were to use a Shack-Hartmann sensor in the microscope

system. In a feasibility study for the equipment that we had to hand, we tried to

monitor the aberration in the microscope system using a nanodiamond sample.

We found that the 10% of detected signal from the nanodiamonds that is directed

towards the diagnostic (wide-field) arm of the microscope was not enough for the
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Figure 2.4: A representation of the sensorless aberration correction technique
used to improve the image quality by removing the effects of sample induced
aberration. This figure is taken from a 2015 paper from Burke et al. Reprinted
with permission from [3] © The Optical Society
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Shack-Hartmann sensor to be used to detect aberration in the system. This was

a measurement performed during the re-alignment of the microscope following

the installation of the Mirao deformable mirror using a nanodimaond sample. No

further investigation of this result was performed as this was beyond the scope

of the research project. We suggest that with a more sensitive SH sensor in the

system, or a brighter fluorophore, it might be possible to implement aberration

correction using a sensor-based correction system, taking advantage of the fact

that the emission from fluorescent nanodiamonds can be considered to occur from

a sparse set of sub-diffraction sized particles [79].

2.5.2 DM Calibration

As described above, in order to reliably perform aberration correction using a

deformable mirror, one needs to determine the control matrix for the device [71].

The control matrix is a 2D matrix that represent the control signals that are

required to generate known deformations to the shape of the mirror. The control

matrix can be thought of as containing the description of the Zernike mode shape

of the mirror in one dimension, and the control signals required to generate the

mode shape on the mirror surface on the other [80]. To calculate the control

matrix for our deformable mirror, Dr. Patton, Dr. Johnstone and I used the

method and software described by Antonello et al in [81]. To implement this

method we first had to position the deformable mirror in the correct place in the

optical path of the microscope. Tracing back from the objective, we had to make

sure that the deformable mirror was in the focal plane of the 4F system of lenses

5 and 6 in figure 2.1. This was to make sure that any beam scanning performed

by the resonant scanner did not result in a movement of the beam across the

deformable membrane. The resonant scanner was in turn positioned in the focal

plane of the 4F system of lenses 3 and 4 to ensure that any movement of the fast
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steering mirror (FSM) did not result in a misalignment of the microscope. Once

the DM’s position on the table was found and the microscope system aligned, we

were able to start the process of calibrating the DM.

For calibration, Dr. Patton and I build an interferometer that now sits on the

optical table permanently (with the exception of 1 turning mirror). The interfer-

ometer design was adapted from the design shown in [81] to be compatible with

our experimental set-up. During the construction of the interferometer, we made

use of an home built autocollimator. This was extremely useful when locating

the correct lens positions to ensure that the light remained collimated when tra-

vailing through the interferometer. We recommend the following video as a first

introduction to the autocollimator [82]. This is the most useful source that we

have found for describing the function of the autocollimator and is a comprehen-

sive guide to the construction of the alignment tool.

Following the construction of the interferometer, we then used the software

developed by Antonello et al to calibrate the DM’s control matrix. This was

done by analysing the interferometric pattern produced when the voltage applied

(control signal) to a single actuator of the DM was changed. This introduced a

phase change to the wavefront of the calibration laser, which was then extracted

from the interferogram [81]. In this process, the magnitude of the control signal

applied to each actuator moved the actuator across 10% of its total travel range

in 5 discrete steps. The phase change for each actuator movement is extracted

by Fourier-based fringe analysis, this extracts the phase change introduced. The

wrapped phase is then calculated (Phase changes bound between either: −π and

π or 0 to 2π) to extract a vector containing the coefficients of each of the control

modes in the basis needed to recreate the phase change from the tested actuator.

If we use singular value decomposition to analyse the results of the evaluation of
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the interferometric data, one can determine the shapes the mirror can reproduce

with high fidelity for a given control input [81]. To compute the control matrix for

the DM in terms of the shapes of the Zernike polynomials, one needs to consider

the phase change produced by the DM in terms of a linear summation of Zernike

modes. Through this process, we are able to create a matrix H which has the

dimensions (Nz × Na) in which Na is the number of actuators used to control

the DM, and Nz is the number of Zernike modes used to model the shape of the

mirror, this is chosen so that Nz > Na, to ensure the influence function (mirror

shape change as a function of input voltage) is well described by the number of

modes used [81]. The control matrix (C) used to generate Zernike modes for a

given input signal across many actuators can be found from the pseudo-inverse

of the matrix H [81].

u = Ĉz (2.8)


u1

u2

...

uNa

 =


C1,1 ... C1,Na

C2,1 ... C2,Na

...
. . .

...

CNz ,1 ... CNz ,Na




z1

z2
...

zNz

 (2.9)

Through this process, we were able to generate a control matrix for the Mirao

DM that we were using for aberration correction in our system. The magnitude

for a given Zernike mode generated by the DM is given as a unit, which is defined

as the amplitude of an applied Zernike mode that would create a root-mean-

square (RMS) phase change across the surface of the mirror of 1 radian [80].
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2.6 Aberration Correction in Action

To test the effectiveness of the DM for aberration correction, I wanted to directly

image the point spread function of the microscope. The PSF of a microscope

is the image formed from a fluorescent point-like emitter. To image the PSF of

the confocal microscope, I therefore needed to image an optical probe that was

smaller than the diffraction limit of the microscope. From equations 2.3 and 2.4,

we recover than the diffraction limited spot would be (207 nm, 207 nm, 725 nm)

(in the Cartesian coordinate system, with ∆R=∆x=∆y, for a circular focal

spot.) assuming a mean fluorescent emission wavelength of 700 nm [8]. I made

use of a 70 nm diamond sample as an optical fluorophore for direct imaging of

the confocal microscope PSF.

In figure 2.5, the improvement to the quality of the PSF can be seen as a

result of the influence of the deformable mirror. Figure 2.5a shows the PSF of

the microscope without any aberration correction. The scan range was (3 µm,

3 µm, 10 µm) in the lateral and axial directions respectively. The voxel size for

these images was (100 nm, 100 nm, 200 nm) and was recorded with a 1.5ms dwell

time per pixel. To allow for direct comparison with the corrected image, the

PSF measurement has been cropped to have the same scan range dimensions as

figure 2.5b. No additional information was lost in this process. The coma that

was present in the confocal system can most clearly be seen in the x-z scan in

the bottom right hand side of the figure . Fitting a Gaussian curve to each of

these plots and measuring the FWHM of the curve, it is possible to determine the

resolution of the microscope from these images. From this analysis I obtained a

resolution of: (270nm, 270nm, 1010nm). After applying the aberration correction

protocol outlined in 2.5 we can see the corrected PSF in figure 2.5b. The coma

in the image has been all but completely removed from the image, this allowed
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me to reduce the size of the scan use to record this PSF measurement to (3µm,

3 µm, 5 µm) with a voxel size of (100 nm, 100 nm, 100 nm) and a pixel dwell

time of 1.5ms. If we look at the scale bar for these images, we also see that

the maximum fluorescent signal from the nanodiamond has increased by almost

double with the aberration correction. Using the Gaussian fitting algorithm on

the corrected PSF, we obtain a resolution of (210nm, 270nm, 760nm). As a result

of the correction, there has been a 25% improvement in the axial resolution of

the microscope. There is also a slight improvement to the lateral resolution in

one direction (x) as a result of removing the coma in the system. The lateral

asymmetry in the corrected PSF is likely the result of some residual coma in

the system. This correction routine was used to determine the DM “flat” mirror

shape following a realignment of the microscope. The first and second order coma

aberrations were corrected for in this image. It is possible that the residual coma

in the system is the result of third order effects, which were not corrected for.

The significant improvement of the shape of the PSF shown here was enough not

to need to perform third order corrections.

Figure 2.5 shows the power of adaptive optics for improving the imaging

quality of a confocal microscope when imaging through biological material likely

to induce multiple aberration modes. The improvement of the PFS recorded came

from the correction of aberration modes 5 - 11 (Primary astigmatism, primary

coma, primary trefoil and primary spherical). In addition, I also performed an

optimisation for the second order astigmatism, coma and spherical aberrations.

2.7 Microscope Performance

2.7.1 Strehl Ratio

As mentioned previously, it is useful to be able to quantify the improvement in

image quality as adaptive optics are used to correct for sample induced aber-
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Figure 2.5: A comparison of a PSF measurement recorded from a point-like nan-
odiamond emitter mounted in immersion oil, both prior to aberration correction
via the DM (2.5a) and after (2.5b).
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rations. One metric that can be used to describe this improvement in image

quality is the Strehl ratio [83]. There are many definitions and ways to calculate

the Strehl ratio of an image [84]. With our research group, we focus on just two

of the methods for calculation of the image quality metric. The first is just a

straight comparison between the the image intensity recorded from the centre of

the microscope PSF measurement both with and without aberration correction

applied:

S =
Iaberrated
Icorrected

(2.10)

This method of calculating the Strehl ratio assumes that the corrected image is

completely free from aberration. The secondary method that we make use of for

calculating the Strehl ratio of an image is to use the following formula:

S = exp
{
−σ2

}
(2.11)

In which σ is the root-mean-squared wavefront phase error corrected for us-

ing the deformable mirror [49]. This value can be calculated as the root-mean-

squared-sum of the magnitudes of the Zernike modes used for correction. The

Zernike polynomials form an orthogonal basis for correction, with each mode

normalised so that 1 unit of aberration correction is proportional to a unitary

change of phase across the surface of the DM [81]. Assuming that the aberration

correction removes all aberration from the image, the calculation of the Strehl

ratio using these two calculations should be equivalent [49].

2.7.2 Noise Limit of the Microscope

One of the most important characteristics of our microscope that we needed to

characterise is how the photon detection error scales with the number of photons

counted. The optically detected magnetic resonance (ODMR) measurements we
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want to perform rely on detecting the change in the fluorescence intensity from

the defects within the diamond as the frequency of an applied microwave field

changes (see section 3.1.1). Therefore, to track the sensitivity of the ODMR

measurement, we need to know how the signal to noise ratio of the detection

arm of the microscope scales with increased photon flux. In an idealised system,

we would be shot-noise limited [85]. The shot-noise limit is the fundamental

limit of sensitivity that can be obtained in photo-detection and arises from the

statistical nature of photon emission/detection. In a shot noise limited system,

the associated noise in a photon-flux measurement is proportional to the square-

root of the number of photons detected (N) [86],

δI =
√
N. (2.12)

To test if our system was shot-noise limited, I conducted two different experi-

ments. In the first set of experiments, I monitored how the fluorescence intensity

from a 40 nm diamond crystal changed as the laser power was increased from

5.5 µW to 710µW. The integration time for the measurements was 10ms and

13100 data points recorded per measurement. The results of the measurement

can be seen in figure 2.6. A curve with the equation;

y = A
√
x+ C, (2.13)

was fitted to the data, with A and C being scalar values that were used to

find the best fitting to the data. We are able to model the measurement error

(standard deviation in data points per measurement per applied laser power)

using equation 2.13. The results of the curve fitting produced values of A = 1.88

and C = −3.5. In the ideal case, we would expect the value of A to be 1, and

the noise in the system to be modelled accurately by just the square root curve.

In an attempt to find an explanation for this pre-factor to the square-root
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Figure 2.6: Shot noise limit measurement, data recorded from the fluorescence
intensity of a nanodiamond as the applied laser power was increased. The error
was calculated as the standard deviation of the number of photon counts recorded
from multiple repeats performed for each applied laser power.
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relation, I performed a second experiment. In this experiment, the fluorescence

from a single nanodiamond was recorded, as before, however, the laser power

remained fixed, while the photon integration time was varied from 1ms up to 10 s,

this allowed us to test the response of the photo-detectors when dealing with high

photon-flux without approaching the saturation limit and risking damage to the

detector. The results of this measurement can be seen in figure 2.7. In this graph,

the mean number of counts per measurement and the associated measurement

error are both plotted on a logarithmic scale. The plot has been split into three

sections to highlight that the relationship between the measurement noise and the

total number of counts recorded. It appears that as the photon integration time

is increased, the measurement error also increases. In the region with the fewest

photons recorded per measurement, the pre-factor was found to be A = 1.76.

These measurements were recorded with a photon integration time between 1ms

and 10ms. In the mid section, the photon integration time was varied from 20ms

to 200ms and results in a gradient of A = 2.6. In the final section of the graph,

the integration time is varied between 500ms and 10 s and the gradient increases

to A = 28. When the integration time is short, the pre-factor is close to the shot-

noise limit approximation value of A = 1. As the integration time is increased,

the pre-factor also increases. This suggests that we have some low frequency noise

(> 10Hz) in the system that can be considered as quasi-static when using short

dwell times (1ms - 10ms). When the dwell time exceeds 100ms, the noise in

the system becomes incorporated in the number of photons recorded, degrading

the photon detection error beyond the shot-noise limit of the microscope. To

lend some support to this theory, I identified the effect of electro-magnetic noise

from the building infrastructure that was coupling into the microscope through

the objective axial control in the range of 0.5Hz - 10Hz. The noise observed in

our measurement system is discussed later in this work (section 3.5.2). Other

potential sources of noise that could be affecting the signal to noise ratio are:
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• Thermal instability of the AOM.

• Laser power instability.

• Room temperature instability.

• Sample drift.

This data set was recorded for experiments discussed later in section 4.8.1.

The aim of the experiment was to keep the length of photon detection constant

while varying the dwell time and the number of repeats. As a result, as the

dwell time decreases, the number of repeats increases. Therefore, we cannot

say for certain that the increase in measurement error for longer dwell time is

only down to the incorporation of low frequency noise that is averaged out for

shorter dwell time measurements. It might be that not enough data-points were

recorded for the long integration time measurements to accurately determine the

photon-detection noise.

2.7.3 Common Laser Path Power Transmission

An important characteristic of our confocal microscope that we wanted to under-

stand is the laser power transmission through the optical system from the laser to

the back-focal plane (BFP) of the objective. With the transmission co-efficient

defined, we are able to determine the laser power at the sample by measuring

the laser power at a more convenient position in the microscope (eg: the exit of

the fibre coupling into the common path of the microscope). The laser power

transmission was measured using a Thorlabs PM400, with the laser power being

set using the polarisation attenuation optics positioned at the laser output, and

the laser power was then measured at various points throughout the microscope

system.
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Figure 2.7: Shot noise limit measurement from increasing measurement dwell
times.
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I was able to achieve a 65% power transmission from the laser output through

the double pass of the AOM and into the single mode fibre used to couple the

laser into the common path of the microscope. The majority of the light lost in

this section of the microscope comes from the double pass of the AOM. For each

pass of the AOM, approximately 85% of the light is transmitted into the first

order diffraction and allowed to transmit through the microscope system. This

is then compounded by a 90% coupling efficiency of light into the single mode

fibre. With the combination of these transmission efficiencies in the system, 65%

of the laser power is transmitted from the excitation laser to the common path

of the microscope.

To measure the efficiency of the laser power transmitted to the back focal

plane of the objective, the laser power was monitored from the output of the

fibre coupling the green laser into the common path of the microscope, and at

the back focal plane of the objective. For this measurement, I varied the laser

power through the microscope, monitoring the laser power at the fibre output

and the back-focal plane of the microscope. The recorded laser power when then

plotted against one another and a linear fit applied to the data to determine the

percentage of laser power from the fibre output that is delivered to the back focal

plane of the microscope. The results of this investigation can be seen in figure

2.8. A linear fit with a gradient of 0.249± 0.003 is used to model the trend of

laser power transmission through the common path microscope. The results of

this measurement show that roughly a quarter of the laser power at the output of

the fibre used to couple the 532 nm laser into the common path of the microscope

is transmitted to the back-focal plane of the objective.
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Figure 2.8: A graph showing the efficiency of laser power transmitted through
the microscope system. The gradient of the linear fitting is 0.249± 0.003.

2.8 Summary

In this chapter of the thesis, I have introduced the bespoke, adaptive optics en-

hanced confocal microscope system used throughout this work. I have described

the optical set-up of the imaging system and the key components of the micro-

scope. I have also introduced the concept of aberration correction for biological

imaging, both the core concepts and how it is implemented in our imaging sys-

tem. This also includes a demonstration of the aberration correction used in our

system and the effect this has on the PSF and therefore imaging capabilities of

our confocal microscope.

In addition to the work on aberration correction, I have also included the

calibration and implementation of the acousto-optical modulator. In this work I

have investigated the rise and extinction time of the AOM for laser power mod-
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ulation when used in the single and double pass configurations. The results of

these measurements showed that the double pass of the AOM provided a much

improved square wave laser power gating and reduced the extinction time by just

over a third compared to the single pass iteration. The improved laser gating

does come at a cost for the total laser power that can be transmitted from the

laser source to the microscope objective; however due to the future aim of pulsed

laser experiments being conducted using this system, it was decided that the loss

in laser power was acceptable given the increase in the quality of laser gating.

I have also included a discussion on the work done to calibrate the properties of

a resonant scanner device that is to be used to increase the imaging speed of our

system. Much of the work conducted was to try and determine the relationship

between the applied voltage used to drive the resonant scanner and the scan an-

gle of the mirror. This work was used to then determine the total scan-range of

the resonant scanner once in place on the microscope. Using a reflective grid of

10 µm× 10 µm and the wide-field imaging arm, I was able to determine the rela-

tionship between the one dimensional scanning provided by the resonant scanner

and the applied voltage. This data can be used in the future to control the scan

range of the resonant scanner during imaging.

Finally, in this chapter I have discussed the evaluation of the performance of

the microscope in a number of areas. Such areas of investigation were:

• Signal to Noise ratio: Here I evaluated the associated error in the pho-

ton counting. In a shot noise limited system, we would expect the standard

deviation of multiple measurements recording a constant flux over a con-

trolled time period to be equal to
√
N [85]. In our microscope system, we

require a multiplication factor in order to accurately fit the data using a

square root relation. We also found that the multiplication factor observed

in this work varied as the photon integration time increased. As a result,
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we need to carefully consider what noise regime the microscope is operating

in during any experimental analysis.

• Laser power transmission: In this measurement the laser power trans-

mission efficiency was determined through the common path of the micro-

scope for the 532 nm laser. The efficiency of the transmitted power was

24.9%± 0.3% from the output of the 532 nm single mode fibre input to the

back-focal plane of the objective.
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ODMR Development

In this chapter of the thesis I am going to discuss the development of the op-

tically detected magnetic resonance (ODMR) spectroscopy protocol within our

experimental setup. Initially I will discuss the nitrogen-vacancy (NV) centre in

diamond, its electronic and spin energy level structure and how this is exploited

in ODMR experiments for magnetic field and temperature sensing. I will go on

to explain the development of an ODMR measurement protocol. This includes

the characterisation and performance assessment of a double split ring resonator

(DSRR) used for microwave delivery [87], discussing the relative merits and de-

merits of the microwave delivery system in our setup. I will compare this to a

coplanar waveguide microwave delivery system and the considerations that need

to be taken into account when developing an ODMR protocol for our experi-

mental setup. The testing of this experimental protocol for temperature sensing

using an Oko-Labs H-301 temperature stage will be discussed. Finally, I show the

development of our own ODMR with referencing protocol to mitigate the effects

of sample drift on ODMR measurements.
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3.1 The Nitrogen-Vacancy Defect

For the benefit of the reader not already familiar with the nitrogen-vacancy (NV)

defect in diamond, it is a crystallographic defect in the structure of diamond that

is formed when a vacancy (missing carbon atom) is situated adjacent to a sub-

situtional nitrogen atom in the diamond structure [88]. The defect is optically

active, absorbing light in the green part of the visible spectrum, and emitting in

the region of 637 nm to 800 nm [28]. The NV centre can usually be found in one of

the following two charge states: neutral (NV0) or negatively charged (NV−) [89].

For those that wish to learn more about the NV centre, I recommend the follow-

ing review papers as an introduction to the nitrogen-vacancy defect: For a review

of the NV centre as a whole, I recommend the paper “Theory of the ground-state

spin of the nv− center in diamond ”[28]. For a thorough treatment of the theory

of the NV− centre in relation to magnetometry, I recommend “Magnetometry

with nitrogen-vacancy defects in diamond” [90], and to discover more about the

use of the NV− centre in thermometry, I recommend reading the following paper

“Temperature Dependence of the Nitrogen-Vacancy Magnetic Resonance in Dia-

mond” [37].

The properties of the negatively charged NV centre form the foundation of

much of the work presented in this thesis. The NV− defect occurs when a

donor electron from substitutional nitrogen atoms become trapped by the NV0

defect[91]. The donor electron and the free unpaired electron from the nitrogen

atom in the carbon lattice form a S=1 spin system of two unpaired electrons

[28]. A schematic of the electronic energy level system of the NV− centre can

be seen in figure 3.1. The electronic energy levels consist of a ground state spin

triplet 3A2, whose structure can be described by the following equation:
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Ĥ = S ·D(T ) · S+ gµBB · S (3.1)

In the above, S is the vector describing the spin-state of the NV− centre,

D(T) is the temperature dependent zero-field spitting of the NV− centre due to

the electron-electron interaction between the unpaired electrons making up the

defect. g and µB are the gyromagnetic ratio of the NV− centre (2.002) [28] and the

Bohr magneton respectively. B is the vector describing an applied magnetic field.

As discussed in the published work [92], the impact of the strain on the ODMR

spectra recorded from an NV− centre within a nanodiamond is generally seen as a

lifting of the degeneracy between the |±1⟩ spin states. This results in two minima

being observed in the ODMR spectra, representing the transitions |0⟩ → |1⟩ and

|0⟩ → |−1⟩. Given the parameters of our investigation, we expect the effect

of crystallographic strain in the nanodiamonds to remain constant throughout

all experiments. As a result, we have chosen to ignore the effects of strain in

the Hamiltonian, as have any paramagnetic defects that might induce hyper-fine

splitting of the spin energy levels. In the absence of an applied magnetic field,

the |±1⟩ spin energy levels are degenerate, producing an effective two level spin

system separated by the zero-field splitting factor D(R.T.) = 2.87GHz [37]. When

a magnetic field is applied, the degeneracy of the |±1⟩ spin states is lifted and the

three level structure of the electronic ground state is revealed [28]. The effect of

the strain splitting, externally applied magnetic field and a change in temperature

can be seen in figure 3.2. It can bee seen that the introduction of strain splitting

has the same effect as that of an applied magnetic field, a loss of spin-state

degeneracy, resulting in two spin-state resonances being observed in the ODMR

spectra [28]. It is therefore possible for one to correct for the effect of strain

splitting effects in the ODMR spectra from an NV− centre via the application of

an applied magnetic field with the correct magnitude and orientation.

In this work, we focus on the negatively charged NV centre owing to its
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sensitivity to both magnetic fields and temperature [36, 90, 37, 93, 35].

The excited electronic energy level of the NV− centre is also a spin-triplet

system that mirrors the structure of the electronic ground state [90]. Tran-

sitions from the electronic ground state to the excited electronic energy levels

can be accomplished via the absorption of a 532 nm photon [94]. These transi-

tions are largely spin-conserving, meaning that energy level transitions via photo-

absorption does not result in a change in the spin-state of the defect [95]. Once

the NV− centre is in the higher electronic energy state, the defect has two path

through with it can decay: the “brighter” and the “darker” decay paths [28]. The

“brighter” decay path results in the emission of a photon in the deep-red part

of the visible spectra (637 nm - 800 nm), this decay path is spin-state conserving

[96]. The “darker” decay path results in phonon-mediated inter-system crossing

events [28]. The result of phonon-emission is that the NV− centre decays into the

excited singlet state (1E) of the NV− centre. From here, the NV− centre emits

a 1042 nm photon to decay down into the 1A energy level before another inter-

system crossing event occurs and the NV− defect preferentially relaxes back down

into the |0⟩g spin state [28]. The NV− centre is known to decay approximately

30% more often when in the |±1⟩ spin states [51]. As a result, we can describe

the fluorescence intensity from the NV− centre as being spin-dependent.

3.1.1 Optically Detected Magnetic Resonance Spectroscopy

The zero-field splitting of the NV− centre is known to be equivalent to a microwave

photon with a frequency of 2.87GHz [89]. Transitions between the spin-states of

the NV− centre can be driven by the interaction of the defect with the magnetic

field component of an absorbed microwave photon [97]. In resonantly driving the

spin state of the NV− centre out of the |0⟩, the defect is more likely to decay

via the darker decay path, described earlier, and therefore result in a drop in

the fluoresent emission from the diamond sample under study [90]. By apply-
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Figure 3.1: A schematic of the NV centre energy levels. In the above figure the
decay paths involving an inter-system crossing are denoted by the abbreviation
ISC event.
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Figure 3.2: Here I show an example of a simulated ODMR curve from a single
NV centre with no external fields applied (figure 3.2a). In the subsequent images,
I have simulated the effects of: internal crystallographic strain (figure 3.2b), mag-
netic field (figure 3.2c) and the effect of a change in temperature (figure 3.2d).
In figures 3.2b to 3.2d, the zero-field ODMR curve simulation has been added to
the plot as a dashed line for reference.
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Figure 3.3: A schematic of the measurement scheme of the optically detected
magnetic resonance spectroscopy measurements 3.3a. In figure 3.3b is an exem-
plar ODMR spectra recorded from our experimental set-up.

ing a variable frequency microwave field centred around this value to the NV−

centre and monitoring the fluorescence intensity from the defect, we are able to

accurately determine the resonant frequency of the NV− defect [1]. This mea-

surement process is known as optically detected magnetic resonance spectroscopy

(ODMR) [89]. The measurement sequence can be seen in figure 3.3, alongside an

example of the spectra recorded from an ODMR measurement in the absence of

an applied magnetic field. In figure 3.3b, the ODMR spectra shows a double dip

for the fluorescent minima. This is the result of the crystallographic strain in the

diamond lifting the degeneracy of the |±1⟩ spin states.

Modelling the ODMR Spectra

In order to extract meaningful data from the ODMR spectra we wanted a math-

ematical function that could describe the emission intensity profile from the NV−

centre as the microwave frequency is swept. There were three choices for the

distributions that could be used to model the ODMR spectra, these were:

• Lorentz function:
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yLorentz(x) =

(
A

π

)
∆ν2

∆ν2 + (2x− 2µres)2
+ C. (3.2)

• Gaussian Distribution:

yGaussian(x) =

(
A

2π∆ν

)
exp

{
−(x− µres)

2

2∆ν2

}
+ C (3.3)

• Voigt Function

y = yLorentz(x)⊗ yGaussian(x) (3.4)

In the above equations, A is a constant of fitting used to determine the depth

of the ODMR dip, ∆ν is the full width, half maxima (FWHM) of the Lorentzian

dip, x represents the applied frequency, µres is the resonant frequency of the

NV− centre/ensemble spin state transition (either |0⟩ → |1⟩ or |0⟩ → |−1⟩).The

Lorentzian distribution is used to describe the natural linewidth or the homo-

geneous lifetime broadening of a quantum state transition [98]. The Gaussian

distribution by comparison is used to describe systems in which the lifetime of a

quantum state undergoes inhomogeneous broadening [99]. The Voigt function is

the linear convolution of these two functions and is often used to describe sys-

tems in which neither homogenous or inhomogenous lifetime broadening dominate

the transition dynamics of a quantum system [99]. It is thought that the Voigt

function would be the most useful to model the ODMR spectra from systems

containing a small ensemble of inhomogeneously broadening oscillators [99]. As

discussed later in this work (section 3.5.4), our nanodiamond samples vary in size

and contain varying quantities of NV− within their structure. We would expect

that the larger diamonds, which have the highest quantity of NV− defects, to be

best described by the Gaussian distribution. With such a large number of defects

within the crystal, we would expect to see inhomogeneous lifetime broadening as

48



Chapter 3. ODMR Development

a result of spin-mixing between the defects [100]. In figure 3.4, we can see the

three different ODMR fits applied to the same ODMR spectra dataset, recorded

from an NV− ensemble within a 70 nm ND, using the ODMR with referencing

protocol, described later in section 3.7. Included in these figures are the R2 val-

ues, which was use to calculate the goodness-of-fit for the different distributions

to the dataset. The R2 value was calculated using the following equations:

SSTot =
∑

(yi − ȳ)2 (3.5)

SSRes =
∑

(yi − yfitting,i)
2 (3.6)

R2 = 1− SSRes

SSTot

(3.7)

In which yi is the i
th normalised intensity value as a function of frequency, ȳ is

the mean value for normalised intensity, and yfitting,i is the i
th value for the statis-

tical distribution fitted to the ODMR data as a function of frequency. SSTot then

represents the variation in the experimental y values, and SSRes is the sum of the

squared residual error between the y data and the fitting of the statistical distri-

bution. All of the fittings used to model the data show a goodness-of-fit of over

90%. From visual inspection, the Lorentz and Voigt functions more accurately

describe the shape of the ODMR dataset than the Gaussian, which is reflected in

the R2 value. The Voigt function is also found to be equivalent to the Lorentzian

function at describing the shape of the ODMR curve, with both fittings having an

R2 value of 97.8%. There is not much to choose between these two fitted statis-

tical distributions. There is no benefit in calculating the Voigt function in terms

of accuracy describing the ODMR dip, and is computationally more complex as

the Voigt function is a convolution of the Lorentzian and Gaussian fittings. I

have chosen, therefore, to use the Lorentz function to model the results of the
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Figure 3.4: The comparison of the fitting functions used to model the shape of
the ODMR spectra recorded using a 70 nm diameter diamond with ≈ 100NV−

present. Shown here are the least-squares fitting of the Gaussian distribution 3.4a,
Lorentzian distribution 3.4b and Voigt distribution 3.4c to the experimental data.

ODMR data. From this fitting I am able to extract the resonant frequency of the

NV centre, the full-width half maxima and the contrast from the ODMR datasets.

This is an interesting result, as it implies that the lifetime of the NV− centres

is homogeneous for an ensemble of defects within a single nanodiamond [98]. The

use of the Lorentzian function to fit ODMR data from NV− ensembles within

nanodiamond crystals is well documented in the literature [101, 102, 103]. The

focus of this work was to utilise the ODMR spectra of the NV− ensembles within

nanodiamond for magnetic field and temperature sensing. As a result, knowing

the best function to empirically model the shape of the ODMR spectra without
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investigating the underlying crystallographic structure of the nanodiamonds or

quantum interactions within the crystal was sufficient for this project.

3.2 Microwaves: Initial Setup

An integral part of performing optically detected magnetic resonance (ODMR)

spectroscopy using the negatively charged nitrogen-vacancy centre is the delivery

of microwaves to the sample [89]. When beginning this project we selected the

SMB 100A microwave generator from Rohde and Schwartz for microwave deliv-

ery. The generator has a frequency range of 9 kHz to 3.2GHz and a power range

of -145 dBm to +30 dBm. Given the result published by [87] this frequency and

power range was sufficient to perform ODMR on the NV− centre. The microwave

generator was connected to a +20 dB amplifier (Microwave Amps AM38-2.9S-20-

40) by SMA terminated coaxial cables. The addition of the amplifier facilitates

an increase in the microwave power to up to 40 dBm (10W). This amplifier al-

lowed us to compensate for any losses in the microwave circuit and ensure high

microwave power delivery at the sample position. From the microwave ampli-

fier, the microwaves travel along coaxial cables down to a circulator (Pasternack

PE83CR1004) from which the microwaves are directed towards the sample. Any

back-reflected microwave power from the sample arm is fed back into the circu-

lator and sent towards a high power 50Ω microwave terminator.

3.3 Split Ring Resonators

In 2014, Bayat et al published their work characterising a double split ring res-

onator (DSRR) for microwave delivery during ODMR experiments [87]. The

group detail the design parameters for a microwave ring resonator that is able

to produce a wide area (0.95mm× 1.2mm) uniform microwave field for ODMR
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Figure 3.5: An image of the double split ring resonator with a nanodiamond
coated coverslip fixed to the surface. A ruler with 0.5mm divisions has been
included in the image to be used as a scale.

experiments. They showed that in a home built confocal microscope, they were

able to achieve a 10% ODMR contrast from NV− defects within a bulk diamond

sample [87]. An example of such a microwave resonator can be seen in figure

3.5. This work was of particular interest to for this research project as a uniform,

wide-area microwave field would allow us to investigate a relatively wide-area of

a biological sample when performing magnetic field or temperature sensing. This

is compared to a system using a microwire for microwave delivery [104].
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We ordered the manufacture of double split ring resonators (DSRRs) from the

designs outlined by Bayat et al. The DSRR were used during the set-up of the

microwave circuit and the initial ODMR measurements. Once we had developed

a robust ODMR experimental protocol, we set about analysing the performance

of the ring resonators in our experimental set-up. We did make one change to

the resonator design, and that was to drill a 1mm hole through the centre of the

inner-most resonator ring. This was to allow for sample back-lighting, which was

required for the identification of cell position when working towards using the

resonators for biological sensing.

3.3.1 Characterisation

Before the DSRR’s were used for ODMR experiments we wanted to characterise

the resonant frequency of the resonators to make sure that they were suitable

for our experiments. To characterise the resonant frequency of the DSRRs, we

monitored the back-reflected microwave signal from the ring resonators when

they were attached to our microwave circuit. The back-reflected signal from the

resonators was recorded using the Aim TTI PSA3605 spectrum analyser, which

was connected to the back-reflection port of the circulator. To assess the perfor-

mance of the DSRR, the trace recorded with the DSRR in the sample position

of the microwave circuit was compared to the trace recorded with nothing ter-

minating the sample side of the circulator. While recording the back-reflected

signals using the spectrum analyser, the microwave frequency was scanned using

the Rohde & Schwartz SMB100A microwave generator from 2.5GHz to 3.2GHz

in steps of 1MHz. To record a complete frequency spectra, the integration time

for each applied frequency was one second. The spectrum analyser was oper-

ated in “peak-hold” mode, meaning that the maximum power output observed

for each of the applied frequencies was used to build the spectra used for analysis.
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To quantify the magnitude of the microwave signal being coupled into the

DSRR, I measured the mirowave signal at the back-reflection port of the cir-

culator under two conditions: the first was without the DSRR attached to the

microwave circit, and the second was with the resonator in place. Figure 3.6a

shows the results of these two measurements. From the analysis of these results,

it can be seen that the back-reflected microwave power with the DSRR in place

is lower than the spectra recorded when the sample port of the circulator was not

terminated. This suggests that the microwave power is being radiated through

the ring resonator as we would expect [87].

Figure 3.6b shows the spectra of the back-reflected microwave signal from the

DSRR with the spectra recorded when the sample port of the circulator was

not terminated has been subtracted away. By plotting this signal, we can more

clearly identify the resonant frequency of the DRSS, as the power fluctuations that

arise from the microwave generator and the microwave circuit, both of which are

constant and removed from consideration. In this figure, the minimum of the

back-reflected microwave power is at 2.95GHz the resonant frequency that the

DSRR was tuned to. Ideally, the DSRR would be tuned to 2.87GHz correspond-

ing to the resonant frequency of the NV− centre. This is approximately 200MHz

too high if we want to maximise the ODMR signal from the unperturbed spin-

resonant frequency of the NV− centre.

In their paper, Bayat et al mention the need to tune the resonant frequency

of the DSRR using copper tape to maximise its effectiveness for ODMR measure-

ments [87]. While attempting to perform such frequency tuning for our experi-

ments, I noticed that the addition of the coverslip and the adhesive (nail varnish)

used to fix the coverslip to the DSRR also had an effect on the resonant fre-

quency tuning. As such, I performed a short investigation to find the frequency

shift related to each stage of the sample preparation routine. By quantifying the

resonant frequency shift at each stage of the sample preparation routine, I would
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Figure 3.6: A comparison of two microwave spectra recorded at the back-reflection
port of the circulator. In figure 3.6a we can see the difference between the back-
reflected spectra from the non-terminated (background) sample port of the cir-
culator (black) and the reflections from the sample port when terminated by
the DSRR (magenta). In figure 3.6b I have plotted the results of subtracting
the spectra recorded for the background measurement from the spectra recorded
with the DSRR in place.

be able to prepare samples with the resonance of the DSRR tuned as closely to

2.87GHz as possible. I broke the sample preparation into 4 parts:

1. Frequency tuning of the DSRR using copper tape.

2. Placing a coverslip on the surface of the DSRR.

3. Placing a drop of immersion oil between the DSRR and the coverslip.

4. Fixing the coverslip to the surface of the DSRR using the nail-varnish ad-

hesive.

The spectra recorded from these measurements can be seen in figure 3.7 and

the mean frequency shift from each of the four steps of the sample preparation

can be seen in table 3.1. The FWHM of the dip in the back-reflected spectra

from the DSRR is approximately 200MHz. The compound error for each stage

of the sample preparation routine is 54MHz. As the compound error for the
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Table 3.1: The results of the investigation showing how each stage of the sample
preparation of the DSRR for ODMR affected the resonant frequency of the res-
onator. The application of the copper tape in stage 1 of the sample preparation
can create an arbitrary frequency shift, so was not quantified in this study. The
error in these measurements comes from the standard deviation of measurements
recorded at each step of three repeats of the DSRR preparation routine.

Sample Prep Stage Frequency Shift (MHz)
1 (copper tape) NA
2 (Coverslip) −80 ± 20

3 (Immersion oil) −120 ± 30
4 (nail-varnish) −90 ± 40

measurement is smaller than the FWHM of the back-reflected spectra, the com-

pound error can be largely ignored when reviewing these results. During stage 1

of resonator tuning, the application of the copper tape can be used to create an

arbitrary frequency shift to the resonant frequency of the DSRR based upon the

size of the copper strip and its placement across the resonator surface. As a result,

the frequency shift due to this stage of resonator tuning was not quantified. The

combined frequency shift from sample preparation stages 2 - 4 is -290MHz. We

know that to have optimal performance for ODMR, we require that the DSRR

is tuned to 2.87GHz with the sample mounted to the resonator. Using the infor-

mation from this short study, I identified that by tuning the resonant frequency

of the DSRR to 3.16GHz to compensate for the detuning effects of the sample

preparation routine gave me the best opportunity to correctly tune the resonator

for ODMR measurements. The frequency shift measured during stages 3 and 4, in

which the immersion oil and nail varnish were applied to the sample, were found

to be highly dependent on the quantity used. These measurement reported here

were used as a guide for the initial frequency tuning of the DSRR’s. They should

not be considered as a robust characterisation of the effect of either immersion

oil or nail varnish on the resonant frequency of the double split ring resonators.
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Figure 3.7: A comparison between the back-reflected microwave signal from the
double split ring resonator unmodified (black), and then when the resonator had
been prepared for ODMR measurements (magenta) is seen in figure 3.7a. In
figure 3.7b we see the back-reflected signal from the resonator during each stage
of the sample preparation for ODMR. For each of these spectra, the back reflected
signal from the unmodified resonator has been subtracted from the signal.

3.3.2 Initial ODMR Measurements

With the DSRR tuned to 2.87GHz, we were able to start performing ODMR

measurements. 90 nm diameter nanodiamonds were chosen for the initial ODMR

experiments. The large NV− ensemble in the crystal gave us the greatest signal

to noise for an ODMR measurement, and thus made the drop in the fluorescence

intensity due to the application of a resonant microwave field easier to detect.

In the initial ODMR measurements, the power output from the microwave

generator was set to 15 dBm. The signal was passed through the 20 dB amplifier

to give a total delivered power to the sample of 35 dBm (3.16watt). The applied

microwave frequency scan range ran from 2.82GHz to 2.92GHz with a frequency

step of 1MHz. The frequency step dwell time and photon integration time were

both set to 10ms, ie: the fluorescent signal from the nanodiamond was recorded

every 10ms, to match the length of time each microwave frequency in the sweep

was applied. Throughout this experiment the nanodiamond was under continual
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laser excitation, and at the beginning of the experiment, the mean fluorescence

intensity was 99.000± 0.001MCounts s−1. For these initial experiments, we had

yet to implement remote triggering of the microwave frequency scan to coincide

with the recording of the fluorescence intensity. For this measurement Dr Graeme

Johnstone and I manually synchronised the start of the microwave frequency scan

with the measurement of the NV− centre fluorescence. The fluorescence intensity

from the NV− ensemble was recorded for 60 s, during which time the microwave

frequnecy scan was repeated multiple times. The results of this measurement can

be seen in figure 3.8a. This graph shows the fluorescence intensity from the NV−

centre ensemble in the nanodiamond under study recorded through the duration

of the ODMR measurement. One of the recorded ODMR dips is shown in the

inset of the figure. The results show that we were able to successfully observe

multiple ODMR dips throughout the duration of the measurement. Another key

feature of this result is the observed drift in the system. This is likely the result

of sample drift. This measurement was made soon after the sample was brought

into the focus of the microscope and had not been given time to settle. As a

result, the sample still has some residual movement from being brought into fo-

cus and the sample stage position being moved laterally. As this was a proof of

principle measurement, we were not concerned with the amount of drift observed

in this measurement. As seen in section 3.5.2, when the microscope is given time

to settle, it is extremely stable (9% loss in detected fluorescence from a diffraction

limited spot over 12 minutes).

To improve the signal to noise in this measurement, I wanted to find the mean

fluorescence intensity for each applied microwave frequency. To do this I first

performed a simple drift correction using a linear fit to the data. I determined the

number of data-points equivalent to one full ODMR microwave frequency span

(456 points) and segmented the results into a series of 456 data point arrays.
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From this point, I was able to calculate the mean ODMR signal detected from

the nanodiamond sample [105], the results of which can be seen in figure 3.8b.

The contrast between the off resonant signal and the minima of the ODMR dip

is between 0.76% and 1.2% depending on whether the high or low frequency

region of the scan is used as the fluorescent baseline. The off-resonant fluorescent

signal is not as stable as has been reported previously [94, 102, 90], which is not

surprising given the sample drift that could be seen in figure 3.8a. These results

also show the effect of the crystallographic strain within the nanodiamond lifting

of the degeneracy of the |±1⟩ energy levels, resulting in the characteristic “double

dip” ODMR lineshape [28, 101, 102, 106]. From previously published works

studying the ODMR response of NV− centres within nanodiamond crystals, we

know that the strain splitting of the NV− centre spin energy levels should be

centred around the zero-field resonant frequency of the NV− centre (2.87GHz

[28]. I have included a dashed line in figure 3.8b to represent where we would

expect the 2.87GHz microwave frequency to be applied, given the shape of the

ODMR curve. I have left the x axis of this graph as the number of data-points per

frequency line scan, rather than converting this to applied microwave frequency.

This is for two reasons:

1. Due to the inability to trigger the ODMR scan and the frequency counting

at the same time, it is very likely that no individual data-point in the mea-

surement is perfectly aligned to the applied microwave frequencies. There

is likely to be some overlap between two applied microwave frequencies in

each data-point recorded.

2. There is some over-head in each measurement of the fluorescence intensity

from the nanodiamond. The clock used for these measurements was not

able to produce accurate 10ms photon integration times. As a result, I am

not able to accurately draw any relationship between the pixel value and
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the applied microwave frequency.

There was much to learn from this measurement, chief among these findings

was that the DSRR can be used to generate ODMR curves within our measure-

ment system. More significantly, I was able to identify a series of improvements

that could be made to improve the quality of the measurement system we were

using. The most obvious of these improvements was the ability to trigger the start

of the ODMR line scans with our microscope control software. This would allow

the photon counting to be synchronised with the applied microwave frequency

and thus allow deterministic measurement of the spin-dependent fluorescence of

the NV− centre. The data from these now synchronised ODMR measurements

could also be saved so that each new frequency line scan was saved as a new line

in the .dat file, simplifying data analysis. Finally, by linking the photon-counting

dwell time to the internal clock of the FPGA (80MHz) used to control the con-

focal microscope, we would have a more reliable counting method for performing

the ODMR measurements.

With the identification of these improvements, Dr Brian Patton was able to

design a new .vi using LabView, incorporating these recommendations to develop

a robust ODMR measurement protocol. An example of an ODMR measurement

performed using the new ODMR measurement software can be seen in figure 3.9.

This figure shows a heat-map of the ODMR measurement, in which the applied

microwave frequency and the number of frequency line scan repeats are the x

and y axis respectively. The colour of each pixel then denotes the fluorescence

intensity recorded for each measurement point. From this measurement one can

see the stability of the measurement was much improved, with only a 10% loss

in fluorescence over the course of the measurement. Figure 3.9b shows a scatter

plot of the mean fluorescent signal recorded for each of the applied microwave

60



Chapter 3. ODMR Development

0 10 20 30 40 50 60
Time (s)

82500

85000

87500

90000

92500

95000

97500

100000
Fl

uo
re

sc
en

ce
 In

te
ns

ity
 (p

er
 1

0m
s)

6 8

96000

98000

(a)

0 100 200 300 400
Measurement points

97000

97250

97500

97750

98000

98250

98500

98750

99000

Fl
uo

re
sc

en
ce

 In
te

ns
ity

 (p
er

 1
0m

s) Mean ODMR 
Fluorescence Intensity
f w   2.87 GHz

(b)

Figure 3.8: The first ODMR measurement recorded using our microscope system.
Figure 3.8a shows the fluorescence intensity from the nanodiamond under study
recorded over time as the microwave frequency scan range is running. Multiple
ODMR dips can be seen in this spectra (see inset). In figure 3.8b the mean
drift-corrected ODMR signal from the graph is figure 3.8a can be seen. A dashed
line has been included on the plot as an estimation of where we would expect
the zero-field resonant frequency (2.87GHz) should lie on this plot. This is not
the exact value however as the frequency sweep and photon counting were not
synchronised.

frequencies. The stability of the off-resonant signal in this measurement is notice-

ably improved when compared to figure 3.8b. A Lorentzian lineshape has been

used to describe the ODMR dip from the ODMR results. Referred to throughout

this work as a “double Lorentzian” fitting, the fit consists of the summation of

two Lorentz distributions to the data to capture the resonant frequency of both

ODMR dips seen in the data. From the shape of the graph in figure 3.9b. We

measure the strain splitting in figure 3.9b to be equivalent to 11.7MHz [107] using

the resonant frequencies of the NV− centre as determined by the double Lorentz

fitting, which is comparable with the strain splitting reported from nanodiamonds

[1, 102].
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Figure 3.9: The ODMR scan performed using the second iteration of the ODMR
measurement protocol. Figure 3.9a shows a heat map of the complete ODMR
experiment. Figure 3.9b shows the mean fluorescence intensity for each applied
frequency in the ODMR scan.

3.3.3 Testing Microwave Resonator Field Uniformity

In the previous section we showed that we were able to perform ODMR mea-

surements using the double split ring resonators to deliver a microwave field to a

nanodiamond sample. The next step in the characterisation of the DSRRs was

to test the uniformity of the microwave field across the resonator. From the re-

sults published by Bayat et al, we would expect that we would observe constant

ODMR contrast across the resonator surface [87].

For these experiments, the microwave power supplied to the sample was kept

constant across all measurements at 35 dBm (3.16W), with the microwave fre-

quency scanned about the NV− centre resonant frequency. A 90 nm diamond

was prepared for imaging following the routine described in appendix A.2. Start-

ing at the centre of the DSRR, ODMR spectra were recorded from nanodiamonds

spread across the surface of the resonator design. The stage position is controlled

by Zaber stepper motors to translate the sample stage (and therefore the res-

onator) laterally relative to the microscope objective. Using the positional feed-
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back from the stepper motors, we were able to get an accurate determination of

the position of the nanodiamond under study on the resonator surface. In figure

3.5 we can see the an example of one of the double split ring resonators prepared

for these measurements. A ruler has been used to give an idea of scale and was

used to determine the distance that needed to be moved across the surface of the

resonator to reach the different areas of interest. We decided to test the ODMR

contrast produced at 4 different positions on the resonator surface, these were:

1. The centre of the resonator design.

2. The inside edge of the inner most ring.

3. The outer edge of the inner most ring.

4. The inner edge of the outermost ring

The positions that we trialled here are beyond the area of the DSRR in which

the uniform microwave field was reported [87]. The reason that we wanted to

explore beyond this region is that we were consistently seeing ODMR contrast of

1% or lower in this region, which we did not feel would give us sufficient sensitivity

when performing magnetic field or temperature sensing experiments [1, 35]. The

results of these measurement can be seen in table 3.2. The results show that

the ODMR contrast observed was less than 1% and relatively consistent across

positions 1-3. At position 4 on the resonator, the ODMR contrast was more

than 4 times the contrast that was observed throughout the rest of the resonator

(4.03%). This was an unexpected result, however, on closer inspection of the

simulations published by Bayat et al, it can be seen that at the inner edge of the

outer most ring does have a maximum projection of the microwave field [87]. We

believe that we are observing the effects of this maximum field projection in our

measurements.
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Table 3.2: A table showing the mean ODMR contrast observed from multiple
measurements recorded at each point across the surface of the double split ring
resonator. The error in the measurement is the standard deviation of the ODMR
contrast values recorded.

Position on Resonator ODMR contrast
1 0.7 ± 0.3
2 0.7 ± 0.1
3 0.40 ± 0.1
4 4.0 ± 0.5

3.3.4 ODMR Power Saturation Curves

One of the defining characteristics of ODMR measurements performed on the

NV− centre in diamond is the contrast saturation that occurs as the microwave

power is increased [108]. The saturation limit for NV− ODMR contrast is 30%,

reflecting the saturation of spin-state transitions within the NV− centre [28]. To

test the capabilities of our measurement system, I varied the microwave power

supplied to the sample while recorded ODMR measurements from a single diffrac-

tion limited cluster in the sample to observe the relationship between applied

microwave power and ODMR contrast in our system. These measurements were

performed using a 90 nm diamond sample. The microwave power was varied from

35 dBm down to 20 dBm, with the microwave frequency scanned around 2.87GHz

and the photon integration time fixed at 10ms. The results of the experiment

can be seen in figure 3.10. Rather than seeing saturation-like behaviour from the

nanodiamond as the microwave power is increased, I observed a linear response

of ODMR contrast to increased microwave power, with the maximum contrast

recorded being 4.7%. When comparing our results to those published in Bayat

et al ’s paper, we see that our maximum contrast is about half that reported in

their investigation, which was recorded with significantly less applied microwave

power (30mW). The results of this study suggest that we were not effectively

coupling the microwave power into the sample chamber while using the DSRR.
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Upon review of the Bayat et al paper, we noticed the key difference between

our experiential setup was the choice of objective. In their paper, Bayat et al re-

port using an air objective with a working distance of 4mm, in our microscope, we

make use of an oil immersion objective with a working distance of just 150 µm.[87].

The DSRRs produce a 3D microwave field, however, the projection of this field

normal to the focal plane is not given in Bayat’s paper [87]. We suggest therefore

that the microwave signal is possibly being grounded by the presence of our oil-

immersion objective. This would then act to limit the microwave field generated

by the DSRR, which would result in the lower than expected ODMR contrast

that we observed.

3.3.5 Review of the Double Split Ring Resonator

The double split ring resonators presented by Bayat et al are a promising tech-

nology for quantum information processing [87]. With the ability to generate a

large area uniform microwave field, loop-gap resonators open up the possibility of

performing coherence time measurements across an entire diamond wafer [109].

In our system, which is set up for biological imaging and sensing, we found some

draw-backs using the DSRR for microwave delivery. These are:

• The DSRR patterning on the PCB used in this experiment only allows for

a 3.14mm2 hole to be used to back-light the sample for wide-field imaging.

This limits the effective area of a glass coverslip that could be used for

biological imaging.

• The strongest microwave field was located outside the field of view of the

wide-field imaging arm of the microscope. For future experiments using

biological samples this is not practical as we would not be able to identify

the cells we wish to perform sensing on.
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Figure 3.10: The dependence of the ODMR contrast from the NV− centre on
the microwave power applied via the double split ring resonator can be seen in
this figure. A linear fit has been applied to the data shown here. Up to 3.16W
(35dBm) the ODMR contrast is linearly dependent on the microwave power ap-
plied. The gradient of the linear fit is 1.35 ± 0.07 % per 1W of microwave power
applied.
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• The 3D microwave field seems to be grounded by our oil-immersion objec-

tive. The high NA of the oil-immersion objective is required for the field of

view and detecting fluorescent emission from fluorophores within biological

material. Therefore it appears that this method of microwave delivery is

incompatible with our system.

• The resonators are difficult to tune to the correct resonant frequency. Small

changes in the immersion media or coverslip adhesive quantity can result

in a complete detuning of the DSRR resonant frequency away from the

optimal 2.87GHz.

For these reasons we decided that the double split ring resonator was not

compatible with our experimental set-up and therefore we needed to try another

approach for microwave delivery for ODMR experiments.

3.4 Coplanar Waveguides

Having ruled out the DSRR’s as a method of microwave delivery, I reviewed the

literature to find an alternative method of microwave delivery that would be com-

patible with our experimental setup. A coplanar waveguide with a micro-wire

antenna seemed be most suitable and simplest method of microwave delivery

we could use given the applications of our ODMR measurement system. The

coplanar waveguide has been well documented previously for microwave delivery

[110, 111, 112] and are known to deliver a relatively short-range microwave field

around the microwire antenna [104]. This was potentially a benefit for our exper-

imental setup, given the close proximity of the oil-objective was grounding signal

projected by the DSRR.

A coplanar waveguide (microwave strip line) is characterised by a single con-

ductive track sandwiched between two insulating strips which are in turn bordered
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(a) (b)

Figure 3.11: Photographs of the linear (3.11a) and tapered 3.11b coplanar waveg-
uides used for microwave delivery during ODMR experiments.
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by a conductive ground plate [113]. By manipulating the size of the conductive

strip and the insulating strips between the conducting and grounded plates, one

can control the impedance of the coplanar waveguide [114]. To maximise the

transmission of microwave power through the coplanar waveguide, the impedance

of the device needs to be equal to that of the microwave circuit to which it is

connected [115]. Using the website [116] I calculated the thickness and length of

the conducting strips and the insulating layers to optimise the impedance of our

coplanar waveguide design to match the impedance of the microwave generator

at 50Ω. Two coplanar waveguide designs were generated for our experiments,

these are the “linear” and “tapered” waveguides that can be seen in figures 3.11a

and 3.11b respectively. In both waveguide designs there is a hole drilled through

the centre of the conductive strip. This hole serves two purposes. The first is

to allow the back-lighting of samples to allow for bringing the sample into focus

on the microscope and sample exploration. The second is it ensures that the

copper microwire used to connect the two conductive tracks of the waveguide is

the path of least resistance for microwave transmission, resulting in the delivery

of the microwave signal to the nanodiamond samples. An example of how the

waveguides are set up for ODMR experiments can be seen in figure 3.12.

3.4.1 Microwave Transmission

Before using the coplanar waveguides for ODMRmeasurements, I wanted to check

the power that would be transmitted through the micro-wire and delivered to the

sample. The waveguides were placed into the microwave circuit at the sample

position and the applied microwave power was recorded at both the input and

the output of the coplanar waveguides under two conditions: The first was with

no wire attached to the surface of the waveguide, and the second was recorded

with a micro-wire (40µm copper wire) attached to the surface of the waveguide

using silver paint to create an electrical connection. The microwave circuit used
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Figure 3.12: A schematic of the sample set-up for using the co-planar waveguides.

for these experiments can be seen in figure 3.13, alongside the measurement of

the transmitted power for the three conditions outlined. The microwave power

was measured using the PSA3605 spectrum analyser. The microwave power used

throughout these measurements was 20 dBm at the output of the microwave am-

plifier, and the applied microwave frequency range was from 2.75GHz to 3.00GHz

in steps of 1GHz.

The results in figure 3.13b show several interesting characteristics of our copla-

nar waveguides and the microwave circuit as a whole. Firstly, the microwave

circuit has a 2 dBm loss between the output of the microwave generator and the

input of the waveguides. This loss is consistent with the expected losses for the

length of coaxial cables between the microwave amplifier and the sample position

in the microwave circuit. The next thing to notice is that there is a signifi-

cant drop (approximately 12 dBm) between the input microwave power and the

transmitted power through the coplanar waveguide and micro-wire. This loss is

consistent with the reported efficiency of microwave transmission in microwave

striplines [117]. When addressing the literature for microwave strip-lines one finds
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that this loss in microwave power is likely to be the result of a combination of

some of the signal being back-reflected from the waveguide and the absorption of

some of the microwave power by the waveguide itself [113]. The most important

finding from these results is that the microwave power transmitted across the

waveguide is larger when a micro-wire is used to bridge the air-gap between the

two conducting tracks. This is consistent with what we would expect given that

the micro-wire offers a low impedance route across the waveguide when compared

to the air-gap in the centre of the printed circuit board (PCB).

From these results, we were confident that we should observe an ODMR signal

change in the fluorescence intensity from the nanodiamonds when performing

ODMR experiments using the coplanar waveguides.

3.4.2 Sample Preparation

Before being able to test the coplanar waveguides we needed to address a couple

of the practicalities of implementing the coplanar waveguide solution to for mi-

crowave delivery. It is not possible to mount a diamond coated coverslip to the

surface of the waveguide with the immersion media present due to the hole in the

centre of the waveguide. The solution to this problem was to cover the hole using

a larger coverslip (base-coverslip) and mount the diamond coated coverslip on

top of this. The larger coverslip (22mm × 22mm) was fixed to the surface of the

PCB waveguide using nail varnish applied to each corner of the glass. The copper

micro-wire was then attached to the surface of the waveguide using silver paint

to create an electrical connection for the microwave signal be transmitted close to

the sample. The diamond sample was drop-cast onto a smaller coverslip (12mm

or 18mm diameter circular coverslip). The immersion media was then placed on

the same side of the smaller coverslip as the nanodiamonds. The diamond coated

coverslip was the placed, diamond side down, onto the base coverslip, with the
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Figure 3.13: A schematic of the experimental set-up used to measure the trans-
mitted microwave power through a coplanar waveguide 3.13a. In figure 3.13b we
can see the measurement of the power supplied to the waveguide (black), The
power transmitted through the waveguide with a micro-wire used to bridge the
hole in the centre of the waveguide (magenta) and the transmitted microwave
power through the waveguide with no micro-wire attached (blue).
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micro-wire bisecting the diamond sample. The diamond coated coverslip was

fixed to the base-coverslip using epoxy based glue. This configuration is shown

schematically in figure 3.12.

Due to the SMA adaptors required for microwave delivery, our samples were

also not compatible with our sample stage. To compensate for this, I created a 3D

printed sample adaptor that would allow me to mount the coplanar waveguides

into the confocal imaging system without needing to create a bespoke sample

holder. The sample adaptor had the same dimensions as a glass microscope

slide, with a raised plinth in the centre on which the coplanar waveguide could be

mounted. This method of sample preparation allowed the coplanar waveguides to

be recycled throughout the project, reducing waste and limiting cost throughout

the project duration.

3.4.3 Waveguide Performance Analysis

Having created a sample preparation routine that made the coplanar waveg-

uides compatible for imaging within our microscope, I attempted to perform

ODMR measurements using the coplanar waveguide and micro-wire antenna for

microwave delivery. The samples were mounted onto the waveguide as described

in section 3.4.2. For the initial ODMR measurements the experimental parame-

ters were:

• Microwave power after amplification: 20 dBm.

• Microwave frequency scan range: 2.75GHz to 3.00GHz with a frequency

step of 1MHz.

• Photon integration time/frequency step dwell time: 5ms.

The sample used for these experiments was a 90 nm diamond. The distance

between the nanodiamond used for these experiments and the microwire antenna
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Figure 3.14: The results of an ODMR measurement performed using the copla-
nar waveguide and micro-wire antenna for microwave delivery. In figure 3.14a, a
repeating pattern can be seen in the heat-map. It is believed that this is a result
of the electro-magnetic noise described further in section 3.5.2 . The repeating
signal appears to be removed in figure 3.14b which shows the mean fluorescence
intensity recorded for each applied microwave frequency.

was determined using the wide-field imaging arm. Using the fast steering mirror

(FSM), the laser spot could be moved around the image formed on the wide-field

camera. Making use of the speckle observed when the laser was positioned over

the microwire antenna, I was able to use the calibration of the FSM to measure the

distance between the edge of the mircowire and the nanodiamond used for ODMR.

In these experiments, the nanodiamond was positioned 5µm from the micro-wire.

The ODMR heat-map and scatter plot for this measurement can be seen in figure

3.14. The ODMR contrast shown in this figure is 10.8% which is over double

the maximum contrast that was achieved using the double split ring resonator

during the microwave power calibration tests preformed in section 3.3.4. This is

even more impressive when considering that the microwave power is significantly

lower at 20 dBm (100mW) than was used in the DSRR calibration measurement

in which the maximum contrast was achieved using an input power of 35 dBm

(3.16W). These results suggest that the micro-wire antenna is significantly more

effective at microwave power delivery than the DSRR.

74



Chapter 3. ODMR Development

Waveguide microwave power calibration

With the confirmation that the coplanar waveguides were suitable for performing

ODMR, I went on to perform a measurement of the power saturation curves for

the 90 nm diamond sample. A point-like emitter located 3.5 µm from the wire

antenna was selected for these measurement.

This emitter may have contained more than 1 ND, as the nanodiamonds

used in this study are smaller than the resolution limit of the microscope. With

no method to prevent nanodiamond aggregation during the sample preparation

procedure, we cannot say for certain that this is a single nanodiamond.

The microwave frequency scan range was kept constant for the duration of

these experiments increasing from 2.75GHz to 3.00GHz in steps of 1MHz with a

photon integration time of 10ms. 50 line scan repeats were used to determine the

mean fluorescence intensity for each applied microwave frequency. The microwave

power was varied from 39 dBm (7.94W) to 4 dBm (2.5mW) in 3 dBm steps (ap-

proximately equal to halving the applied microwave power with each step). An

ODMR curve was recorded for each of the applied microwave powers used in this

study. All measurements were analysed by fitting a double lorentzian lineshape

to the data to extract the resonant frequency and the ODMR contrast from the

experimental results. The relationship between the ODMR contrast and applied

microwave power can be seen in figure 3.15. This measurement showed that the

maximum ODMR contrast produced using the coplanar waveguide was approx-

imately 3 times the maximum contrast observed when using the DSRR. The

expected saturation behaviour of the ODMR contrast with increase microwave

power is also observed. The relationship between the contrast and the microwave

power can be described using the following equation:

C(PµWave) =
Cinf PµWave

PµWave + PSat

(3.8)
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In which the contrast as a function of the applied microwave power C(PµWave)

can be determined by the product of the maximum possible contrast (Cinf ) and

the applied microwave power is divided by the summation of the applied mi-

crowave power and the microwave power required for ODMR saturation (PSat)

[108]. Using the scipy.optimize tool, I was able to fit a saturation curve to the

data set, which is denoted by a dashed black line in figure 3.15. From the results

of this measurement, I obtained a saturation microwave power of 224± 36mW

and a maximum contrast of 15.4± 0.6%.

Upon review of our results, we do not appear to be able to reach the theoreti-

cal ODMR contrast limit using the coplanar waveguides [105]. This appears to be

a common feature of many ODMR measurements performed using nanodiamond

probes [1, 42, 102]. In an investigation by Robinson et al, this loss in ODMR

contrast from nanodiamonds in comparison to bulk diamond was attributed to

a decrease in the fluorescent lifetime of the defect centre and to changes in the

emission spectra [118]. Using the coplanar waveguide, I was consistently able to

achieve an ODMR contrast above 10% which was a significant improvement on

the results of experiments performed using the double split ring resonators.

From literature we know that the 40µm wire microwave antenna is not able

to project a uniform microwave field over a wide area [104]. The next step in the

characterisation of the micro-wire antenna was to see over what range we were

able to produce a consistent ODMR signal from NV− ensembles within the 90 nm

diamond crystals.

ODMR Contrast vs Distance from Micro-Wire

To further investigate the suitability of the coplanar waveguides with a micro-

wire microwave antenna for ODMR measurements, I investigated the distance
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Figure 3.15: A plot showing the ODMR contrast as a function of applied laser
power for a sub-diffraction limited cluster of 90 nm diamond. A saturation curve
has been fitted to this data to simulate the relationship between the applied
microwave power and the ODMR contrast.
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from the micro-wire that a consistent ODMR signal is observed. The aim of this

experiment was to get an idea of the total area of the sample that can be used

for magnetic-field or temperature sensing.

Two separate measurements were performed to try to quantify the distance

from the micro-wire that the ODMR contrast starts to drop off. For the first

measurement a 90 nm nanodiamond sample was prepared for ODMR measure-

ments using the procedure outlined in appendix A.2. The frequency scan was

performed between 2.75GHz and 3.00GHz with a 1MHz frequency step and a

photon integration time of 10ms. The microwave power was fixed at 39 dBm at

the output of the microwave amplifier. The nanodiamond sample was positioned

using the stepper motors and the wide-field camera. The sample was positioned

so that the microwire was at one extreme of the FMS scan range, allowing me

to investigate nanodiamonds up to 40µm from the wire without requiring a shift

in sample position. This was done by setting the initial FSM position to one

extreme (eg: + 20 µm) and moving the sample until the speckle from the laser

hitting the micro-wire could be seen. I was then able to monitor the consistency

of the ODMR contrast across the 40µm field-of-view offered by the fast steering

mirror. I was then able to determine the distance of the nanodiamond under

study from the microwire by reading off the position from the FSM. The results

of this measurement can be seen in figure 3.16, and show that over a 35 µm range

from the micro-wire the ODMR contrast appears to be very consistent with al-

most all of the ODMR contrast measurements contained within a single standard

deviation of the mean ODMR contrast (10.8%) recorded.

The second measurement was performed using a 40 nm diamond sample. The

change in sample offers no change to the experiment except that these crystals

contain just 10NV− centres per crystal, compared to the 500NV− defects present
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Figure 3.16: A measurement of the consistency of the ODMR signal recorded from
a 90 nm diamond sample. Measurements were recorded from point-like emitters
at increasing distances away from the micro-wire antenna.
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in the 90 nm samples. A new coplanar waveguide was used for these measurements

and the resolution of the frequency sweep was increased to 0.5MHz steps. All

other scan parameters remained the same between the two measurements. In

this second measurement, the zaber stepper motors were used to explore the

ODMR contrast produced at distances up to 60 µm from the micro-wire. The

results of this experiment are seen in figure 3.17. Over the 60 µm range we can

see that the ODMR contrast does decrease as the distance from the micro-wire

increased. This trend becomes more pronounced when using the moving average

across 5 measurements points (red circles in the plot). I have used a linear fitting

algorithm to describe the decrease in ODMR contrast across the measurements.

The gradient of this line is m = -0.05± 0.02%permicron. Given that the y

intercept of the graph is at 7.7%, from this plot, we would expect to see a 50%

reduction of the ODMR contrast at a distance of 77 µm from the micro-wire.

These experiments have been expanded on with the introduction of ODMR to

wide-field imaging techniques currently being conducted in the research group.

These experiments are showing that ODMR contrast can be reliably observed as

far as 200µm from the micro-wire antenna.

3.5 Optimisation of ODMR Performance

The coplanar waveguides provided a promising platform from which to expand

upon the ODMR measurements performed. During the development of the

ODMR system I identified some key factors that have been shown to effect the

maximum contrast from an ODMR measurement. Some of these have already

been reported in this work, such as the distance from the micro-wire antenna, or

the microwave power applied. In the following sections, a further discussion the

key parameters for the performance of ODMR measurements is presented.
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Figure 3.17: The relationship between the ODMR contrast recorded and the
distance of 40 nm diamonds from the micro-wire antenna over a 60 µm range.
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3.5.1 Microwave Power

In section 3.4.3, I showed that as the microwave power was increased, the ODMR

contrast from the NV− centre increased following a saturation relationship [28].

One might assume from these results alone than it would be best to apply as much

microwave power as possible in order to achieve the maximum ODMR contrast

for sensing. With the application of increasing microwave power, however, we also

see an increase in the full width half maxima (FWHM) of the Lorentzian line-

shapes used to describe the ODMR data. This occurs as a result of microwave

power broadening [119]. An example of this power broadening can be seen in

figures 3.18a and 3.18b, which show the ODMR spectra from the same 90 nm

nanodiamond with the applied microwave power set to 251mW and 3981mW

respectively. While the increase in the applied microwave power has almost dou-

bled the ODMR contrast observed, the FWHM of the measurement has increased

to the point that is it difficult to distinguish the two ODMR dips. I was able to

investigate the effect of increased microwave power on the FWHM of the ODMR

dips using the same dataset that was used to characterise the saturation behaviour

of the ODMR constrast with increased microwave power in section 3.4.3. The

results of this investigation can be seen in figure 3.18d, and show that the FWHM

of the Lorentz fitting used to model the results of the ODMR data increased lin-

early with the square root of the applied power, a relationship consistent with

that published in literature [120].

In their review paper, Radtke et al highlighted the importance of balanc-

ing the FWHM and the ODMR contrast to achieve the optimum DC magnetic

field sensitivity [44]. The calculation used for the sensitivity (ηDC) of the NV−

ensemble is reported as:

ηDC =
h

g µB

∆f√
I0 C

. (3.9)
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Figure 3.18: A demonstration of the effects of the microwave power broadening in
the ODMR measurements recorded from a 90 nm diamond sample. Figures 3.18a
and 3.18b show the ODMR spectra from the same nanodiamond with an ap-
plied microwave powers of 251mW and 3981mW respectively. The mean ODMR
contrast function of the applied microwave power is plotted in figure 3.18c and
the FWHM for the double-Lorentz fitting as a function of the square root of the
applied microwave power is plotted in figure 3.18d.
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In which g, h and µB are the Landé factor, Planck’s constant and the Bohr

magneton respectively. ∆f is the FWHM of the Lorentzian lineshape, I0 is the off-

resonant fluorescence intensity of the measurement, and C is the ODMR contrast

[44]. From this equation we can see that the DC magnetic sensitivity of the NV−

ensemble is linearly dependant on the FWHM of the ODMR dip, and, inversely

proportional to the ODMR contrast of the measurement. Therefore, in order to

optimise the sensitivity of the nanodiamond probe, the microwave power needs

to be chosen carefully to maximise the contrast without compromising the line-

width of the Lorentz fitting. In figure 3.19 we can see the sensitivity of the 90 nm

diamond probe used in the above experiments changes as a function of the applied

microwave power. The maximum sensitivity observed from these measurements is

1.13± 0.04µT/
√
Hz, with an applied microwave power of 1W (30 dBm). Once the

microwave power exceeded 1W, the sensitivity of the probe started to decrease.

This can be understood by figures 3.18c and 3.18d. Once the applied microwave

power was greater than 1W, the increase in the FWHM of the ODMR curve

increased more with applied microwave power than the measurement contrast.

As a result, the DC magnetic sensitivity of the NV− ensemble starts to degrade.

These results highlight the need to consider the appropriate microwave power

required to optimise the sensitivity of the nanodiamond probes when performing

magnetic-field or temperature sensing experiments.

3.5.2 Drift and Length of Scan

One of the major factors that affects our ability to perform ODMR measurements

is the stability of the sample throughout the ODMR measurement. To be able

to perform a successful ODMR measurement using the confocal microscope the

sample needs to stay within the focal spot of the microscope. We have been able

to show that the microscope has the potential to be suitably stable over 12.5

minutes. Figure 3.20 shows the results of an ODMR measurement in which the
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Figure 3.19: A measurement of the sensitivity of a 90 nm diamond probe to DC
magnetic fields as a function of the applied microwave power.
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Figure 3.20: A graph showing 999 ODMR line scans performed over a 12.5 minute
time period. The total loss of mean counts between the first and last line scan
was 100 counts per 5ms (9% loss of fluorescence).

999 frequency line scan repeats were performed. Over the course of the 12.5 min-

utes ODMR scan, the mean fluorescence intensity per line scan only dropped by

9%. When the microscope was this stable the only consideration for NV− sensing

experiments would to ensure a high enough photon flux to observe the drop in

fluorescence intensity as the ODMR measurement is performed.

One of the unexpected challenges I encountered during this project was the

coupling in of electro-magnetic noise from the building supply into the control of

the microscope objective position. The physics department at the University of

Strathclyde houses the SCAPA high powered laser system (350TW) [121]. We

found that, when operational, the repetition rate of the laser could be seen within

the electrical infrastructure of the John Anderson building in the form of electrical

noise. This electrical noise was coupled into our experiments through the PiFOC

piezoelectric objective mount. This caused the objective to “jump” by a few tens

of nanometers with each oscillation, significantly effecting the stability of our
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ODMR and confocal imaging experiments. An example of the effect of the electro-

magnetic noise from the SCAPA laser system into our microscope imaging arm

can be seen in figure 3.21. When this electro-magnetic noise was present in our

microscope, we were limited to proof of principle experiments as the microscope

is not stable enough for confocal imaging or accurate ODMR measurements. We

were eventually able to separate the SCAPA laser power supply from the building

and remove the electro-magnetic noise from our measurement system. In total,

the noise was present in our microscope system for approximately 18 months,

not including the time the university was closed due to the COVID-19 global

pandemic.

3.5.3 Laser Power

As discussed in section 3.5.1 one way to increase the sensitivity of the nanodia-

mond probes is to improve the signal to noise ratio of the ODMR measurement

[44]. One can increase the fluorescence intensity from the NV− ensembles in bulk

diamond by increasing the laser power applied to the sample. This will result

in more frequent optical excitation of the NV− centres within the nanodiamond

crystals and therefore an increase in the fluorescence emission rate [28]. As the

ODMR measurements are based upon the spin-dependent fluorescence intensity

of the NV− centre, we would expect that the sensitivity of the NV− magnetome-

ter would increase as the optical excitation power is increased, as described by

equation 3.9 [44]. To test this I performed an experiment in which the ODMR

contrast from a 40 nm diamond was tracked as a function of the applied laser

power. The laser power was measured from the output of the single mode fibre

coupling in the 532 nm laser into the common path of the microscope. The mi-

crowave power used for these experiments was 39 dBm (3.16W) at the output of

a +40 dBm amplifier. The results of this experiment can be seen in figure 3.22.
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Figure 3.21: Here I present the electro-magnetic noise from the John Anderson
building in which our microscope is housed. Super-imposed on the dataset are the
mean fluorescent signal over the time period (orange dashed line) and the bounds
for the shot-noise error that we would expect for the fluorescence intensity de-
tected (two blue dashed lines). The noisy signal recorded from the nanodiamond
falls well outside the normal operating range of the microscope. Figure credit:
Brian Patton.
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Figure 3.22: The response of the ODMR spectra from a 40 nm diamond as the
laser power applied to the sample was increased. In figure 3.22a, the ODMR
contrast as a function of applied laser power is shown. Figure 3.22b details
the increase in the fluorescence intensity recorded from the nanodiamond as the
laser power was increased. Figure 3.22c shows the response of the FWHM of
the ODMR measurement to the increased laser power, and figure 3.22d details
the change in the sensitivity of the nanodiamond sensor as the laser power is
increased.
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In figure 3.22a the ODMR contrast is plotted as a function of the laser power

applied. Interestingly, the results show that as the laser power is increased, the

ODMR contrast observed appears to decrease. A linear fit was used to model

the drop in the ODMR contrast as a function of laser power and showed that

the contrast dropped by 0.0063%± 0.0003%µW−1 of applied laser power. This

was not the relationship that I was expecting to see from these results. Moreover

the decrease in ODMR contrast with increasing laser power has been seen in our

system across multiple measurements and multiple samples/nanodiamonds. Af-

ter consulting the literature, I found that this phenomena had been previously

reported, [122, 123], and has been attributed to the optical cycling between the

NV− electronic energy levels being faster than the resonant driving of the spin-

state transitions. As a result, as the applied laser power is increased for a fixed

microwave power, the ODMR contrast decreases.

In figure 3.22b, we can see that the off-resonant fluorescence intensity of the

NV− ensemble does not increase linearly with applied laser power, and indeed

begins to approach a saturation value as the laser power is increased. These

results suggest that with the increased laser power, we are beginning to saturate

the electronic transitions of the NV− centre [123]. We can see the combined

effect of the increase in the fluorescence intensity from the ND and the reduction

of the ODMR contrast on the sensitivity of the NV− ensemble in figure 3.22d. As

the laser power is increased from 5 µW-205µW the signal to noise ratio of the

ODMRmeasurement increases due to the increased fluorescent emission. With an

applied laser power of 205µW, the DC magnetic sensitivity of the NV− ensemble

increased to a maximum of 4.8± 0.8 µT/
√
Hz. As the laser power is increased

further, the FWHM of the measurement starts to increase (see figure 3.22c) and

the contrast starts to decrease to the detriment of the ND probe sensitivity. From

these measurements, it is clear that the laser power applied to a nanodiamond
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probe needs to be carefully considered to maximise the sensitivity of the NV−

probe.

3.5.4 ND Size

Throughout this research project, I have used commercially available nanodi-

maond samples. Coming from two different manufacturers (Adamas and Sigma

Aldrich) I had access to four different sizes of nanodiamond that were stored as

a colloidal, these samples were:

• Adamas - 20 nm, ≈ 1NV− centre per crystal.

• Adamas - Biotin coated 40 nm, ≈ 10NV− centre per crystal.

• Sigma Aldrich - 70 nm, ≈ 100NV− centre per crystal.

• Sigma Aldrich - 90 nm, ≈ 500NV− centre per crystal.

Apart from the size of the diamond, the other major difference between the

nanodiamonds that I have been using is the quantity of NV− defects within each

crystal. Using nanodiamonds with a small number (1-10) of NV− defects in the

crystal gives the advantage that the full width half maxima of the ODMR spectra

should be limited to homogeneous broadening [98]. If we assume that the ODMR

contrast is constant across all nanodiamond samples used (none of our experi-

ments led us to believe otherwise), then these nanodiamonds would produce a

steeper gradient in the ODMR spectra for magnetic and temperature sensitiv-

ity measurements than the larger NV− ensembles [44]. The larger ensembles do

have a significant advantage in the fluorescence intensity from the diamond per

unit laser power over the smaller ensembles. This has a significant effect on the

sensitivity of the ODMR measurements as sensitivity is proportional to 1√
I
[44].

In section 3.5.3, I showed how an increase in applied laser power can result in a

reduction in the overall contrast of an ODMR measurement [122, 123]. Therefore,
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by having a larger number of NV− centres present in the crystal the increased

fluorescent signal might be of greater significance in the calculation of sensitivity

than any losses due to linewidth broadening due to spin-mixing [98]. It is noted

that we would expect to see the quantity of NV− centres in the nanodiamond

crystals to vary from crystal to crystal as NV− centre generation on this scale is

a random process, although efforts are being made to achieve deterministic NV

centre generation [124]. We would therefore expect to see that the nanodiamonds

used in this study would have a number of NV− centres normally distributed

about the mean number of expected defects within the crystal. In the case in

which we are working with nanodiamonds with ≈ 10 NV− centre per crystal, this

random distribution of defects would make it difficult to determine if there was a

single crystal under investigation, or if the point like emitted in the focal volume

of he microscope was a small cluster of two or three NDs. The random distribu-

tion of NV− centres throughout the diamond crystals also makes it very difficult

to directly compare multiple nanodiamonds from the same experiment, as they

may not only have a different number of NV− defects within their structure,

but these will likely be orientated differently to the applied microwave and mag-

netic fields during an ODMR experiment due to the uncontrollable nature of the

orientation of the nanodiamonds on the surface of the glass coverslips/within bi-

ological samples. This is something that needs to be remembered when choosing

a nanodiamond for use in an sensing experiment.

3.6 Thermometry

One of the aims of this research project was to use the temperature dependency

of the resonant frequency of the NV− centre for thermometry experiments, with

the long term goal of monitoring temperature changes within live-cell samples.

In their work, Acosta et al identified that the resonant frequency of the NV−
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centre is linearly dependant on temperature changes around room temperature

[37]. This is thought to be the result, at least in part, to thermal expansion of the

diamond lattice reducing the strength of the electron-electron interaction which

causes the zero-field splitting [105].

The addition of an environment chamber would allow us to maintain a vi-

able environment for live-cell cultures to survive the imaging process without the

temperature affecting normal cell function [125]. For this purpose we brought an

Oko-Labs 301-H temperature stage. The temperature stage came complete with:

a thermal stage, a heating collar for the objective, an environment chamber and

a temperature probe. The majority of the components could be seamlessly added

to our bespoke imaging system. Due to the coplanar waveguides and the sample

adaptors needed for ODMR measurement, however, I had to create a new 3D

printed environment chamber in order for us to use the temperature stage effec-

tively. The microscope sample chamber with the Oko-Labs temperature stage

and the 3D printed environment chamber can be seen in figure 3.23.

In the following section I will discuss the initial experiments that were con-

ducted to assess the performance of the temperature stage for ODMR and tem-

perature sensing experiments. The initial tests of the sample stability and the

first ODMR experiments were performed working alongside Dr Greame John-

stone. The CW ODMR thermometry experiments were performed independently

as was the data analysis.

3.6.1 Testing the Temperature Stage Stability

Before we could perform NV− based temperature sensing, I first had to assess

the suitability of the temperature stage for our ODMR measurement protocols.

In these measurements I wanted to assess the limits of the temperature stage’s
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Figure 3.23: An image of the set-up of the microscope sample chamber when
using the Oko-Lab temperature stage.

94



Chapter 3. ODMR Development

performance. To this end, I wanted to know: the maximum temperature we were

able to maintain in the 3D printed environment chamber, how long it took for

temperature stability to be achieve and, finally, how the stability of the micro-

scope was affected when the temperature stage was in operation. To perform these

measurements a 70 nm diamond sample, prepared using the method described in

appendix A.2, was mounted on a tapered coplanar waveguide and installed within

the environment chamber. The control unit for the 301-H temperature stage has

an LED that is used to indicate the stability of temperature within the sample

chamber as been achieved. The temperature within the chamber was monitored

using the temperature probe included in the sample stage package. A control

feedback loop was used to maintain temperature in the environment chamber

and stability in the environment chamber is achieved when the temperature vari-

ation is within 0.1◦C of the target temperature. When temperature stability is

achieved, the LED on the control box turns from orange to green.

From these measurements, we found that it took about 5-8 minutes for the

temperature in the environment chamber to reach 0.5◦C of the desired temper-

ature, and a further 20-30 minutes for the temperature to stabilise within 0.1◦C

of the target temperature. The maximum temperature that could be maintained

within the environment chamber was 45◦C in these tests using the 3D printed en-

vironment chamber. 45◦C is far beyond what is required for live-cell imaging, so

from this respect, the temperature stage should be suitable for live-cell imaging.

While these calibration measurements were being performed, the stability of the

nanodiamond sample was also being monitored. The piezoelectric objective con-

troller was used to determine the axial position of the sample as the temperature

was varied from 30◦C to 38◦C in steps of 2◦C. The results of the measurement

can be seen in figure 3.24. From these measurements, we can see that the sample

moved more than 20 µm axially over the course of these measurements. This
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axial drift presents a problem for biological imaging and NV thermometry within

our confocal microscope as the drift per degree Celsius temperature change is

larger than the axial resolution of the microscope. The sample therefore moves

out of the field of view each time a temperature change was applied. What is

more troubling from the point of view of implementing this temperature stage for

biological imaging/sensing are the drift dynamics that occur with each temper-

ature step. Within the first 30 s of a change in temperature, the sample would

suddenly undergo a very fast axial drift. This drift was so severe that the sample

would drift out of the focal plane of the microscope, meaning the sample needed

to tracked manually as each temperature step. Following a change in temper-

ature, the sample required a settling time of approximately 1 hour, such is the

severity of the drift in the system. The drift dynamics of the sample due to a

changes in temperature present a possible serious limitation in the application of

the Oko-Labs temperature stage for bio-sensing experiments.

3.6.2 ODMR using the Temperature Stage

The Oko-Labs sample stage and the pins used to hold the sample in position

on the microscope all contain magnets. From equation 3.1, we would expect

to see further splitting of the |±1⟩ spin states of the NV− centre due to the

interaction of this magnetic field with the NV− centre, this is called the Zeeman

effect [90]. Additionally, we would expect the different orientations of the NV−

to experience different amounts of Zeeman splitting as the magnetic field has a

different alignment relative to each of the NV− axis in the crystal. The magnitude

of the Zeeman effect in diamond is given by:

∆E = µbgeB · S = µbgeBNV SNV cos θ. (3.10)

where θ is the angle between the applied magnetic field and the NV− dipole
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Figure 3.24: Here the axial drift in the sample position relative to the microscope
objective as the temperature within the Oko-Labs environment chamber was
changed.
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moment, which is aligned to the crystallographic bonds within diamond [90].

The aim of these measurements was to see whether the effects of the magnetic

field from the sample stage was enough to introduce Zeeman splitting to the

ODMR measurement. This would manifest itself in the ODMR spectra as up to 4

distinct pairs of ODMR dips, corresponding to the 4 crystallographic orientations

of the NV− centre in diamond [90].

I performed a series of experiments to see if I was able to detect the effects

of the induced Zeeman splitting from the magnets on the sample stage using

our ODMR measurement protocol. A 90 nm diamond sample was used for these

experiments, the sample was prepared as in figure 3.12. The experimental pa-

rameters used for this experiment were:

• Microwave power: 36 dBm at the output of the microwave amplifier.

• Microwave frequency scan: 2.75GHz to 3.00GHz in steps of 1MHz.

• Photon integration time/frequency dwell time: 10ms.

The results of this measurement can be seen in figure 3.25, and show that the

magnetic field from the sample stage is indeed strong enough to introduce Zeeman

splitting in the ODMR measurement. This ODMR spectra can be understood

by considering that 3 of the NV orientations having an orientation within the

diamond closer to perpendiclar to the magnetic field generated by the temperature

stage. As a result, these NV orientations experience a smaller applied Zeeman

splitting that the one NV orientation angled closer to parallel. See figure 3.1

as a visual guide to the change in energy levels that occurs as a result of NV

orientation relative to an applied magnetic field.

The maximum projection of the magnetic field on the NV− axis is 1.46mT.

This presents a complication when performing ODMR thermometry using our
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nanodiamond samples. As the nanodiamond crystals are deposited onto the sur-

face of the coverslip, we have no control over their orientation. This means that

any possible orientation of the NV− ensembles relative to the applied magnetic

field from the temperature stage is possible. Therefore, when using the Oko-Labs

temperature stage for ODMR measurements, we will need to search for:

• A diamond that lies close enough to the micro-wire antenna for a strong

ODMR signal to be observed.

• A ODMR spectra that is symmetrical around the zero-field resonant fre-

quency of the NV− centre.

• A diamond that is orientated in such a way that the magnetic field from

the temperature stage produces clearly defined ODMR dips, such as is seen

in figure 3.25b.

These criteria only limit the number of NDs that can be considered viable

candidates for temperature sensing using ODMR. With the number of nanodi-

amond crystals that are deposited over the surface of the coverslip during the

sample preparation, there will always be nanodiamonds within the sample that

fulfil these requirements for ODMR measurement/temperature sensing. One way

to mitigate against the complexity introduced by the magnetic field from the

temperature stage would be to include a 3D Helmholtz coil [126] or an electro-

magnet able to produce a 3D magnetic field orientated in any direction [127].

This would not only allow for the magnetic field from the temperature stage to

be compensated for, but would also allow an applied magnetic field to be prefer-

entially aligned to one of the NV− orientations. This would have the benefit of

reducing the inhomogeneous broadening (FWHM of ODMR dips) brought about

due to the spin-mixing between NV− centres within an ensemble, as only NV−

centres with the same orientation relative to the magnetic field could contribute
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Figure 3.25: The results of the ODMR measurement recorded from a 90 nm
diamond sample mounted within the Oko-Labs climate chamber. A heat-map is
shown in figure 3.25a to illustrate the stability of the measurement. The scatter
plot shown in figure 3.25b shows the mean fluorescence intensity recorded from
each of the applied microwave frequencies and the Lorentz fitting to each of the
ODMR dips.

to the ODMR dip observed [128]. This may come at a cost of the ODMR con-

trast, however, as at least 1 crystallographic bond in the diamond will not have

the same orientation to an applied magnetic field. Thus the total drop in fluo-

rescence from the NV− ensemble throughout an ODMR measurement will not be

as pronounced were no magnetic field present at all. With the ability to control

the orientation of the applied magnetic field, such effects can be minimised, but

not removed [129].

3.6.3 CW ODMR Temperature Sensing

Having installed and suitably tested the Oko-Labs 301-H temperature stage, I at-

tempted to monitor changes to the resonant frequency of the NV− centre within

nanodiamond crystals as the temperature within the sample stage was varied. For

these experiments, a 70 nm diamond sample was used for temperature sensing,

mounted upon a tapered coplanar waveguide, with the 40 µm copper micro-wire

used for microwave delivery. The microwave power used for these experiments was
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35 dBm at the output of the microwave generator and the microwave frequency

scan range was 2.75GHz to 3.00GHz. The frequency step for these measurement

was 1MHz and the photon integration time/frequency dwell time was 1ms.

From the previous experiments using the temperature stage, we know that

there is a large amount of rapid sample movement when a temperature change

is initiated. I therefore sought to identify a region of the sample with a distinct

shape/feature within it. Using this distinct feature I could refocus the sample af-

ter each applied temperature step and return to the nanodiamond(s) used for the

temperature sensing experiments. Use of the same nanodiamond(s) is important

to determine the temperature dependency of the resonant frequency of the NV−

centre. An example of the ROI selection can be seen in figure 3.26.

With a suitable region of interest identified, I selected a nanodiamond for use

in these experiments that had a symmetrical ODMR spectra and a contrast of

over 5%. The ODMR spectra from the diamond chosen for these experiments can

be seen in figure 3.27. To improve the accuracy of the NV− defect thermometry

measurements, I recorded three ODMR spectra from the nanodiamond for each

of the applied temperature changes. From these measurements, I was able to

find the mean change of the resonant frequency of the NV− centre for each of the

applied temperature changes. The experiment procedure was as outlined below:

1. An initial set of three ODMR spectra were recorded from the nanodiamond

of interest at room temperature (27◦C, as recorded using RS PRO - 1231841

digital thermometer).

2. The Oko-Labs temperature stage was switched on and the temperature

within the environment chamber increased to 30◦C.

3. Manual tracking of the sample was required as the temperature in the cham-

ber increased to keep the region of interest (ROI) in the focal plane of the
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Figure 3.26: A 2D confocal image of a 90 nm nanodiamond sample. The image
shows the full field of view for our microscope (40 µm × 40 µm). The red box in
the image shows the selected region of interest for this sample, with the yellow
circle showing the nanodiamond used for the thermometry experiments. The
saturation seen in the image is caused by the chosen limits of the colour map.
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Figure 3.27: ODMR measurement from the 70 nm crystal used for the initial
temperature sensing measurements using the Oko-Labs temperature stage. The
figure shows the raw data for two ODMR measurements and the fittings recorded
at two different temperatures, T = room temperature (R.T) or 20◦C and a mea-
surement recorded at 38◦C.

microscope.

4. The environment chamber was left for 1 hour to allow the temperature to

stabilise.

5. The nanodiamond of interest was then identified from the ROI, and three

ODMR spectra were recorded.

6. The temperature of the environment chamber was then raised by a further

2◦C.

7. Steps 3-6 were repeated with the experiment concluding once the temper-

ature reach 38◦C inside the environment chamber.

When analysing the data, I used the python scipy.optimize.curve fit tool to

fit a double-Lorentzian lineshape to each of the ODMR measurements. Using

these fittings I was able to identify the resonant frequencies of the spin-state
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Figure 3.28: The results of the measurement of the change in the resonant fre-
quency of the NV− centre ensemble within the 70 nm diamond crystal as the
temperature within the Oko-Labs environment chamber was increased. The er-
ror in these measurements come directly from the scipy.optimise function used to
fit the double Lorentzian function to the experimental data.
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transition of the NV− ensembles for each of the measurements performed. The

curve fit function in Python also produces errors for the estimation of the two

B-field split resonant frequencies from the ODMR data from the fitting of the

double Lorentzian lineshape. Having found the mean microwave transition res-

onant frequency for each of the ODMR measurements made, I was able to plot

these values as a function of the temperature within the environment chamber.

The results of the temperature sensing experiments can be seen in figure 3.28 and

show that the microwave resonant frequency of the NV centre decreases as the

temperature within the environment chamber increases. The gradient of the lin-

ear fit used to describe the temperature dependence that we can see in the figure is

-103± 23 kHzK−1. This is of the same order as the expected value (-74 kHzK−1)

from the works of Acosta et al that first described the temperature dependence of

the resonant frequency of the NV− centre in bulk diamond [37]. While this mea-

surement is promising, we must acknowledge that the error in the measurement of

the NV− centre resonant frequency is significant (≈ 878 kHz). Using the gradient

for the temperature response of the NV− ensemble used in these experiments,

the error in this measurement is equivalent to an applied temperature change of

8.5K, which is only marginally smaller than the total temperature range over

which these experiments were conducted. The main source of error in these mea-

surements comes from the relatively low photon flux observed throughout these

experiments. The photon detection error, for the photon integration time used

here, is approximately
√
N . In these measurements, I observed a photon count

rate of 350± 18 counts per unit dwell time, which is equivalent to a 5% error in

the photon count. The 5% error in recorded photon-flux then propagate through

to the error in the Lorentzian fit used to determine the NV− resonant frequency.

Another factor that we found was affecting the stability of the fluorescent

signal from the nanodiamond throughout these measurements was sample drift.
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Figure 3.29: The results of the ODMR measurement recorded with the Oko-
Labs climate chamber activated trying to maintain the environment chamber
temperature at 26◦C. In both plots, the oscillation in the detected fluorescence
can be seen. The effect was only seen when using the Oko-Labs stage, and is
thought to be a function of the heating cycle used.

As the temperature stage attempts to maintain the temperature within the cli-

mate chamber the heaters in the sample stage and objective collar are cycled

on and off. This heating cycle manifests itself as sinusoidal sample drift within

the microscope, as can be seen in figure 3.29. The period of sample oscillation

appears to be about 25s, and is consistent with what we would expect to see from

a PID controller trying to maintain temperature within the sample chamber. I

contacted Oko-Labs directly to ask them about the performance of their temper-

ature stage. I wanted to know if it was possible for us to take control of the PID

controller used to maintain temperature in the environment chamber. From this

discussion it was made clear that it was not possible for us to access the PID

controller or change the frequency of the heating cycles.

Conclusions from Initial Thermometry Experiments

From these initial thermometry experiments I learned a lot about our environment

chamber and the performance of the Oko-Labs temperature stage:

1. The 3D printed environment chamber can be used to achieve temperatures
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far in excess of the 38◦C that would be required for live-mammalian cell

cultures.

2. The magnetic field from the Oko-Labs temperature chamber causes Zeeman

splitting in the spin-state transitions of the NV− centre within our samples.

3. Temperature changes in the environment chamber can result in a sample

drift that is significant enough for the sample to drift completely out of the

field of view of the confocal microscope.

4. The Oko-Labs environment chamber and sample need approximately an

hour between temperature changes in order to for the sample to be stable

enough for imaging or NV− sensing experiments.

5. Thermal cycles from the temperature stage cause cyclic sample drift that

can be observed across an ODMR measurement.

6. We were able to see the effect of a temperature change on the spin-resonant

frequency of the NV− centre.

The most significant findings from these measurements from the point of view

of implementing nanothermometry using the NV− centre are numbers 5 and 6

from the above list. While I was able to observe the change in the resonant

frequency of the NV− centre with a change in temperature, the drift in the sam-

ple and the associated error in the measurement were significant enough that

they needed to be addressed before the thermometry experiments could be im-

plemented for live-cell samples. There are two ways that we could approach the

problem of sample drift: We could increase the speed of the temperature sensing

experiment, or, we could find a way to negate the effects of drift in the micro-

scope. In the following section I will address our solution to compensate for the

effects of drift in the sample via referenced ODMR measurements. The following
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Figure 3.30: A schematic for the ODMR with referencing experimental protocol.

chapter will address the attempts to increase in scanning speed using multi-point

ODMR in section 4.3.1.

3.7 Referencing with ODMR

As identified in the previous chapter, the ODMR protocol that I have been work-

ing with can be compromised by the effects of sample drift (see section 3.6.3).

Addressing this problem of sample drift is not only important from the point of

view of improving the quality of the data recorded during thermometry measure-

ments, but also for ODMR measurements performed on nanodiamonds embedded

within live cells [101]. In this section, I will discuss the implementation of ODMR

with referencing, a measurement process that has been widely reported as a useful

tool for combating the effects of sample drift in ODMR measurements [1, 4, 130].

ODMR with referencing requires that, after each measurement of the fluores-

cence from the NV− centre for an applied ODMRmicrowave frequency, a reference

measurement is made directly after. During the reference measurement, a fixed
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microwave frequency (in our case, 2.75GHz) is applied to the sample and the flu-

orescence intensity from the nanodiamond recorded for a fixed period of time. For

our experiments, this time period was matched to that of the ODMR microwave

frequency dwell time [101]. The reference measurement is then used to normalise

the ODMR fluorescence measurement (IODMR/IRef ). The benefit of ODMR mea-

surements recorded with referencing is that, any sample drift is removed from the

ODMR spectra during the normalisation routine, as can be seen in figure 3.31.

In figure 3.31a, we can see the mean ODMR fluorescence plotted as a function of

the applied microwave frequency plotted alongside the corresponding referencing

measurements. This measurement was performed using a 70 nm diamond sample

mounted on a tapered co-planar waveguide in the absence of any applied mag-

netic fields. Figure 3.31a shows the sample drift throughout this measurement

was significant, with the mean ODMR fluorescence intensity dropping by 13.6%

across the full microwave frequency sweep. It can be seen that the reference data

(labelled as drift in the figure) tracks the sample drift very closely. Figure 3.31b

shows the results of the normalisation routine applied to the dataset. The drift

has been completely removed through the normalisation process, allowing for a

Lorentzian line profile to be fitted to the data.

ODMR with Referencing measurements described above required a change the

microwave circuit. I had to incorporate a second microwave frequency generator

(Aim TTi TGR6000), used to supply a single reference microwave frequency to

the sample, and an microwave switch (Mini-Circuits ZASWA-2-50DRA) into the

experimental setup. Implementing the new hardware in the setup as shown in

the schematic in figure 3.32, we were able to co-ordinate the switching between

the two microwave signal generators with photon counting via the FPGA. This

resulted in good discrimination between the ODMR data and referencing data, as

can be seen in figure 3.31. The other change made to the microwave circuit was to
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(a) Raw referenced ODMR data (b) Normalised ODMR curve

Figure 3.31: The effects of the referencing algorithm for ODMR at correcting
for sample drift. In figure 3.31a the drift in the sample can clearly be seen over
the duration of the measurement, the drift measurement was recorded with an
off resonant microwave frequency of 2.75GHz applied to the sample. In figure
3.31b, we see the result of normalising the ODMR intensity measurements to
the fluorescence intensity recorded during the reference measurement. Through
this process, the effect of the microscope drift is removed from the shape of the
ODMR spectra.

replace the 35 dBm amplifier with a 40 dBm amplifier. This change allowed us to

achieve the maximum 40 dBm output for both the Rohde & Schwartz and AIM

TTI microwave generators used in these experiments. By matching the power

output from both microwave generators, we could avoid the sample drift as a

result of the heating/cooling that we see when the microwave power supplied to

the coplanar waveguides changes. With the new hardware installed and tested,

Dr Brian Patton was able to update the .vi script used to control the ODMR

measurement to incorporate ODMR with Referencing measurements.

The benefits of this measurement protocol are clear. We are able to compen-

sate for significant sample drift and obtain a high-quality ODMR spectra. We

do face an interesting question in how we attribute error to such a measurement.

From work presented previously, I have shown that the bespoke confocal micro-

scope is close to shot-noise limited while the integration time is kept below 10ms
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Figure 3.32: A schematic of the microwave circuit used to implement ODMR
with referencing.
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(section: 2.7.2). As a result we can approximate the measurement error to be:

δI(fMW ) =
√

I(fMW ) (3.11)

At the time of writing, the ODMR with Referencing measurements are recorded

with n measurements of the fluorescence intensity from the nanodiamond sample

for an applied microwave frequency performed before the next microwave fre-

quency applied. As a result, it is conceivable that, if the fluorescence detection

rate was low enough, and there was significant sample drift across the measure-

ment, the percentage error may vary significantly between the beginning and end

of the ODMR measurement. The error in the ODMR with Referencing measure-

ment for each applied microwave frequency is calculated as:

δI(fµwave,i ) =

√∑ I(fµwave,i )− Ī(fµwave)

N − 1
(3.12)

In which: I(fµwave,i ) is the normalised intensity recorded for a microwave

frequency (fµwave,i), Ī(fµwave) is the mean recorded fluorescence intensity recorded

for a specified microwave frequency, and N is the number of measurement point

repeats per frequency line scan. This can also be described as the standard

deviation for the normalised intensity recorded for each of the applied microwave

frequencies.

3.8 Summary

In this section I have discussed the development of the protocol for perform-

ing continuous wave optically detected magnetic resonance (CW ODMR) spec-

troscopy. I have investigated the use of two different methods of microwave

delivery for the ODMR measurements: the double split ring resonator [87] and

the coplanar waveguides [104]. In our confocal microscope system, we believe
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the microwave field generated by the DSRR was being grounded by the micro-

scope objective and therefore the coplanar waveguide proved to be more suitable

for our measurement schemes due to the projected field only extending a few

100µm from the micro-wire antenna. Having then characterised the performance

of the coplanar waveguides for microwave delivery, I have investigated the factors

that need to be considered to optimise the ODMR contrast from a nanodiamond

probe. I have looked at the relationship between:

• The applied microwave power and the percentage of the ODMR contrast,

finding that while increased power does increase ODMR contrast, this come

at the cost of increase microwave power broadening. Therefore the mi-

crowave power applied to a sample needs to be carefully considered to

achieve the maximum sensitivity from a nanodiamond probe.

• The laser power and the ODMR contrast, the results of which showed that

as laser power is increased, the ODMR contrast decreases. This is thought

to be the result of optically-induced energy level transitions occurring so fre-

quently that spin-state transitions are not able to be excited by the applied

microwave signal [123].

• While investigating the factors that affect DC magnetometry measure-

ments, the maximum sensitivity of observed from these measurements was

1.13± 0.04µT/
√
Hz.

I also investigated the application of the CW ODMR protocol for tempera-

ture sensing using the Oko-Labs temperature stage. The results of the experiment

showed that it was possible to measure the effect of increased temperature on the

resonant frequency of the NV− ensemble used for the measurement. The error

associated with these measurements was significant (as large as the full applied

temperature range). One source of this error is thought to be the result of the

sample drift that is induced when the Oko-labs H301-T environment chamber
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is in operation. Another source of error in this measurement is the associated

error in monitoring the fluorescence counts from the nanodiamond probe. In

these measurements, the fluorescence intensity from the diamond was very low

due to the low laser power applied. As a result, the error associated with photon

counts (∆I =
√
I) in the measurement was about 5% of the overall signal. This

secondary error source can be easily rectified by applying additional laser power,

assuming the ODMR contrast is not compromised.

The drift introduced by the Oko-Labs stage did encourage us to develop an

ODMR with referencing measurement scheme. This measurement scheme has

resulted in a method of drift correction that allows ODMR measurements to be

performed and the resonant frequency of the NV− centre to be accurately deter-

mined even in the face of sample drift.

Overall, I have demonstrated that I have been able to implement a CWODMR

measurement protocol that allows us to measure both magnetic fields and tem-

perature fields using nanodiamond probes as a sensor. I have also investigated

the factors that can effect the sensitivity of the NV− ensemble and commented

on how one might choose to consider these parameters to ensure the greatest

sensitivity when measuring either temperature or magnetic field.
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Towards ODMR for Biosensing

4.1 Introduction

There are many challenges that are faced when trying to perform live cell imaging.

The structures of the cells are often complex systems with a variable refractive in-

dex throughout, which induce aberrations during imaging [72, 131]. The induced

aberration from the sample impairs the signal to noise ratio and degrades image

quality [132]. For our experiments, any loss of signal as a result of these aberra-

tions would result in longer measurement times in order to achieve comparable

measurement sensitivity to an unaberrated system [133]. In this section I describe

experiments performed to see how the controlled introduction of aberrations using

our deformable mirror affects the performance of ODMR measurements. These

experiments were preformed to evaluate the usefulness of adaptive-optics in bio-

sensing using a nanodiamond probe.

Another challenge with respect to performing temperature or magnetic field

sensing on live cells samples is the speed at which the measurements are recorded

[35]. The speed of the ODMR measurement needs to be carefully balanced so

that the dynamics of the cell’s response to an applied stimuli can be monitored,

115



Chapter 4. Towards ODMR for Biosensing

while allowing a long enough detection time to accurately measure any changes

in temperature or magnetic field [134]. Sample drift and live-cell movement also

place time constraints on how long an accurate ODMR measurement can be

performed [135]. The major time constraint in NV− sensing is the time it takes

to complete a high-resolution microwave frequency scan to record an ODMR

measurement. From the measurements that we have performed in our system,

a continuous ODMR spectra can require hundreds of frequency steps to obtain

sufficient resolution to accurately determine the resonant frequency of the NV−

centre. In addition, it is often advantageous to perform multiple ODMR frequency

line scans to improve the signal-to-noise of a measurement, by averaging the

microwave frequency dependent fluorescence intensity [101]. I will introduce in

this chapter a multi-point measurement scheme forNV − thermometry as outlined

in [1]. I will also evaluate three different multi-point ODMR temperature sensing

algorithms that have been reported in literature [35, 4, 1].

4.2 ODMR and Adaptive Optics

As shown previously in this work (section 2.3), adaptive optics can be used to

compensate for sample induced aberration to improve image quality and signal

to noise in biological imaging [2, 49]. In this section, I outline an investigation

to see how aberrations can affect the performance of our ODMR measurement

protocols. With the deformable mirror, we are able to add aberrations into our

system in a controlled way [136, 137]. Starting with an imaging system free from

aberration, I recorded a measurement of the microscope’s PSF and an ODMR

spectrum from a single nanodiamond as a control dataset. I then added a fixed

amount (0.3 mode units), of one of the Zernike modes (oblique astigmatism or

vertical coma) and repeat the PSF and ODMR measurements using the same

nanodiamond crystal.
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Table 4.1: The changes in the characteristics of the recorded ODMR curves as
the applied oblique astigmatism was increased. Here we look specifically at the
recorded ODMR contrast, the R2 value for the fitting, the mean fluorescent signal
for the full ODMR curve and the standard deviation of the mean off-resonant
fluorescence intensity from the diamond under study.

Applied ODMR R2 Mean Fluorescent Standard Deviation
Astigmatism Contrast Signal of Off Resonant

units (%) (10 ms−1) signal (10 ms−1)
0 7.4 0.91 2010 82
0.3 7.4 0.91 1891 79
0.6 7.0 0.93 1783 76
0.9 6.8 0.88 1638 75
1.2 7.0 0.90 1363 67
1.5 6.8 0.87 1072 59

The first of these experiments was performed using a 40 nm diamond sam-

ple. In figure 4.1 we can see a comparison between the PSF and ODMR spectra

recorded at the beginning of the experiment with no aberration applied, and the

effects on both after +1.5 units of astigmatism had been applied to the imaging

system via the DM.

To analyse the dataset comprising all the different applied aberrations,, I have

evaluated how the increase in applied aberration affected: The mean fluorescence

intensity measured from the ND, the R2 value for the double Lorentzian curve

fitting to the ODMR data, the standard deviation of the off-resonant fluorescent

signal (shot-noise) and ODMR dip contrast. Table 4.1 shows how these four

characteristics of the ODMR measurement changed throughout this experiment.

The analysis revealed that the ODMR contrast remained relatively constant as

a result of the applied aberration is increased. This seemed a surprising result,

however, the ODMR contrast is a percentage drop in the fluorescence intensity

from the NV− ensemble [36]. Therefore, regardless of the optical aberration that
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Figure 4.1: An image of a clean (4.1a) and aberrated (4.1b) PSF from the micro-
scope and the ODMR measurement recorded from the same nanodiamond using
the same imaging parameters.

is applied to the system, if the ODMR contrast is larger than the measurement

noise, one should recover the same ODMR contrast with or without optical aber-

rations applied. The R2 value for the Lorentz fitting to the ODMR data show

signs of decreasing as the applied aberration was increased. This is likely the

result of the drop in the fluorescence intensity as the aberration is increased.

The signal to noise of the ODMR curve increases as the fluorescence intensity

decreases, resulting in the R2 value for the fitting decreasing [85].

The second experiment of this type was performed using a 70nm ND. The

same experimental process was repeated using this sample, however, vertical

coma was applied rather than oblique astigmatism. The results of this exper-

iment can be seen in table 4.2 and show an interesting trend, in that, the ODMR

contrast increases as the aberration increases. This is an unexpected result given

the stability of the ODMR contrast observed for the 40 nm diamond sample. One

possible explanation could be that we are not seeing as much laser power reach
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the sample as the aberration magnitude in increased. This is supported by the

drop in the fluorescent signal recorded as the aberration magnitude increased.

If this is the case, then what we may be seeing is the same effect observed in

section 3.5.3, in which increased laser power supplied to the sample was found to

decrease the recorded ODMR contrast [123].

Where we do see significant agreement between the two experiments is that

mean fluorescence intensity from the ODMR measurement drops significantly

with increased aberration applied, and the mean standard deviation increases as

a percentage of the mean fluorescent signal. I also included a final measurement

at the end of the experiment that removed the applied aberration and returned to

a unperturbed system. The results of this final measurement are in good agree-

ment with the first measurements in the dataset. This supports the argument

that the loss in the fluorescent signal is a direct result of the aberration applied

to the imaging microscope system and not the result of fluorophore bleaching or

sample degredation. Herein lies the importance of a deformable mirror when per-

forming bio-sensing experiments. With the ability to correct for the aberrations

introduced to the system by biological material, the DM allows us to achieve a

fluorescence intensity from the nanodiamond during ODMR measurements that

would not otherwise be possible for a given applied laser power. This is a benefit

as it limits the photo-damage that is caused to the sample (be it fixed or live)

[25] and reduces the integration time for photon collection during ODMR spec-

troscopy. This in turn reduces the total measurement time in comparison to a

system not capable of aberration correction. By decreasing the total measure-

ment time, we improve the ability of our system to track temperature changes

occurring within live-cells in real time, as they are exposed to different external

stimuli.
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Table 4.2: The table here shows the response of the ODMR from a 70nm nan-
odiamond as the vertical coma applied to the system via the deformable mirror.

Applied Mean ODMR R2 Mean Fluorescent Standard Deviation
Astigmatism Contrast Signal of Off Resonant

units (%) (10 ms−1) signal (10 ms−1)
0 5.2 0.96 7157 169
0.3 5.9 0.96 6330 153
0.6 6.1 0.96 5130 137
0.9 6.1 0.97 4703 126
1.2 6.3 0.96 4022 115
0 5.5 0.97 7463 163

4.3 Four-Point ODMR

4.3.1 Introduction

One of the drawbacks to performing NV− thermometry or magnetometry using

a CW ODMR measurement is the length of time it takes to complete a high

resolution frequency sweep [1]. An ODMR sweep in which there are: 100 ap-

plied microwave frequency points, a 10ms photon integration time per applied

frequency and 150 frequency line scan repeats, results in a total experiment time

of 150s. This puts a minimum stability requirement on the microscope that the

diamond under investigation must remain within the focal spot of the excitation

laser for the length of the experiment. It also limits thermometry to measure-

ments of temperature dynamics that happen on a longer time scale than the

length of time of a full ODMR sweep [1]. One method that has been suggested

to overcome the time constraints of a CW ODMR measurement is to perform

ODMR using just a few frequency points, selected from the point of maximum

gradient from a high resolution ODMR spectra [101]. An example of the selection

of four microwave frequency points for multi-point ODMR can be seen in figure

4.2b. By monitoring the change in the fluorescence intensity from the NV− centre

from these four applied frequencies one can determine the resonance frequency
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Figure 4.2: Here we can see in the normalised CW ODMR spectra from a 70nm
diamond that is to be used for the investigation of the four-point ODMR mea-
surement 4.2a. For this measurement, the off-resonant signal was 10,000 counts
per 10ms. In 4.2b, we can see the linear fitting to the slopes of the ODMR dip
and the four frequency points extracted from the ODMR curve. These four points
are denoted by the crosses on the graph.

of the defect [35]. Therefore, the four point ODMR measurement can be used

to monitor the changes in temperature of the environment surrounding the NV−

centre as they occur [37]. Multi-point ODMR has already been used in previous

studies to monitor temperature changes both within single cell organisms [35]

and within living C.elegans [1].

In the following sections I will discuss the implementation of these multi-point

protocols within our experimental set-up. I have investigated how the integra-

tion time and the number of point repeats used in these experiments affects the

reliability of the measurement. The aim of this study was then to determine the

optimal parameters for performing four-point ODMR. These experiments were

conducted using the ODMR with Referencing measurement protocol discussed in

the previous chapter (section 3.7).

121



Chapter 4. Towards ODMR for Biosensing

4.3.2 Dwell Time

To begin these experiments, I investigated the effects of increasing dwell time

on the precision of the four point ODMR process. For these measurements, I

used a 70 nm diamond mounted on a coplanar waveguide for microwave delivery.

The microwave power at the output of the microwave amplifiers was constant

at 35 dBm throughout these measurements. The laser power was also kept con-

stant to maintain a constant fluorescence photon-flux of 800 kCounts s−1 from the

nanodiamond under study. I will now outline some of the language used in this

section for the clarity of the reader:

• Dwell time - This will be used interchangeably with integration time, and

defines the period of time used for photon counting. This also defines the

length of time that each of the applied microwave frequencies is applied to

the sample.

• Point repeats - Defines the number of times that photon counting over a

fixed dwell time is performed for an applied microwave frequency. eg: 100

point repeats were made for an applied frequency of 2.87GHz.

• Measurement - A single ODMR (CW or multi-point) measurements, com-

prising of n point repeats for each of m applied microwave frequencies. We

are particularly interested in the case where m=4, i.e. the four point mea-

surement schemes as explored in this section.

For each of the measurements, 100 point repeats were used for each of the

applied microwave frequencies. The full ODMR spectra from the nanodiamond

under study and the four selected microwave frequencies can be seen in figure

4.2. The dwell time used for photon collection was varied from 1ms to 100ms.

For each of the dwell times used, the 4-point ODMR measurement was repeated

seven times. The precision of the measurement was calculated using the standard
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Figure 4.3: Presented here are the plots for the percentage errors plotted for
the normalised intensity measured for the dwell times used for the four applied
microwave frequencies.

deviation of the mean-normalised fluorescence intensity from across the seven

measurements.

To assess the accuracy of a measurement, the root mean square difference

between, the mean-normalised fluorescence intensity for each of the four applied

microwave frequencies, and that of the fluorescence intensity for each of the four

applied microwave frequencies from the complete CW-ODMR spectra.

δI(fi) =
√

(Ī(fi)4, points − I(fi)full ODMR)2. (4.1)
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4.3.3 Measurement Precision

The analysis of the precision measurements can be seen in figure 4.3. The graphs

show the coefficient of variation of the normalised intensity for each of the four

applied microwave frequencies. The coefficient of variance (CV) was calculated

using the following equation:

CV = 100× σ

Ī(fi)
. (4.2)

In which Ī(fi) is the mean of the normalised fluorescence intensity recorded

from the nanodiamond under study for one of the i applied microwave frequencies.

σi is the standard deviation of the fluorescence intensity point repeats I(fi).

This gives us the coefficient of variance as a percentage of the mean-normalised

fluorescence intensity observed for each of the measurement dwell times used in

this experiment. The results show that as the dwell time for photon counting

per point repeat is increased, the precision of the measurement also increased

(coefficient of variance decreased). This relationship can be modelled using the

following equation:

CV =
A

tdwell

+ C. (4.3)

In which A and C are both constants and tdwell is the dwell time for photon

collection. The coefficients of fitting for the data presented in figure 4.3 and the

R2 values describing the goodness of fit are presented in table 4.3. In each case

the coefficient of variance is tending towards approximately 0.1% as the dwell

time increases to 100ms. This result is consistent with the number of photons

detected increasing linearly with the increase in the integration time for photon

detection (see figure 4.4a), thus reducing the percentage error in photon-counting

[85].

The aim of this experiment was to determine the parameters that would allow
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us to perform the four-point ODMR algorithm both quickly and with high pre-

cision. From the results in figure 4.4b, a dwell time of 25ms, or a mean photon

count per frequency point measurement of 25,000 counts per unit dwell time is

sufficient to produce a repeatable result in our system. With these measurement

parameters the projected variance coefficient is 0.16%, and results in a total mea-

surement time of 20 s. To improve the precision of the measurement to below

0.1%, for example, would require a 3 times the total photon count. This could

be achieved by either:

• Increased dwell time: An increase in the dwell time would result in more

photons being collected per point repeat, resulting in an increase in preci-

sion. However, this would result in an increase in the total time required

for measurement, which increases the chance that sample drift/movement

may affect the measurements performed.

• Increased laser power: By increasing the laser power, one can increase

the fluorescent signal from the nanodiamond. As shown previously (section

3.5.3) an increase in laser power can result in a loss of ODMR contrast from

an NV− ensemble within a nanodiamond. With this in mind, one needs to

be careful not to accidentally decrease the sensitivity of an ODMR probe

while trying to maximise the precision of the measurement.

One therefore needs to carefully consider the measurement parameters used for

the four-point ODMR measurement in order to balance measurement precision

and probe sensitivity.
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Figure 4.4: In figure 4.4a we see the linear increase of measured fluorescence inten-
sity with increased dwell time for an applied microwave frequency of 2.858GHz.
The gradient of this line is the fluorescent output from the nanodiamond that we
are able to detect with our system. Figure 4.4b shows the decrease in the percent-
age error as the total mean counts recorded during the four point measurement
increase. The percentage error reduces proportionally to the square root of the
mean total counts recorded.

Table 4.3: A table showing the fitting parameters for the percentage error of the
normalised four point ODMR measurements plotted as a function of the applied
dwell time in figure 4.3

.

Applied Frequency (GHz) A C R2

2.858 0.357 0.088 0.631
2.860 1.169 -0.108 0.970
2.878 0.507 0.040 0.627
2.880 0.689 0.012 0.865
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4.3.4 Accuracy

The accuracy of the four-point ODMR measurements was calculated using the

following equation:

Accuracy = 100− 100×
(
|Īnorm(fi)− ILorentzfit(fi)|

ILorentzfit(fi)

)
. (4.4)

In which, ILorentzfit is the projected normalised fluorescence intensity from the

double-Lorentzian fit, and Īnorm(fi) is the mean normalised fluorescence intensity

from the seven measurements performed for each of the applied dwell times.

The analysis of the measurement accuracy for the dwell times used for photon

counting can be seen in figure 4.5a.

The results in figure 4.5 show that in each case, the accuracy of the mea-

surement never dips below 99%. This suggests that for a fluorescence detection

rate of 850 kCounts s−1 and 100 point repeats per applied microwave frequency

is enough to get within 1% of the normalised fluorescence intensity projected by

the Lorentzian fit to a full ODMR spectra. Even in the case at which the dwell

time for measurement was 1ms, the accuracy of measurement was still within the

expected variation of the fluorescence intensity from the shot-noise limit approx-

imation made [85].

4.3.5 Frequency Point Repeats

Another factor that needs to be considered when optimising the length of the four-

point ODMR protocol is the number of point repeats that are used per applied

frequency. Performing multiple point repeats allows us to calculate the mean

fluorescence intensity for each of the applied microwave frequencies, and reduce

the overall measurement error by
√
n, where n is the number of point repeats.

In the following section, I investigate how the number of point repeats affects

the precision and accuracy of the ODMR measurement. The number of point
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Figure 4.5: The accuracy plots for the fluorescence intensity measurements
recorded for the four applied microwave frequencies 2.858GHz 4.3a, 2.860GHz
4.3b, 2.878GHz 4.3c, and 2.880GHz 4.3d, plotted against the dwell time for a
single frequency point measurement. In all cases the accuracy of the measure-
ment is above 99%.
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repeats is varied from 10-1000, while the measurement dwell time per applied

frequency point remained constant at 10ms and the detection rate for the NV−

centre fluorescence is 1.15MCounts s−1, i.e. increasing points directly increases

the number of photons detected for a given applied microwave frequency. A

70 nm diamond sample was used for this measurement and the microwave power

was fixed throughout this experiment at 40 dBm at the output of the microwave

amplifier. In these experiments the ODMR with referencing protocol was used.

The four frequency points were chosen using using the method outlined in figure

4.2b, and will be discussed in more depth later in this chapter (section 4.5). 7

measurement repeats were made for each increase in the number of point repeats

used throughout this experiment. As was the case for the dwell time analysis, the

precision and accuracy of the measurements were calculated from these results.

Precision

The precision of the measurements was quantified using the coefficient of variance

between the seven datasets recorded for each measurement regime. The results of

these experiments can be seen in figure 4.6, and show the coefficient of variance

decreases proportionally with 1
n
, with n being the number of frequency point

repeats. From these results it can be seen that for 200 line repeats the precision

is starting to approach the asymptotic minima, between 0.1% and 0.2%. For the

diamond used in this measurement, 200 frequency point repeats and a fluorescent

photon flux of 11,000 counts per unit dwell time produced a sufficiently precise

measurement for multi-point ODMR measurements.

Accuracy

I assessed the accuracy of the measurement repeats experiments using equation

4.4. The results of these experiments can be seen in figure 4.7. Here we see no real
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Figure 4.6: Here we see the results of the precision measurements for each of
the microwave frequencies used within a four-point ODMR scan with referencing
as the number of repeats used in an experiment is increased. We can see that
in each case the co-efficient of variance decreases towards an asymptotic value
around 0.1% following a 1

n
relation.
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Figure 4.7: The accuracy for the four-point ODMR measurement with referencing
when the number of repeats is varied. We can see that for each of the four
microwave frequencies applied, the measurement accuracy is universally above
99%, regardless of the number of point repeats used.

dependence of the accuracy on the number of repeats performed as all measure-

ments have an accuracy above 99%. The variation that we see in the accuracy of

measurement is likely to be the result of the shot noise in the measurement.

4.4 Simulated Temperature Sensing

In 2010, Acosta et al published their paper describing the linear dependence of

the resonant microwave frequency of the NV − centre to temperature in condi-

tions around room temperature [37]. By controlling the environment tempera-

ture around a single-crystal diamond containing an ensemble of NV − defects,
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the group were able to monitor changes in the resonant frequency as the tem-

perature was varied between 280K and 330K. They discovered that, across

this temperature range, the resonant frequency (D) of the NV − changed as

dD
dT

= −74kHzK−1. This linear relationship has been confirmed via experiment

for NV − centres within nanodiamond structures as well [35, 102]. To date there

is not a theoretical model that is able to accurately describe the results seen in

experiment, it is suspected that this temperature dependence is related to lattice

expansion coupled to temperature dependence of the phonon-electron interac-

tions [94, 138]. While some variation in the temperature dependency of the NV−

centre resonant frequency has been observed [1], the value of -74 kHzK−1 is often

quoted in literature [35]. Kucsko et al in their work showed that it is possible to

accurately determine changes in temperature within a live cell environment via

a nanodiamond probe using a multi-point ODMR [35]. This work has since been

built upon by Fujiwara et al [1] and Singam et al [4] showing a small subset of

frequencies can be used for ODMR measurements to accurately monitor temper-

ature changes using the NV− centre for thermometry.

One of the aims of this research project has been to investigate methods that

could be used to monitor temperature changes within live-cells using our confo-

cal microscope and nanodiamonds as an all optical probe. We initially looked to

investigate the temperature response of our nanodiamond sensors using an Oko-

Labs (H301-T) temperature stage. The results of this investigation are outlined

in detail in section 3.6. To summarise the results briefly, the magnetic field from

the sample holder alongside the sample drift that occurs when the temperature

stage is in operation meant that accurate temperature sensing experiments were

almost impossible to perform. An example of an ODMR with referencing mea-

surement performed using the temperature stage can be seen in figure 4.8. As

a quantification of the quality of the fit, the R2 value for this fitting was 0.53.
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Figure 4.8: The ODMR spectra from a 70 nm diamond crystal while the Oko-
Labs temperature stage was mounted in our imaging system. The data shown
here shows that the magnetic field from the temperature stage has degraded the
quality of the ODMR curve so that NV− thermometry would not be possible
while the temperature stage is in place. The R2 value for this fitting was 0.53.

This fitting was made with a mean fluorescence intensity of approximately 500

counts per 10ms. This photon count was very low and no doubt contributes to

the quality of the fitting able to be achieved. The reason for choosing such a low

laser power, and therefore fluorescence intensity for this measurement was the

relatively low ODMR contrast. Any increase in laser power would have resulted

in a loss of contrast, which in turn would have affected suitability of the nanodi-

amond under study for thermometry or magnetometry.

During the investigation of multi-point ODMR methods for temperature sens-

ing, I recognised that it is possible to simulate the effects of temperature. A tem-

perature change of δT is observed in NV− thermometry as a translation of the
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full CW ODMR spectra in frequency by an amount equivalent to dD
dT

× δ T [37].

We are able to simulate the effects of a temperature change by applying a fixed

frequency shift (simulated temperature change) to all of the microwave frequen-

cies applied, effectively shifting the ODMR spectra in frequency as a change in

temperature would. In the analysis of these experiments, the results are treated

as if this frequency shift was never applied. The aim of analysis is then to try

to recover the magnitude of the simulated temperature change (The applied fre-

quency shift) by comparing the results of the measurement to a data set in which

∆Tsim = 0K. In the following, I will describe the use of simulated temperature

change experiments to evaluate the performance of three reported techniques

for temperature sensing using multi-point ODMR [35, 1, 4]. All three of these

temperature sensing techniques were applied to the same experimental dataset

(described in the next section) to allow for direct comparison between the three

methods.

4.5 Description of Four-Point ODMR Evalua-

tion Data Set

To compare the performance of the three temperature sensing techniques outlined

in [1, 4, 35] with our microscope, I performed a simulated temperature sensing

experiment. Using a 70 nm diamond probe, I extracted the four frequency points

from a full CW ODMR spectra using the process outlined in [1], and described

briefly here:

1. A full CW ODMR spectra was recorded from the nanodiamond in question.

2. A double-Lorentzian lineshape was then fitted to the data.

3. A straight line fit was made to the point of maximum absolute gradient of
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Figure 4.9: A figure showing the four frequencies (f1 - f4) selected for performing
ODMR as described by the authors of [1].

the Lorentz fitting, extending to the point at which the root mean square

error between the straight line fit and the Lorentz fit was larger than 0.2%.

4. The frequency corresponding to the mid-point of the straight line fits was

found, denoted as F− and F+ in figure 4.9.

5. The four microwave frequencies (fi) to be used in the experiment following

the equation:

fi = f± ± δf (4.5)

In which i = 1, 2, 3, 4 and δf is a fixed frequency shift (eg: 1MHz). A visual

representation of this process can be seen in figure 4.9.

The dataset used for the simulated temperature sensing experiments con-

tained: 56 four-point ODMR data measurements all recorded from the same
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nanodiamond. The parameters of the scan were:

• A photon integration time per applied frequency point of 10ms.

• 250 intensity point repeats per applied microwave frequency.

• The applied microwave power after the amplifier of 38 dBm for both the

four-point ODMR microwave generator and the reference microwave fre-

quency generator.

• The reference frequency used in these experiments was fixed at 2.75GHz.

These measurement parameters were kept constant throughout the experi-

ment. The process of the simulated temperature sensing, as described above,

involved adding a known frequency shift to the four microwave frequencies used

in the four-point ODMR measurement to simulate the effects of a temperature

change. For this experiment, a frequency shift of 150 kHz was applied to the

sample, assuming Acosta’s value for dD
dT

= −74kHzK−1, this frequency shift

were equivalent to a 2◦C temperature change [37]. For each simulated tempera-

ture change applied to the sample, seven multi-point ODMR measurements were

recorded. This allowed me to quantify the precision of the measured simulated

temperature shift and monitor the repeatability of the measurement. Each of the

seven measurement repeats are considered to be independent of one another as

the excitation laser needed to be optimised to maximise the fluorescent output

from the nanodiamond. Once all seven measurements had been recorded, the

four applied microwave frequencies were increased by another 150 kHz, and the

four-point ODMR measurements recorded. This process was repeated until the

total frequency shift applied was 1050 kHz (14◦C).

In the following sections, I will outline the analysis techniques presented by

Kucsko et al [35], Singam et al [4] and Fujiwara et al [1]. I have evaluated the
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Figure 4.10: The double Lorentzian fitting for the CW ODMR curve from a 70nm
diamond used for the selection of the four-points used to generate the initial four-
point ODMR measurements in the dataset described. The dataset was recorded
with a microwave frequency step size of 0.5MHz, a pixel dwell time of 10ms and
100 point repeats.

above dataset using each of these techniques, and have reported on the effec-

tiveness of each analysis method for temperature sensing in our system. To the

best of the author’s knowledge, at the time of writing, this is the first time that

a comparison between the different multi-point ODMR measurement techniques

has been performed on the same experimental dataset.

4.6 Kucsko et al, 2013

The first reported case of using a multi-point ODMR experiment with the NV −

centre was reported by Kucsko et al in 2013 [35]. The group used a four-point

ODMR measurement to monitor changes in temperature within a live cell system

using a nanodiamond sensor [35]. The reported technique for temperature sensing
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was to select four frequency points from a recorded CW ODMR curve, two from

each side of the Lorentzian dip(s) (as in figure 4.11). A straight line fit was then

used to describe the fluorescence intensity recorded from the two low-frequency

measurements, and the two from the high-frequency measurements. The fre-

quency at which these two lines intersected was then used to track changes in

temperature within the cell [35]. The group initially tested the sensitivity of the

measurement scheme by monitoring local increases in the temperature across a

glass coverslip as heating was generated by the excitation of surface plasmons of

gold-nanoparticles spin coated to the surface of the coverslip. The group were

able to measure temperature changes as small as δT=44±10mK using the nan-

odiamond probes [35].

This NV− thermometry method was applied to the dataset described in sec-

tion 4.5. The results of this analysis are shown in figure 4.12 and show the

measured change in the resonant frequency of the NV− ensemble as a function

of the applied simulated temperature change. The graph shows that mean mea-

sured change in the resonant frequency across the seven measurements performed

drops as the simulated temperature change applied increase. The error in these

measurements is calculated by the standard deviation of these values. A linear

plot has been fitted to the data to describe the relationship between the applied

simulated temperature change and the measured change in resonant frequency.

The gradient of the straight-line fit was m = −0.96 ± 0.15. For a perfect

system, we would recover a gradient of mideal = -1, so, from these results, this

method would produced just a 5% error in the estimation of the applied temper-

ature change. The limit of sensitivity for the calculation of the mean resonant

frequency of the NV − centre is set by the largest error, which in this case is δD

= 530 kHz. This value is over three times the frequency step applied to produce

the simulated temperature steps. Kucsko et al reported a much higher sensitiv-
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Figure 4.11: A demonstration of the Kucsko temperature sensing method. Here
we see the four-point ODMR measurement results for a simulated dataset both
before (figure 4.11a) and after (figure 4.11b) a temperature change is applied. In
both cases a linear fit is applied to the two intensity points positioned either side
of the central resonant frequency. The intersection point of the two linear fits
gives the resonant frequency of the NV − centre. This method is then used to
monitor changes in the resonant frequency as a temperature change is applied as
seen in figure 4.11b.

139



Chapter 4. Towards ODMR for Biosensing

ity in their measurements, reporting the ability to measure temperature changes

as small as δT = 1.8mK [35]. The group report using a confocal microscope

system and an avalanche photo-diode for these measurements, which is a simi-

lar experimental set-up to our system. Before directly comparing these results,

there are a number of points to consider that affect the performance of an ODMR

measurement:

• The fluorescent photon count rate used while performing the

ODMR measurement: Kucsko et al do not make it clear the fluores-

cence intensity that has been used in their measurements [35]. In a shot-

noise limited system the noise scales as
√
N [85], and therefore the strength

of the fluorescent signal would have a significant impact on the sensitivity

that can be achieved using their measurement protocol.

• Depth of ODMR dip: The ODMR spectra shown in Kucsko’s paper [35]

shows a contrast of 10%. This was roughly double the ODMR contrast

that I was able to achieve when recording the measurements used for this

analysis. The sensitivity of the NV− sensor is inversely proportional to

the contrast observed in an ODMR measurement, therefore, the greater the

ODMR contrast, the smaller the change in temperature one is able to detect

[133].

• Our error analysis: From the results in figure 4.12 we can see that the as-

sociated error of the measurement is quite large, however, given the quality

of the linear fit, it is possible we are being conservative with our error esti-

mation. We are not aware of another method of analysing the errors in our

experiment that would allow us to use another metric other than the stan-

dard deviation in the 7 measurements made at each simulated temperature

shift that would allow us to report a lower measurement error.
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Figure 4.12: The measurement of the change in the measured resonant frequency
of the NV − centre cluster in a 70nm diamond during the simulated temperature
sensing experiments. Here the mean resonant frequency measured over 7 mea-
surement repeats can be seen to varying linearly with the change in the applied
resonant frequency shifts. The error here comes from the standard deviation
of the measurements recorded at each temperature point. The gradient of this
straight-line fit is m = −0.96 ± 0.15.

It is important to highlight the difference between the two sets of measure-

ments to get an idea of how we might improve the sensitivity of our system in

the future. Unfortunately, there was not time to explore options to improve the

sensitivity of our system, and therefore, from these results, the size of the error

that we recover using the Kucsko et al analysis method are too large to be able

to reliably be able to perform NV− based thermometry with our system.

4.7 Singam et al, 2019

Another multi-point ODMR analysis technique for NV− based thermometry was

presented in the paper of Singam et al in 2019 [4]. The group demonstrated that,

by monitoring the fluorescence intensity from just two frequency points which

describe the the point of maximum gradient of an ODMR curve, temperature
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changes as small as 0.5K can be detected in real time [4]. The process for per-

forming the analysis presented by Singam et al is complex, and so is described in

the bullet points below, and is represented graphically in figure 4.13.

1. Firstly, a complete ODMR curve is recorded from the nanodiamond in

question. From the Lorentz fitting to the data, two microwave frequencies

are chosen for the multi-point measurement. These points describe the

point of maximum absolute gradient on either side of the Lorentz fitting

(see figure 4.13a). These two frequency points should be selected such that

they have equal (or as close as possible) fluorescence intensity when applied

to the NV− ensemble.

2. A differential curve is then generated from the complete ODMR curve. This

curve is generated used in the following equation:

δIi = I(fi+∆f )− I(fi) (4.6)

Where (i) is an index and δIi is the difference in the normalised fluores-

cence of two different ODMR intensity measurements made at at applied

frequencies fi and fj, in which the difference between the two frequencies

is equal to δf as shown in figure 4.13a. As example of the central region of

a differential curve is shown in figure 4.13b.

3. A linear fit is used to describe the central region of the differential curve (see

figure 4.13b, R2 = 0.91). Before any temperature changes are applied, the

difference between the fluorescence intensity from the nanodiamond when

the two chosen microwave frequencies should equal 0, δI= I(F−) - I(F+) =

0. This has been marked on figure 4.13c.

4. To perform temperature sensing measurements, the fluorescence intensity

from the nanodiamond is monitored from the two applied microwave fre-
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Figure 4.13: An graphical representation of the procedure used for temperature
sensing as outlined in the paper by Singam et al [4]. The figure shows the selection
of the two frequency points used for the multi-point ODMR measurement 4.13a.
From these two points, the differential curve is generated and a linear fit applied
to the near-linear region 4.13b. The linear fit is then used as a reference curve,
in which any changes in the resonant frequency of the NV− centre as a result of
temperature can be calculated from the fluorescence intensity recorded from the
two microwave frequencies selected for measurement 4.13c
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quencies. Any shift in the ODMR spectra due to a change in temperature

will be reflected in δI ̸=0.

5. Using the difference between the intensity measured for the two applied fre-

quencies, one can use the linear section of the differential curve to calculate

the magnitude of the temperature change, relative to a reference value (as

shown in figure 4.13c) [4].

I evaluated the simulated temperature sensing dataset using the analysis

method presented by Singam [4]. To apply this method as outlined in [4], I

had to convert the four-point ODMR dataset into a two-point dataset. This was

done by finding the mean fluorescence intensity for the two low frequency and

two high frequency ODMR measurement points respectively. From this point the

algorithm as describe above was implemented to determine the simulated temper-

ature changes applied to the sample. The Singam et al analysis method proved

to produce significantly smaller error than was seen in the Kucsko et al analysis

method. As a result, the Singam method has been used to evaluate both:

• The results of a single four-point ODMR measurement recorded at each

simulated temperature step

• The mean resonant frequency shift measured from all of the seven measure-

ments recorded for each simulated temperature step.

4.7.1 Single measurement per Temperature Step

The analysis of a single four-point ODMR measurement per simulated temper-

ature step can be seen in figure 4.14a. The graph shows a linear decrease in

the measured resonant frequency as the simulated temperature change increased.

The gradient for the linear fit applied to this graph is 1.04± 0.07. This gives

a 4% overestimation, using this nanodiamond, for any simulated temperature
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changes applied to the sample. The precision from this measurement is consis-

tent for all the applied simulated temperature changes at δD=340 kHz, which

is approximately double the actual simulated temperature shift applied for these

measurements. The precision is given by the largest error in the dataset and is

calculated using the following error equations,

δ(∆I − C) =
√
(δ(∆I))2 + (δC)2 (4.7)

δ(∆D) = ∆D ×

√(
δ(∆I − C)

(∆I − C)

)2

+

(
δ∆m

m

)2

. (4.8)

In the above, ∆I is the difference in the measured fluorescence intensity from

the two frequency points, C is the y intercept, m is the gradient of the linear fit

to the central region of the differential curve and ∆D is the measured simulated

temperature change. As noted for the Kucsko et al data analysis, this individual

measurement error is too high for accurate NV− thermometry based off a single

four-point measurement.

4.7.2 Singam analysis of Many Measurements

Figure 4.14b shows the results of the mean resonant frequency shift from the

seven measurements made across all of the simulated temperature changes. A

straight line fitting was used to determine the relationship between the mea-

sured and applied simulated temperature changes. The gradient of the fitting is

1.05± 0.04, in good agreement with the single shot measurement results. The

error for this measurement was calculated as the standard deviation of the mean

measured change in resonant frequency across the seven measurement repeats for

each simulated temperature change. The maximum error in for the results in

figure 4.14b is 93 kHz, this would be the equivalent to an error in temperature
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Figure 4.14: Here the results of the temperature sensing using the Singam et al
analysis method [4]. Figure 4.14a shows the results of a single four point ODMR
measurement containing 250 point repeats for each of the applied microwave
frequency. The measured resonant frequency shift of the NV− centre due to the
simulated temperature shift applied can be well modelled by a straight line fit
(R2 = 0.97). The gradient for the fitting is m = 1.04 ± 0.07. Figure 4.14b
shows the results of the mean microwave resonant frequency change for all seven
data-sets recorded for each of the simulated temperature changes applied. A
linear fit was also applied to model the results of this experiment (R2 = 0.99).
The gradient of this linear fit is m = 1.06 ± 0.04. Errors for this plot come from
the standard deviation in the measured microwave resonant frequency changes
across the seven measurements recorded.

measurement of ±1.24K using the temperature dependence reported by Acosta

et al of -74 kHzK−1 [37]. This analysis shows a three times improvement to the

smallest detectable temperature change when compared to the method presented

by Kuscko et al, and a move towards being able to detect sub-kelvin temperature

changes.

4.7.3 Comparison to Results Reported in Literature.

When comparing our results to those published by Singam et al, the most obvious

point for comparison would be the sensitivity of their NV − thermometer. The au-

thors quote a measurement accuracy of 0.5K (approximately 38 kHz) for a single

measurement lasting just 0.1 s [4]. This is a significant improvement on the sen-
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sitivity we were able to achieve of 340 kHz in a measurement time of 32 s. When

the differences between the two experimental set-ups is explored, we can identify

some of the sources behind this discrepancy in sensitivity. In their paper, Singam

et al report using a confocal microscope set-up with 1mW laser power used to

excite the NV − centres [4]. This is significantly higher than the laser power used

in our experiments (≈10 µW), and would have resulted in a much higher emission

rate from their diamond sample than was used in my experiments. The group

also describe collecting the voltage-output from a photo-detector, rather than us-

ing a single-photon detector in Geiger mode, as we have done in our experiments

[4]. We are only able to collect up to ≈ 2 million counts per second in the linear

detection regime while operating in Geiger mode. Singam et al are able to used

a much higher laser power and photon-flux while using the voltage-output from

their detector, resulting in a larger signal to noise ratio, and resulting tempera-

ture sensitivity using a confocal microscope system [4].

Given the increase in the sensitivity of the measurements reported by Singam

et al, one may question why it is that we are persisting with using the SPAD

detectors operating Geiger mode for photon detection. The answer lies in the

future application of the microscope. Singam et al were investigating the heating

of micro-electronic circuits in their paper [4], so the maximum laser power ap-

plied to the sample does not need to be taken into account (beyond ensuring the

electronics are not damaged by the laser) [4]. It does not make sense to optimise

our sensing regimes for high photon-flux experiments as we intend to perform

live-cell sensing experiments. The excitation laser power that we can supply to

a live-cell sample will be limited to avoid inducing phototoxic effects [139]. If we

were to try and perform thermometry experiments on an otherwise healthy cell

with too high a laser power, we could end up impairing the cell’s normal function,

potentially damaging or destroying the cell [140]. The high quantum efficiency of
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the SPADs allow us to perform live-cell imaging and ODMR experiments with a

relatively low laser power (≈10 µW). It is more productive, therefore, for us to

focus on optimising the measurement regime for low-photon flux experiments as

this is closer to the conditions of future use for the system.

4.8 Fujiwara Temperature Sensing

In 2020, Fujiwara et al published their method for temperature sensing using

a four-point ODMR technique [1]. The group report being able to achieve an

overall sensitivity of 1.8K/
√
Hz from thermometry experiments using a confocal

microscope system and a single photon avalanche detector [1].

The process for the selection of the four applied microwave frequencies used

in this data analysis has been described previously four-point ODMR data-set

in section 4.5. The key assumption made in this selection process is that the

two sides of the ODMR dip can be modelled by a linear fit. By assuming a

linear relationship between the applied frequency and the fluorescence intensity

measured in this region, one can describe the fluorescence intensity recorded from

the four frequency points using the following equations:

I(f1) = I(f−) +m1

(
−δf + δB + δT

dD

dT

)
(4.9)

I(f2) = I(f−) +m1

(
δf + δB + δT

dD

dT

)
(4.10)

I(f3) = I(f+) +m2

(
−δf − δB + δT

dD

dT

)
(4.11)

I(f4) = I(f+) +m2

(
δf − δB + δT

dD

dT

)
(4.12)

In which, I(f±) is the intensity corresponding to the centre point of the linear
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fitting to the CW ODMR curve, mj is the gradient of the linear fits to the high

and low frequency components of the ODMR dip. δB is the change in an applied

magnetic field, and is assumed to be δB=0 throughout this experiment [1]. δT

is a change in temperature, and dD
dT

is the change of the resonant frequency with a

change in temperature. A further assumption is made that the absolute value for

the gradients of the straight line fittings are equal [1]. With these assumptions

made, we are able to use the four equations above to generate the following

expression for a given change in temperature:

δTNV − = δf

(
dD

dT

)−1
(I(f1) + I(f2))− (I(f3) + I(f4))

(I(f1)− I(f2))− (I(f3)− I(f4))
. (4.13)

Using the dataset described in section 4.5, the suitability of this temperature

sensing algorithm for use in our system was evaluated. The results of the anal-

ysis are shown in figure 4.15a for a single measurement recorded for each of the

simulated temperature changes. The gradient of the linear fitting applied to the

experimental data is m = −0.93 ± 0.06. The error in this measurement comes

directly from the propagation of the shot-noise error through the calculation in

equation 4.13. The maximum error observed is δ D = 175 kHz, which results

in a temperature sensitivity limit of give a limit of sensitivity to temperature

changes of 2.33◦C for a single shot measurement (32s total integration time).

The maximum error reduces to 112kHz (1.5◦C) in figure 4.15b for the mean mea-

sured change in resonant frequency from the seven measurements recorded at

each simulated temperature shift. This error comes from the standard error in

the calculation of the simulated temperature shift across the seven measurements

made. The linear fit for the mean resonant frequency change has a gradient of

−0.97 ± 0.05. For all the data analysed, this methodology applied to the mean

simulated temperature sensing data produced the most accurate result of the sim-

ulated temperature change applied to the sample. This was the most accurate of

the three methods investigated.

149



Chapter 4. Towards ODMR for Biosensing

0 200 400 600 800 1000
Applied Frequnecy Change 

(kHz)

1000

800

600

400

200

0

M
ea

n 
Re

so
na

nt
 Fr

eq
un

ec
y 

Ch
an

ge
 

(k
Hz

)

Linear fit
Mean Frequnecy Change (kHz)

(a)

0 200 400 600 800 1000
Applied Frequnecy Change (kHz)

1000

800

600

400

200

0

M
ea

n 
Ca

lcu
la

te
d 

ch
an

ge
 in

 
Re

so
na

nt
 Fr

eq
ue

nc
y 

(k
Hz

)

Linear Fit
Mean calculated 
resonant frequnecy

(b)

Figure 4.15: Two plots showing the results of the Fujiwara analysis of the sim-
ulated temperature sensing for a single measurement recorded for each of the
applied frequency changes 4.15a and the mean frequency change measured from
multiple measurements made for each of the applied frequencies 4.15b.

The maximum error in the mean resonant frequency shifts measured is 112kHz

from a total measurement integration time of 175s. In the work published by

Fujiwara et al, they describe the sensitivity of their measurement as being:

ηT = σp ×
√
2× tint (4.14)

In which, σp is the standard error of recorded temperature shift across the

measurement, and tint is the total integration time of the measurement. If we

take the mean of the errors in figure 4.15b we get that the standard error is σp

= 73 kHz or (0.98◦C). Using this value, the sensitivity of measurement from this

data set is ηT = 14.5K/
√
Hz, which is approximately 8 times larger than the

sensitivity reported by Fujiwara et al [1].

In table 4.4 I have documented the differences in the experiments conducted

by Fujiwara et al and those that I have performed. In highlighting the differences

between the two experimental protocols, I aimed to understand where the differ-

ence in the reported sensitivities arises, as both experiments are using confocal

microscopy to perform nanodiamond based thermometry measurements.
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Parameters Corbyn Experiment Fujiwara Experiment
ND size 70 nm 168 nm
NV Quantity 100 NV− 900 NV−

Fluorescence Intensity 0.86MCounts s−1 2.4MCounts s−1

ODMR Contrast 5% 12%
FWHM 5MHz 10MHz
Photon integration time 20ms 100 µs
Point repeats 200 2380
Experiment Repeats 7 20
Total measurement time 112 s 38 s

Table 4.4: A comparison between the parameters in thermometry experiments
performed by the author (Corbyn) and the work published by Fujiwara et al in
[1].

There are some interesting differences between the two experiments that have

been highlighted in table 4.4. First to note is the different size of NDs and the

difference in the quantity of NV− centres present in the nanocrystal. Fujiwara et

al are using NDs that are slightly more than 2 times the size of the ones used in

my experiment, and have 9 times the number of NV− centre [1]. From previous

discussions in this work, the more laser power used to excite fluorescence in the

nanodiamond sample, the lower the ODMR contrast observed. This relationship

was also reported by Fujiwara et al in their work [1]. By using larger nanodiamond

crystals with more fluorescent defects present, the group can achieve a larger

fluorescence intensity and a larger ODMR contrast than we would be able to

achieve using our 70 nm diamonds. Indeed in the comparison table, we can see

that Fujiwara et al were able to maintain a 2.5 times greater ODMR contrast

than I used for my experiment while using a photon flux approximately 3 times

that which I was able to achieve. This effect is unlikely to be solely down to the

applied laser power used in these experiments, it is likely that the research group

from Osaka also had a more efficient coupling of microwave power to their sample

than I was able to achieve. The downside to having a significantly larger number

of NV− centres present in their nanodiamonds is the increase in the FWHM of
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the ODMR dips due to the effects of spin mixing [141]. Using the values of

fluorescence intensity, ODMR contrast and FWHM reported here, I was able to

simulate the two experimental conditions using the double-Lorentz equation. The

aim of this simulation was to extract the gradient of the quasi-linear region and

calculate the relative uncertainty of the two measurements in terms of measuring

the change in the microwave resonant frequency of the NV− centre induced by

an external change in temperature. For these simulations, the upper and lower

limits used to define the “linear” portion of the Lorentz curve were:

Upper limit = 1− (0.35× contrast), (4.15)

Lower limit = 1− (0.9× contrast). (4.16)

Using these limits and the parameters as defined in table 4.4, I achieved the

following relative errors from the two measurement regimes:

δDCorbyn = ± 103 kHz (4.17)

δDFujiwara = ± 44 kHz. (4.18)

The higher fluorescence intensity and the larger ODMR contrast used by Fu-

jiwara et al result in a 2.3 times improvement to the 4-point ODMR temperature

sensing protocol in the modelled systems. I have made the assumption here that

both experimental set-ups were shot-noise limited in the computational analysis

of thermometry performance [85]. If we include the 1.76 pre-factor we know from

the evaluation of the microscope performance that exist in our measurement sys-

tem with a dwell time of 20ms, then this effect would account for a decrease in

the sensitivity of our system by a factor of 4.04. This still leaves roughly a factor

152



Chapter 4. Towards ODMR for Biosensing

of 2 loss in sensitivity that is not accounted for in the discrepancy between our

measurements and those reported by Fujiwara et al [1]. The final piece of the jig-

saw could be attributed to the number of experimental repeats performed during

the temperature sensing protocol. The accuracy of a measurement increases as a

function of the square root of the number of experimental repeats performed. In

their work, Fujiwara et al describe using an average of 20 experimental repeats to

perform their temperature sensing analysis. This compares to the 7 experiment

repeats used in the experiments performed here. The ratio of the square root of

the two experimental values is 1.6, which is in line with the remaining discrep-

ancy between the sensitivity of the two measurements. Having identified all the

areas of difference between the two measurements, I am confident that we could

reproduce the results of [1] given access to the same nanodiamond material and

obtaining a similar ODMR contrast from our measurement system.

4.8.1 Further Investigations

The only remaining substantive difference in the way that the two experiments

were conducted is that Fujiwara et al have used significantly more point repeats

per applied microwave frequency than was used in our measurements, at the

expense of the total photon integration time [1]. After a lengthy discussion be-

tween myself and Dr. Patton, we managed to convince ourselves that neither

the number of repeats nor the photon integration time are a limiting factor to

the sensitivity of an ODMR measurement, only the total number of photons de-

tected (N). The logic used for this conclusion is outlined in the following worked

examples:

Example 1

If we consider a system with: a photon detection rate of of I = 106s−1, a total

integration time of tint = 1s, and just a single measurement performed, then we
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obtain:

σ = δI =
√
Itot =

√
106 = 103. (4.19)

This in turn leads to a fractional error of:

δI

Itot
= 10−3. (4.20)

Example 2

We will now consider the same system, however the integration time has been

dropped to tint = 10−4s, resulting in a measured photon flux of Ishort = 100, and

the number of repeats increased to n = 104. We now consider the standard error

of the photon counts recorded across all repeats as the error for the measurement.

As the standard deviation of the photons detected per measurement is
√
Ishort

from the shot noise approximation [85], we obtain an error of:

σ = δI =

√
Ishort√
n

= 10−1. (4.21)

Which leads to a fractional error of:

δI

Ishort
= 10−3 (4.22)

Which is equivalent to that of example 1. Thus we determine that the total

photons recorded is the most important factor in determining the precision of an

optical shot-noise limited temperature sensing experiment.

We wanted to test this hypothesis using our experimental system and the

multi-point ODMR experimental protocol. The reasoning at the time was to rule

out that the number of repeats used by Fujiwara et al was not a contributing

factor to the increased sensitivity that they had reported [1]. For context, this in-

vestigation was conducted before all the previous mentioned contributing factors
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Figure 4.16: Standard Deviation vs dwell time for the four applied frequencies.

had been identified. The experimental protocol for this experiment was to con-

duct a four-point ODMR measurement in which the total photon counting time

for the measurement remained constant (at 40 s) while the photon integration

time per frequency point repeat and the number of frequency point repeats were

varied respective to one another. The standard deviation and standard error for

each of the measurements was investigated to see how these values changed as

the photon integration time per frequency point repeat was decreased from 5 s

down to 1ms.

Standard Deviation Measurements

Figure 4.16 shows how the standard deviation for the fluorescence intensity from

the NV − cluster within the nanodiamond varies with the photon integration

time (dwell time) per applied microwave frequency measurement changes. The
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standard deviation used was calculated using the following formula:

σ =

√
Σ(xi − x̄)

n
(4.23)

In which xi is the normalised intensity value recorded for each of the applied

microwave frequencies. x̄ is the mean value for the normalised intensity for the

applied microwave frequency and n is the number of point repeats per applied

frequency (250). Initially, when the dwell time is decreased from 5 s - 0.5 s, we see

that the standard deviation decreases to a minimum. This is most likely the result

of moving towards a statistically significant number of samples for an accurate

calculation of the standard deviation. As the dwell time decreases from 500ms to

1ms, the standard deviation increases proportionally to 1√
tdwell

. This most likely

reflects the Poisson statistics of photon counting, in which the error associated

with photon counting is proportional to 1√
N
. As I have used a constant laser

power and photon detection rate throughout these measurements, the number

of photons (N) detected is linearly proportional to the photon integration time

(dwell time) used [85].

Standard Error Measurements

The results of the investigation to see how photon integration time affects the

standard error of a four-point ODMR measurement if the total photon-collection

time remains constant by increasing the number of photon detection repeats

per applied frequency can be seen in figure 4.17. The standard error (SE) was

calculated for the measurements using the following formula:

SE =
σ√
n

(4.24)

In which σ is the standard deviation as defined in equation 4.23 and n is

the number of repeats per applied microwave frequency (250). The results in
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Figure 4.17: Standard error vs the dwell time for each applied frequency.

figure 4.17 from this experiment show that once dwell time was reduced beyond

500ms (20 point repeats per frequency), there was no further improvement to the

measurement of the standard error. The results of this experiment show that for

a photon detection rate of 1.10 ± 0.15MCountss−1 and a 40 s ODMR frequency

integration time, the minimum for the standard error of the measurement is

0.00076 normalised counts per unit dwell time. These results also show that

the total photons detected in a measurement are the most important factor in

determining the sensitivity of a four-point ODMR measurement, and not the

number of repeats performed in a shot-noise limited system.
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4.9 Summary

In the above chapter I have considered how the CW ODMR protocol could be

modified for use in biological systems. In the first instance, I looked to see how

aberration correction affects the quality of an ODMRmeasurement. In these mea-

surements I used the deformable mirror to gradually apply increasing amounts of

a chosen aberration to the confocal imaging system and recorded an ODMR mea-

surement to see how the spectra was affected. The results showed that the shape

of the ODMR curve did not appear to change as the magnitude of an applied

aberration was increased. What we did see is that the recorded fluorescent signal

during the ODMR measurement decreased as the applied aberration modes in-

creased in magnitude. This is consistent with what is seen when imaging through

a sample induced aberration using a confocal system [71]. This is an interesting

result in relation to biological sensing using the NV− centre because, as discussed

previously, the sensitivity of the nanodiamond probes is inversely proportional

to the square root of the recorded fluorescence intensity from the nanodiamond

[44]. In the cases in which the NV− centre is to be utilised for in vivo biological

sensing, the application of adaptive-optics can help to improve the signal to noise

ratio of the measurement, therefore improving the sensitivity of a measurement.

The bulk of the work in this chapter has focused on the implementation of

a four-point ODMR measurement protocol that would allow faster NV− based

thermometry experiments to be performed. The four-point measurement system

was compared to the results of a CW ODMR measurement, with the accuracy

and precision of the measured intensity from the four applied frequencies com-

pared to the Lorentz fitting used to fit the original CW ODMR plot. Having

confirmed that the four-point ODMR measurement system gives a reliable sam-

ple of the microwave frequency dependent fluorescence intensity, I developed the
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simulated temperature sensing protocol that allowed me to test the application of

three different temperature algorithms using our system. Using the same dataset

I have evaluated three different multi-point ODMR temperature sensing tech-

niques outlined in the papers published by Kucsko et al, Fujiwara et al, and

Singam et al [35, 1, 4] for use in our measurement system. Both the Singam et

al and Kucsko et al temperature sensing algorithms resulted in similar estima-

tions of the applied frequency shift with a 5% error in the relation between the

applied and measured simulated temperature shifts. The most accurate of the

three thermometry analysis techniques applied was that of Fujiwara et al, this

method produced just a 3% error in the measurement of the applied simulate

temperature shift. From these results, I would recommend using the Fujiwara

et al method for temperature sensing using the four-point ODMR measurement

system [1]. This is because not only did this method produce the most accurate

measurement of the simulated temperature shift, but also because the analysis

method works independently of the depth of the original ODMR curve. As will

be discussed further, in section 5.3, when exposed to laser power over a long

period of time, the ODMR contrast from the same diamond can change, even

if all other experimental parameters are kept constant. By having a measure-

ment system that is only reliant on a single ODMR measurement for applied four

point frequency selection and nothing else, we have a thermometry system which

is robust against changes in the ODMR spectra from the nanodiamond probe.

The drawback of the Fujiwara thermometry method is that it is reliant on using

a symmetrical ODMR spectra for measurement, which can limit the number of

nano-crystals in the sample which can be used for thermometry measurements.
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ODMR in Fixed-Cells

5.1 Introduction

In the previous sections, I have outlined the development of an ODMR protocol

that would allow us, in the future, to investigate changes in magnetic field and

temperature within live cell samples. The natural next step in the development of

these protocols was to investigate the performance of magnetic field and temper-

ature sensing capabilities of nanodiamonds embedded within fixed-cell samples.

In collaboration with the Centre for Inflammation Research at Edinburgh Uni-

versity, we gained access to two different cell lines that had our nanodiamond

colloidal mixtures added to the growth media. The immune cells were found to

readily incorporate the nanodiamonds into the cell body, allowing us to perform

ODMR measurements on nanodiamonds with a cell body. The exact mechanism

for nanodiamond uptake in the cells used in this study was not examined. Pre-

vious research has shown that endocytosis is one of the key routes for the uptake

of nanodiamond into the cell body, however, uptake dynamics such as passive

diffusion is not ruled out [142, 143].

The cell lines embedded with nanodiamond I had access to during this research

porject were:
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• Macrophage cells embedded with 20 nm diamond crystals.

• Macrophage cells embedded with 90 nm diamond crystals.

• THP1 cells embedded with 70 nm diamond crystals.

The macrophage is a key part of the immune system’s ability to combat infec-

tion [144]. In a process called phagocytosis, macrophage cells engulf viruses and

other sources of infection within the body [145]. The macrophage then breaks

the pathogen down using phagocytic enzymes, and eventually, the remains of

the destroyed pathogen are exctreted from the cell in a process called exocytosis

[145]. The macrophage also plays an important role in the inflammation response

during infection, which is a key component of an effective immune response [146].

Macrophages can be found in almost every area of the human body [145], the cell

line that used in this work were monocyte derive macrophage cells.

The THP1 cell is a monocyte cell-line derived from a patient with acute mono-

cytic leukaemia [147]. These monocytes are also associated with the immune re-

sponse, and are able to differentiate upon maturity to macrophage cells [148].

With these samples, I was able to test the magnetic and temperature sensing

protocols that I developed over the course of this research project on nanodi-

amonds embedded within biological material. In the following chapter, I will

discuss the experiments performed and the results of experimentation.

5.2 Macrophage Imaging and Magnetic Field

Sensing

In the first instance, we wanted to make sure that it was possible for us to image

nanodiamonds when they are embedded within biological material. For the initial
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tests of this, Dr Patton, Dr Johnstone and I imaged a macrophage cell with the

90 nm diamonds embedded within its structure. The macrophage cells had been

grown for 2 weeks using the method outlined in [149]. In the final 2-3 days of

macrophage growth, the nanodiamond colloidal was added to the growth media

for uptake within the macrophage structure. The diamonds were not labelled with

any anti-body or chemical labelling, so did not preferentially attach themselves to

any of the organelles within the cell [30]. The cells were grown on a glass coverslip

and fixed before imaging. The sample had been prepared 6 months prior to our

experiments, and previously used for confocal imaging. We were able to recover

the macrophage coated coverslip and prepare the sample for ODMR experiments

using the preparation routine outline in 3.4.2. The immersion media used during

sample preparation was Prolong Gold. It was not known at the time of imaging

whether the macrophage cell had degraded beyond the point at which auto-

fluorescence from the cells might dominate imaging, meaning we would not be

able to resolve the nanodiamonds within [150]. The first ND labelled macrophage

cell image we recorded can be seen in figure 5.1. The imaging conditions for this

measurement were:

• laser power = 35µW at the back-focal plane of the objective.

• Pixel dwell time = 1.5ms.

• Averages per frame = 2

• Scan range = 30µm× 30 µm× 9 µm.

• Voxel size = 200 nm× 200 nm× 300 nm

We can see that this initial macrophage sample used for imaging is very

densely populated with nanodiamond. This was typical of the nanodiamond

uptake seen across the cells within this sample. This was a positive sign for us
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as it showed that macrophages will readily uptake nanodiamond crystals into the

cell. The quantity of nanodiamonds in the cell structure proved to be a difficulty

when trying to perform ODMR measurements as the cell was so densely popu-

lated that it proved to be difficult to isolate a single ND on which to perform

ODMR experiments.

We decided to use the macrophage sample which had been grown with a lower

density of the 90 nm diamond colloidal added to the growth media at roughly a

tenfold lower concentration compared to the above cells, added to the growth

medium. The sample with a lower concentration of nanodiamond had also been

prepared 6 months previously and was recovered for imaging in the same way as

the macrophage sample grown in the dense nanodiamond mixture. A confocal

image of one of these macrophage cells can be seen in figure 5.2. In this more

sparsely populated macrophage sample, I was able to identify a single nanodi-

amond within the cell and recorded an ODMR measurement from the sample.

This measurement can be seen in figure 5.3a. From this diamond, we obtain a

magnetic DC sensitivity of 12± 2 µT/
√
Hz. Through the fitting of the double

Lorentzian curves, I was able to determine that: the FWHM for the two ODMR

dips are 14± 1MHz and 11± 1MHz respectively for the lower and higher fre-

quency resonant spin-transitions. This was found to be approximately in line

with the FWHM observed for nanodiamonds drop-cast onto the glass coverslip in

previous measurements. The splitting between the resonant microwave frequency

of two spin-state transitions was 12.2± 0.5MHz, this loss of degeneracy between

the |±1⟩ spin-states is most likely the result of strain within the crystal, as no

magnetic field was applied [28].

The sample was stable enough that I was able to place a neodymium magnet

on the sample stage, applying a static external magnetic field to the sample. I

then repeated the ODMR measurement on a different nanodiamond to see if we

were able to observe Zeeman splitting in the recorded ODMR spectra. The re-
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Figure 5.1: A tri-image of a 3D confocal image of a macrophage with 90 nm
diamonds embedded within the cell (figures (a), (b), (c). Figure (d) shows the
same XY scan as in figure (a), however the maximum brightness of the image has
been reduced to clearly show the nanodiamonds within the cell structure.
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Figure 5.2: A tri-image of a 3D confocal image of a macrophage with 90 nm
diamonds embedded within the cell (figures (a), (b), (c). Figure (d) shows the
same XY scan as in figure (a), however the maximum brightness of the image has
been reduced to clearly show the nanodiamonds within the cell structure.
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sults of which can be seen in figure 5.3b. Indeed I was able to observe the effects

of Zeeman splitting within the ODMR spectra. Interestingly, we are only able

to see one pair of ODMR dips in the measurement. We would expect from the

90 nm diamonds, with > 500 NV− centres, randomly distributed along the four

possible crystallographic orientations of the NV centre, that the application of a

magnetic field would result in a minimum of 2 distinct pairs of ODMR dips [105].

Upon further reflection, the most likely reason for the results in figure 5.3b, is that

we were actually imaging a macrophage cell that had been grown in an environ-

ment with 20 nm diamond. My reasoning behind this is that the 20 nm diamonds

only have 1 NV− centre present, and therefore, we would only recover 1 pair of

ODMR dips were a magnetic field applied. At the time of growth, the samples

were prepared more for the purposes of proof of principle experiments, rather

than rigorous scientific study. Given the shape of the ODMR curve, I would sug-

gest that this is a likely interpretation of the results of this experiment, however,

they are still sufficiently promising to warrant inclusion in my thesis to prove the

concepts. The diamond colloidal sent to Edinburgh for use in the growth media

of the immune cells were in eppendorfs with the diamond size written on the

eppendorf itself. It is easy to see how those in a biology lab, unfamiliar with the

distinction between the samples, could have mislabelled a sample. Equally, the

fault could have occurred in our lab when recovering the sample from its original

imaging set-up for use in ODMR measurements. Following these experiments, a

much greater care was taken when preparing samples for ODMR measurement.

The Zeeman effect from the applied magnetic field caused the spin-state tran-

sitions to be split by 47.5± 0.1MHz, which would be equivalent to a magnetic

field strength of 847.6± 0.2 µT, orientated along the NV− axis, applied to a strain

free crystal. From figure 5.3a, we know that this crystal has internal strain equiv-

alent to a frequency splitting of 12.2± 0.5MHz in the ODMR spectra. We do
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Figure 5.3: ODMR measurements recorded from nanodiamonds within the same
fixed Macrophage cell. Figure 5.3a shows the ODMR spectra before a magnetic
field was applied to the sample, and figure 5.3b was recorded with a magnetic
field applied.

not know if the magnetic field applied to the sample is parallel or anti-parallel

with the NV− centre, and therefore, we can’t tell if the applied magnetic field

is compensating for, or accentuating the strain induced splitting. When incor-

porating the error in magnetic field strength measurement due to the crystal-

lographic strain of the diamond, we find that the applied magnetic field is esti-

mated to be 800± 200 µT. The full width half maxima of the two ODMR dips are

10.5± 0.3MHz and 8.7± 0.3MHz respectively for the lower and higher microwave

frequency spin-state transitions. The magnetic DC sensitivity from this measure-

ment is calculated to be 5.1± 0.3 µT/
√
Hz. The improvement in sensitivity is the

result of an increase in the observed fluorescent signal from this diamond relative

to the measurement in figure 5.3a.

These results showed that our system is capable of performing ODMR mea-

surements on nanodiamonds embedded within cellular material. Assuming it is

the case that a 20 nm diamond was used for this study, these results are very

promising. With the lowest signal to noise of any of our diamond samples, the

fact that we were able to image and record ODMR from the 20 nm diamond

shows that the ODMR protocols that I had developed and our imaging system
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were robust enough for biological imaging and magnetic field sensing.

5.3 Simulated Temperature Sensing in TPC1

Cells

Towards the end of the project, I received the THP1 cells that had had 70 nm

diamonds added to the growth media. We requested that these samples be grown

as the previously used macrophage samples had degraded to such a point that

they could no-longer be used for imaging. With these cells I tested the simulated

temperature sensing protocol on the nanodiamonds within a biological sample.

A confocal image of the cell used for this study can be seen in figure 5.4. In this

image we can see that the nanodiamonds are sparsely distributed throughout the

cell’s structure, which was to be expected as the ratio of ND to growth media was

200:1, resulting in a lower concentration of nanodiamond for the cells to uptake.

After ensuring that it was indeed possible to image the nanodiamonds within the

cell structure, I chose one nanodiamond within the cell to perform the simulated

temperature sensing experiments on, as outlined in section 4.4. The experimental

protocol used was as follows:

• Fluorescence intensity from the diamond maintained at 700 kcounts per

second throughout the experiment, with no change to applied excitation

laser power.

• The microwave power at the output of the microwave amplifier was 3.16W

(35 dBm), throughout the experiment.

• The number of point repeats recorded per applied microwave frequency was

250, with a photon integration time of 25ms.

• The frequency shift used to simulate the effects of a change in tempera-
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Figure 5.4: A tri-image of a THP1 cell embedded 70 nm diamond crystals em-
bedded in the cell structure. Figures (a) and (d) both show XY cross-sections
of the THP1 cell, from different z positions, showing that the nanodiamonds are
distributed throughout the cells structure.
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Figure 5.5: Full ODMR spectra recorded from a 70 nm diamond embedded within
a THP1 cell. Figure 5.5a shows an ODMR spectra recorded before the simulated
temperature sensing measurements were conducted and figure 5.5b shows the
spectra from the diamond after these measurements.

ture was 150 kHz, which is equivalent to 2K temperature change using the

temperature dependence published by Acosta et al.

• The range of simulated temperature change used for this measurement was

from 0 kHz to 900 kHz (0K - 12K). For each simulated change in temper-

ature, the four-point ODMR measurements was repeated 5 times.

The results of these measurements can be seen in figure 5.6, in which the mean

measured resonant microwave frequency shift is plotted as a function of the simu-

lated change in temperature. To analyse the results of the simulated temperature

experiment, I have applied the Fujiwara et al temperature sensing technique, as

outlined in section 4.8 and in [1].

The gradient of the linear fit applied to this dataset is -0.80± 0.12. It is

promising to see that we are able to recover a linear relationship between the

applied and measured frequency shifts when measuring frequency shifts through

biological material. The measurement accuracy of the applied frequency shift

during these measurements has dropped by 15% in comparison to the results

recorded for nanodiamonds drop-cast onto the surface of a glass coverslip. From
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Figure 5.6: The results of the 4-point simulated temperature experiments con-
ducted from a 70 nm diamond embedded within a THP1 cell.
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this measurement and using the equation 4.14, we obtain a temperature sensi-

tivity for this measurement is ηT =28.8K/
√
Hz, which is approximately a factor

of 2 drop in the sensitivity of the nanodiamond probe than was achieved using

samples in which the nanodiamond probe was drop-cast to a glass coverslip (sec-

tion 4.8). A possible explanation for this discrepancy is presented in figure 5.5,

in which the complete ODMR spectra recorded before and after the simulated

temperature experiments are shown. Interestingly, the ODMR contrast dropped

by approximately 2%, and the FWHM for the ODMR curve have increased from

9.9MHz to 12.8MHz between these two measurements. Both of these changes

to the ODMR spectra would result in a loss of sensitivity in the detection of

simulated temperature changes [1]. This result was unexpected. I had not pre-

viously seen a change in the ODMR spectra from nanodiamonds that has been

drop-cast onto the glass coverslips. This suggests that this phenomena may have

something to do within the environment that the nanodiamonds find themselves

in within the cell. One possible explanation for the change in the ODMR spec-

tra shape would be the formation of, or chemical/structural change to, a protein

corona on the surface of the nanodiamonds under illumination of the 532 nm

excitation laser [151]. The formation of a protein corona around the surface of

the ND centre would bring complex chemical compounds into close proximity to

the near-surface NV− centres, which could result in an increase in the dephasing

and/or spin-relaxation rate of these NV centres and a loss of the ODMR contrast

and an increase in the FWHM of an ODMR measurement [152].

This change in the ODMR shape of the ODMR spectra presents an interesting

problem for analysis of any ODMR thermometry experiments. The Singam et al

temperature sensing method is reliant on having a stable ODMR spectra from

the NV− ensemble to record changes in temperature [4, 35]. On the basis of these

results, the Singam et al temperature sensing algorithm would be a poor choice
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for tracking changes in temperature within a live-cell system, in which similar ef-

fects may be seen [4]. The temperature sensing methodology produced by Kucsko

et al was found to produce significantly higher errors that the Singam or Fuji-

wara methods when analysed previously using our system in section 4.6, so is also

likely a poor choice for us in terms of live-cell temperature sensing [35]. This leave

just the temperature sensing technique presented by Fujiwara et al, which is not

dependent on keeping a constant ODMR spectra shape for temperature sensing,

as long as the four applied microwave frequencies remain within the quasi-linear

region of the ODMR dip [1]. It is important to remember though, that the sen-

sitivity of the NV− ensemble to temperature changes will drop as the ODMR

contrast decreases and the FWHM of the spectra increases [37]. As evidence of

this, between the beginning and the end of this experiment, the DC magnetic

sensitivity of the probe dropped from 3.1±0.2 µT/
√
Hz to 9± 2 µT/

√
Hz. Un-

fortunately, there was not time remaining to further explore the dynamics of the

change in the shape of the recorded ODMR spectra. If this phenomena occurs

rapidly after the ND is illuminated by an excitation laser, then it may be that

this effect can be compensated for simply by waiting 5 minutes with the nanodi-

amond under constant illumination before the reference ODMR measurement is

performed. If these dynamics are slow, this presents a more complicated prob-

lem. If this is the case, CW ODMR is perhaps a more appropriate method of

monitoring temperature changes within cells, so an accurate determination of the

measurement sensitivity can be made.

There was much to learn from the results of this experiment. Firstly, we are

able to report that we were successfully able to use the Fujiwara et al analysis

technique to monitor the effects of the simulated temperature change on the mea-

sured resonant frequency of the NV− centre from a nanodiamond inside a fixed

cell. Secondly, we have identified that the Fujiwara et al method for NV− ther-
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mometry is the most compatible thermometer technique reported to date for use

in our measurement system. Finally, we have seen that the ODMR spectra from

the NV− ensemble used throughout this measurement changed across the dura-

tion of the measurement. While the source of the change in the ODMR spectra

has not been confirmed due to project time constraints, it presents an interesting

avenue for further research and has wider implications for the sensitivity of NV−

based thermometry, as discussed above.

5.4 Summary

In the work presented in this chapter I have outlined the results of experiments in

which nanodiamonds embedded within fixed immune cells were used to monitor

the strength of an applied magnetic field, and the ability to measure the effects of

a simulated temperature change. For 90 nm diamonds within a macrophage cell, I

was able to show that I was able to measure the Zeeman splitting introduced to the

ODMR spectra of the NV− ensemble by an externally applied magnetic field. This

is encouraging as an indication that we may be able to apply our measurement

technique to monitor the magnetic fields generated by live-cell systems, such as

that produced by a neuron when firing [34]. I was also able to monitor the effects

of a simulated change in temperature using a nanodiamond embedded within the

structure of the THP1 cell. This again is an encouraging step in the development

of our measurement protocols, as I have shown we have the capability to measure

temperature changes as they occur within a biological sample. These proof of

principle measurement show that, given more time, the protocols outlined within

this thesis could be used to monitor the magnetic-field or temperature dynamics

of a live-cell system.
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Conclusions

6.1 Conclusions

The work presented here is the culmination of three years of work in which I

have explored the application of NV− quantum sensing to monitor temperature

changes and magnetic fields within single cell environments. In this chapter I

will highlight some of the key learning outcomes, practical skills developed and

my contribution to the progression of this research project. The following will

be split into three sections to reflect the key aspects of the work presented here.

These sections are:

• Optical Alignment and Microscope Development

• Sample Preparation

• ODMR Development
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6.2 Optical Alignment and Microscope

Development

Throughout this research project I have been responsible for the alignment of

the bespoke confocal microscope system. I have, at one point or another, aligned

every optical component that makes up the confocal microscope system. In ad-

dition to alignment, I have also been involved in the calibration and installation

of a number of components within the microscope system. I will briefly discuss

my contributions to the calibration and installation of the deformable mirror in

the following subsection:

6.2.1 Deformable Mirror

The key point of difference between our ODMR measurement system and those

that have been previously reported is that we have included a deformable mirror

(DM) in our optical setup. The addition of the DM in our system allows for the

systematic removal of sample induced aberrations to improve the signal to noise

ratio of our experiments and improve the quality of our confocal images [2, 49].

I have detailed the installation and calibration of our deformable mirror in this

work. I have also outlined the procedure used for sensorless aberration correction

which we make use of within the research group. Finally, I have included an

example of how the DM has been used to improve the point-spread function

(PSF) of the microscope following the installation of the mirror and realignment

of the microscope, removing a significant amount of coma from a direct PSF

measurement.
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6.3 Sample Preparation

One of the challenges of this project has been to develop a methodology that

would allow me to reliably prepare our samples for ODMR measurement and

confocal imaging simultaneously. While preparing to perform experiments on the

double split ring resonators (DSRR) [87], I needed to develop an adaptor that

would allow me to securely mount the sample within the sample chamber. I used

CAD software to design a mounting plinth for the DSRR and later redesigned for

the coplanar waveguides. The DSRR and coplanar waveguides were fixed to the

mounting plinths using super-glue. This combination proved stable enough for

all ODMR measurements presented in this work, including the 12 minute ODMR

scan in which only 9% of fluorescence intensity was lost.

I also was able to create a protocol for sample preparation for confocal imaging

and ODMR, and is outlined in 3.4.2. In preparing the samples using this method,

I was able to reuse the coplanar waveguides for multiple experiments, which

helped to reduce cost and waste throughout the project.

6.4 ODMR Development

The primary focus of this research project has been the development of an ODMR

protocol that would allow us to perform magnetic field and temperature sensing

measurements using nanodiamond probes within a live-cell environment. I will

split the conclusion of the work performed on the development of the ODMR

protocol into the following three subsections:

• Microwave delivery.

• Development of ODMR protocols

• Biological sensing
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6.4.1 Microwave Delivery

The initial development of the ODMR protocol was performed using the double-

split ring resonator (DSRR) [87]. Using this resonator design, we were able to

observe the ODMR spectra from NV− ensemble inside a 90 nm diamond sample.

From this initial measurement, I identified a series of improvements that could

be made to the measurement protocol that would make the data recorded more

reliable and the data easier to analyse. These were quickly implemented, allowing

me to assess the performance of the DSRRs for using in our experimental setup.

Initial experiments revealed that in the central region of the DSRR, the ODMR

contrast was lower than 1%, even with maximum microwave power supplied to

the system. To achieve a contrast greater than 1%, I needed to explore the sample

beyond the area that could be observed using the wide-field camera when back-

lighting the sample. This result presented an immediate problem for the use of

the DSRR in our system. Firstly, the major driving factor for the use of the

DSRR was the large area uniform microwave field produced in the centre of the

resonators [87]. We needed to move outside of this area in order to achieve a suit-

able ODMR contrast for biological sensing measurements. Secondly, by moving

outside the central region of the resonator, we moved away from the area of the

sample that could be viewed when back-lit. The relatively poor ODMR contrast

that we observed during these measurement (relative to those results produce by

Bayat et al [87]), was thought to be the result of the oil immersion objective,

required for high-resolution biological imaging, grounding the microwave signal

produced by the resonator. In the end, it was decided that in order to progress

with the project, we would need to find an alternative method of microwave de-

livery for these experiments.

From this point, I implemented the coplanar waveguides with a micro-wire

antenna, used throughout this work and presented in section 3.4. In the charac-
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terisation of these waveguides I was able to show that the coplanar waveguides

were consistently able to produce a higher ODMR contrast than observed using

the DSRR. Through the design of the coplanar waveguides and the characteristi-

cally small-area microwave field produced by the micro-wire antenna, I was able

to ensure that the all nanodiamonds used for ODMR were within the field-of-view

of the wide-field imaging arm when the sample was back-lit. The introduction of

the coplanar waveguide solved two of the major problems I observed encountered

when using the DSRRs.

6.4.2 Development of ODMR Protocols

Once the coplanar waveguide had been shown to be an effective method of mi-

crowave delivery in our microscope system, I was able to investigate the factors

that can affect the quality of an ODMR measurement, as reported in section

3.5. Two of the key experimental parameters that play an important role in the

sensitivity of a nanodiamond probe used for NV− metrology are the applied mi-

crowave power and the excitation laser power. I have shown in this work that, as

the microwave power is increased, the ODMR contrast (C) also increases towards

an asymptotic maximum value, which is consistent with what is reported in lit-

erature [28]. With the increase in measurement contrast, I also found evidence

of power broadening of the ODMR dips as a result of the increase in microwave

power [120]. Using equation 3.9, I was able to show how the increase in the

applied microwave power affected the DC magnetic sensitivity of the NV− en-

semble. The results showed that the maximum sensitivity not when the largest

microwave power was applied, but when the following fraction ∆F
C

was minimised

(∆F is the FWHM of the ODMR curve). In the case of the laser power, I found

that as the laser power was increased, the ODMR contrast dropped. This result

had also been reported in literature for nanodiamond probes, and is attributed

to the reduction in spin-state transitions from the applied microwave field due
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to the increased optical cycling of the NV− centre as a result of increased laser

power [122, 123]. This was an interesting result and presents a challenge when

optimising ODMR performance, as the sensitivity of the probe is linearly depen-

dent on the product of the square-root of the counts recorded (
√
N) and the

ODMR contrast. Additionally, as this is an all optical measurement, the as-

sociated fractional measurement error is proportional to ( 1√
N
). So the applied

laser power needs to be finely balanced to maximise measurement contrast and

minimise measurement error. From the measurements performed in this study, it

appears that the larger nanodiamond samples I had available. with the NV− con-

centrations above 100 defects per crystal would produce the highest measurement

sensitivity, due to the increased number of fluorescent emitters within the crystal.

Following the discovery of the electromagnetic noise within the infrastructure

of the building housing our microscope, and the sample drift attributed to the

Oko-Labs temperature stage, it was decided that we needed to adapt our ODMR

protocols to try and combat the effects of sample drift in our system. This was

achieved by introducing the ODMR with Referencing measurement scheme, in

which a reference measurement of the photon-flux from the nanodiamond probe

was recorded for each applied ODMR microwave frequency. Normalising the

ODMR data to the referenced data results in the removal of any impact in mea-

surement drift on the produced ODMR spectra, allowing for accurate determi-

nation of the resonant frequency of the spin-state transitions. Some groups do

perform ODMR with referencing without the use of a second microwave genera-

tor [42]. We found, however, that the inclusion of a second microwave generator

helped to mitigate the effects of thermal drift as the reference measurement was

applied.

To increase the speed of the ODMR measurement, I trialed the four-point
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ODMR measurement scheme that was initially developed for temperature sensing

[35, 1]. Following successful preliminary tests of the multi-point ODMR measure-

ment scheme, I developed the simulated temperature sensing protocol. I used the

results of a simulated temperature sensing experiment to test the performance of

three different NV− sensing analysis methods [35, 4, 1]. Of the three methods

used, all were able to recover the magnitude of the applied simulated temperature

change to within 5%. The method presented by Kucsko et al in [35] gave the

highest error of the three analysis techniques (equivalent to roughly 7K). The

error attributed to the methods presented by Singam et al [4] and Fujiwara et

al [1] were similar, both allowing for minimum temperature resolution of within

1.5K. In these measurements largest contribution to the measurement error was

found to be the photon flux used in our measurement compared to the results

published in literature.

Throughout the development of the ODMR protocols, I have worked towards

the aim of implementing the measurement scheme for biological sensing. The

introduction of the ODMR with Referencing was significant, as it allows us to

remove the effects of drift when trying to identify the resonant frequency of the

NV− centre. This will be of use to us when trying to record ODMR measurements

from nanodiamonds inside live-cells, as there is likely to be more nanodiamond

movement away from the focal spot of the confocal system [1]. To reduce the over-

all measurement time for temperature sensing, we have introduced a four-point

ODMR measurement protocol. The aspiration for the multi-point measurement

protocols is to allow us to sample the real-time temperature changes within a

live-cell as external stimuli are applied. From the results of the above study,

we are limited to time scales of over 100 s using the 70 nm nanodiamonds. It is

possible we may be able to improve measurement accuracy using a nanodiamond

sample with a larger total number of NV− centres within the crystal.
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6.4.3 Biological Sensing

I was able to test the biological sensing protocols that I have developed through-

out this project on nanodiamonds embedded within immune cells, thanks to our

collaboration with the Centre for Inflammation Research at the University of

Edinburgh. Initially I showed that we were able to resolve 90 nm nanodiamonds

within a macrophage cell using our confocal imaging system. I was also able to

perform ODMR measurements on a selected nanodiamond within a macrophage.

Not only was I able to determine the resonant microwave frequency for spin-state

transitions of the NV− centre, I was also able to recover the strength of an ap-

plied external magnetic field. This was a significant result, it showed that we

were able to recover the strength of an applied magnetic field from a nanodia-

mond embedded within a cell body. It is not therefore, a significant leap in logic

to suggest that we would be able to detect a magnetic field produced by a cell

labelled using nanodiamonds using the experimental protocols developed here,

however it is likely we are not yet at a regime of sufficient sensitivity to directly

measure these fields.

The most important result throughout the whole of the research project was

that of the simulate temperature sensing measurements performed on a nanodia-

mond within a THP1 cell. Primarily, the results were exciting because it showed

that we were able to observe the effects of the simulated temperature changes

from a nanodiamond embedded within a cell using the NV− centre as an all op-

tical temperature probe. The more significant result, however, was the discovery

that the shape of the ODMR curve changed over the course of the course of the

measurement, with the FWHM increasing and the ODMR contrast decreasing.

It is not known at the time of writing what has caused this to occur, it is the

suspicion of the author it is the result of the formation of, or change to a protein

carona on the surface of the nanodiamond under illumination from the excitation
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laser [151]. With this result, we were able to determine that the temperature

sensing analysis technique presented by Fujiwara et al is the most suitable for

our experimental setup [1]. The logic behind this assertion is first of all that the

measurement scheme produced a significantly lower error when used to compare

the same dataset as the method presented by Kucsko et al [35]. The analysis

scheme presented by Singam et al on the other hand, requires a stable ODMR

spectra from the nanodiamond across the measurement in order to accurately

track temperature changes [4]. As a result, in a system in which the shape of

the ODMR spectra might change, the Singam technique for temperature mea-

surement is not suitable. The Fujiwara et al analysis method is only dependent

on the ODMR spectra remaining symmetrical, but not on the actual shape of

the ODMR curve itself, so long as the four applied microwave frequencies remain

within the linear bounded region of the ODMR spectra. This gives us a direct

avenue for development as the project progresses in the future.
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Future Work

7.1 Temperature Sensing

In the previous sections I have discussed the calibration of nanodiamond ther-

mometers using simulated temperature sensing techniques using the four-point

ODMR with Referencing measurement technique (section 4.4). Prior to the de-

velopment of the simulated temperature sensing experiments, I was also able to

perform preliminary calibration measurements using the Oko-Labs temperature

stage (section 3.6). If more time were available, the natural progression of this

project would be to try and calibrate the NV ensemble sensors against a known

temperature shift while using the Oko-Labs 301-H temperature stage. Given an-

other 3-6 months, I believe it would be possible to have sufficiently developed the

sample preparation techniques to ensure minimal nanodiamond agglomeration

[127], and to compensate for the magnetic field associated with the temperature

stage 3.6. The combination of these two improvements to the experimental pro-

cedure would allow for single NDs or small ND clusters to be calibrated for use

as temperature probes. This would allow us to test, for ourselves, if the size of

commercially available nanodiamonds affects the sensitivity of the NV− resonant

frequency to temperature. At present, the temperature sensitivity of the NV−
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centre is thought to be the result, at least in part, to the thermal expansion of the

diamond lattice [153]. The internal crystallographic strain within nanodiamonds

is larger than that observed in bulk diamonds as a result of the greater percent-

age of atoms at the surface of the crystal [154]. The inhomogeneity of the strain

through the nanodiamond crystals has been reported to have been reduced via

thermal annealing, which would reduce the effects of inhomogeneous broadening

of the NV− ensembles as the temperature applied increased [155]. The manufac-

turers of the nano-crystals I have used throughout this project would not reveal

anything about their manufacturing processes, and thus leaves the question open

as to how the different sizes of nanodiamond, and potentially between batches of

the same size nanodiamond, would respond when exposed to the same temper-

ature sensing calibration measurements. At the time of writing, I have not seen

anything in the literature in which the temperature sensitivity of a variety of ND

sizes has been compared using the same experimental set-up. In previous works,

it appears that the value of -74 kHzK−1 observed by Acosta et al in bulk diamond

[37] has been observed in nanodiamond crystals of a similar size to those I have

been using in this thesis [35]. This temperature dependency has been shown in

nanodiamonds as small as 5 nm, however, these crystals were specially treated

and annealed before temperature sensing measurements were preformed [102].

There are several considerations that need to be made when preparing for

temperature sensing experiments:

• The cyclical stage drift: As shown previously in section 3.6, the tem-

perature stage causes a cyclical axial drift of the sample. The amplitude

of oscillation observed in the fluorescence detection was up to a 10% of the

mean fluorescent signal observed. The cyclic sample drift should be well

compensated for using the ODMR with Referencing measurement proto-

col. The axial drift of the sample can be minimised over the course of the
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measurement using the four-point temperature sensing techniques explored

in section 4.3.1, due to reduced measurement times. This would allow for

temperature sensing calibrations to be performed before the sample drift

degrades the quality of the measurement to the point where the ODMR

signal is indistinguishable from the random measurement noise.

• Magnetic field from the stage: The Oko-Labs temperature stage has

a magnetic field that has been shown to affect the ODMR measurements

in our system (section 3.6). It has been proposed that the addition of a

magnetic field can increase the sensitivity of a temperature sensing mea-

surement [133]. The disadvantage of the magnetic field from the Oko-Labs

stage can’t be optimised for the orientations of the nanodiamonds used for

the measurement. The addition of a secondary magnetic field, with a con-

trollable orientation, could help to optimise the performance of the NV−

thermometry by aligning the magnetic field to the crystallographic axis of

the defect. The addition of the nebuliser reported in [127] would also help

to reduce agglomeration of NDs in the sample under study. This should

help in the ODMR measurements in the presence of a magnetic field as the

different orientation of the NV− ensembles in the randomly orientated ND

cluster can make observing the B-field split ODMR dips more complicated.

• Relative brightness of ND sizes: As discussed, the different sizes of

nanodiamonds have differing quantities of NV− centres present in their

crystals, ranging from 1NV− to 500NV− centres. The differing number of

NV centres in the ND sizes presents an interesting problem for experimental

planning and analysis. As more NV− centres exist in the larger ND crystals,

for the same applied laser power, they will produce a higher fluorescence

intensity than the smaller NDs. The larger NV− ensembles are expected to

have a greater amount of spin-mixing as a result of the number of defects
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within the diamond structure, and as a result, will have a larger inherent

FWHMODMR dip. To perform a direct comparison between the sensitivity

of the different sizes of nanodiamonds, one will need to either keep the

photon flux from the ND cluster comparable, or ensure the applied laser

power and photon integration times are consistent across all thermometry

measurements.

• Laser power dependency of the ODMR contrast: As shown in section

3.5.3, the laser power applied to the nanodiamond impacts the ODMR

contrast observed in the ODMR measurements. This has implications for

the above bullet point, as it may be that in order to maximise the sensitivity

of different size ND sensors, different laser power and dwell times are needed.

This is further complicated by the results of 2.7, which suggests that simply

increasing the dwell time of photon integration may introduce the effects of

lower frequency noise into our measurement system, which further degrades

the sensitivity of the ODMR measurements.

The value of the above experiments is that it would allow for the direct com-

parison of a number of different sizes of nanodiamond for thermometry. It also

opens up the possibility of comparing how the number of NV− centres present

within a nanodiamond affects the temperature sensitivity, independent of sample

size. Several groups, such as that of Dr. Williams in Cardiff are capable of fab-

ricating nanodiamonds [127]. By fabricating a number of nanodiamonds of the

same size, but differing NV− concentration, then one could test the theoretical

model that the sensitivity of the NV− thermometer does increase proportionally

to the square-root of the number of NV− centres present [1]. I have highlighted

a number of difficulties associated with using the Oko-Labs temperature stage,

there are other products on the market, such as the VAHEAT system from in-

terherence (https://interherence.com/vaheat/), which present an interesting
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alternative to the traditional environment chamber for temperature sensitive mea-

surements.

7.1.1 Live-Cell Thermometry

Once the calibration of the ND sensors has been completed, the natural evolution

of this experiment would be to monitor temperature changes that occur inside

first fixed cells and then live-cell samples. The group has recently gained access

to a bio-lab and are focusing on growing C.elegans, a transparent worm that

has been used for NV− thermometry experiments previously [1]. This provides a

base-line by which to compare any live-cell temperature measurements that we

might perform. The transition to live-cell temperature sensing will come with a

series of additional challenges, such as:

• Sample drift: Live cell systems have the ability to move. This presents a

challenge in terms of keeping the nanodiamond sensor in the focus of the

confocal microscope. McGuinness et al have reported performing ODMR

on nanodiamonds while tracking them in three dimensional space [156]. It

is possible that a similar tracking regime could be incorporated for use in

our system to track the nanodiamond as it diffuses through a cell body.

• Cell labelling: The most interesting results for an intra-cellular thermom-

etry is to localise heating to specific organelles or points of interest within

the cell. In order to do this effectively and efficiently, the nanodiamonds

need to be functionalised to label structures within the cell would be of

interest. We do not currently have this expertise in the research group,

and thus would need to look at forming collaborations with groups such as

Dr. Jayasinghe’s that have started work on immuno-labelling with nanodi-

amond [30].

• Probe calibration: Working with live-cell samples will rarely give one the
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opportunity to perform a full calibration of the nanodiamond sensor before

performing temperature sensing measurements. Experiments such as those

performed by Nishimura et al have shown that there is some variation

between the behaviour of NV− ensemble sensors, even when within the

same environment [157]. As a result, one is reliant on having either a good

calibration of the temperature response of the NV− ensembles within the

nanodiamond size selected, and/or perform an average temperature sensing

measurement from several nanodiamonds close to the area of interest for

direct comparison. The simulated temperature sensing measurements may

help to provide a baseline for the responsiveness of a nanodiamond probe

to shifts in temperature by revealing the smallest shift in temperature that

can be observed given the photon-flux, ODMR contrast and line-width.

7.2 ODMR in Other Optical Systems

Recently there have been examples of ODMR measurements being performed

using wide-field measurement systems [158, 157, 130]. A wide-field sensing tech-

nique for ODMR offers an advantage over the confocal system in that it allows

one to monitor the temperature or magnetic field gradient across a sample from a

single measurement [130]. The ODMR measurement regimes used here all discuss

using a similar ODMR with Referencing protocol to the one that I have outlined

in this work [158, 157, 130]. With the knowledge that the ODMR protocol that

I have implemented is compatible with wide-field systems, an interesting future

experiment would be to test the ODMR protocol on a number of different optical

set-ups. This work is already starting within the group, with early results coming

from measurements using: a wide-field fluorescence microscope, a TIRF system

and an adaptive-optics enhanced fluorescent light-sheet microscope. Using these

systems it will be possible to investigate the temperature gradient across, or mag-
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netic field generated by live-cell organisms with nanodiamonds integrated into the

cell body. One of the additional benefits of using a wide-field fluorescence mea-

surement system is that it is less sensitive to axial sample drift than a confocal

system [157]. This is a result of the lack of optical sectioning in wide-field micro-

scope systems [54]. Sample stability is therefore less of an issue when performing

wide-field ODMR, and means that the movement of a live-cell within the field-

of-view will not necessarily prohibit magnetic field or temperature sensing within

the sample [158].

Analysis of the wide-field experiments does come with challenges that are not

present when performing ODMR using a confocal system. The most obvious of

these problems is the selection of the region with which to perform the ODMR

analysis [158]. In confocal ODMR, a point-like object is held within the focus

of the microscope, only the fluorescence intensity from this point in the sample

can be used for ODMR. This makes analysis relatively simple, as one only needs

to consider the fluorescence intensity recorded as a function of the microwave

frequency [89]. The effects of moderate sample drift in a confocal ODMR mea-

surement can be mitigated for via the Referencing scheme outlined in section 3.7.

When performing ODMR using a wide-field system and a nanodiamond sample,

it is very unlikely that one will be investigating a single nanodiamond within the

field of view. As a result, regions of interest need to be determined in order to

glean the ODMR information from a measurement [159]. The difficulty lies then

in where one draws the boundary for such a measurement. It is often the case

that the nanodiamonds will agglomerate during sample preparation [127]. These

clusters need to be treated as a single fluorescent entity in the analysis as it is

not possible to isolate single diamonds within the structure. This in turn can

affect the sensitivity of the ODMR measurements, especially when strain effects

are known to be non-uniform across nanodiamonds from the same batch [92].
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7.3 AC Magnetometry

One of the target applications of the technology and analysis that I have devel-

oped throughout this project has been to monitor the magnetic field generated

when a neuron fires [160]. Such experiments have already been explored using

diamond sensors [34, 158]. The aim of our experiments would be to label the

surface of a neuron using functionalised nanodiamond. We could then use our

confocal ODMR system monitor the magnetic field generated by the cell as it

fires [158]. The higher spatial resolution available from the confocal system will

allow for a more detailed analysis of the strength of the magnetic field generated

across the different regions of the neuron.

In the experiments outlined in this work, we have only ever been able to moni-

tor DC magnetic fields (section: 3.6). In order to be able to monitor the magnetic

field generated by a neuron, we would need to implement an AC magnetometry

measurement protocol [34]. In current magnetoencephalography methods, such as

super-conducting quantum interference devices (SQUIDS) or atomic vapour cells,

the sampling frequency used is between 1 kHz - 2 kHz [161]. In order to accurately

monitor the magnetic fields generated by neurons, we would need to ensure simi-

lar sampling rates in our system. Using the current experimental protocol, using

a 1MHz frequency step, a photon integration time of 1ms and a frequency sweep

from 2.84GHz - 2.90GHz would result in a single line scan sampling frequency

of 16.6Hz. If we include the referencing measurements in this protocol then the

sampling frequency drops by half. In a paper presented by Kuwahata et al, the

authors outline a method of AC magnetometry using the NV centre that is based

on lock-in amplification [162]. The measurement scheme works by first recording

a ODMR spectra from the NV− centre(s) with a bias magnetic field applied to

the sample. Using the lowest frequency component of the Zeeman split spec-
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tra, the point of maximum gradient on the ODMR dip is identified and used for

the AC magnetometry measurements [162]. Using a home-built electromagnet, a

low amplitude AC magnetic field was applied to the diamond sample, and using

lock-in measurement technique, the frequency and strength of the applied field

could be determined [162]. The use of lock-in amplification is popular within the

diamond community for AC magnetometry experiments [163, 164, 165], as it al-

lows for low amplitude signals to be observed even in measurement regimes where

the noise is significantly larger than the signal of interest [163]. The application

of a lock-in amplifier in our system, in which frequency modulation is applied

to a single frequency point within the ODMR spectra would allow us to mon-

itor the application of the small magnetic field associated with neuron firing [161].

I would recommend before an attempt is made at measuring the magnetic

field generated by a live-cell a series of preliminary and proof of principle mea-

surements are made. In the first instance, we would need to implement a lock-in

amplification measurement system that would allow us to monitor low-amplitude

AC magnetic fields. I would suggest following in the footsteps of Kuwahata et

al and implementing a home-built electromagnet positioned close to the sam-

ple stage [162]. A full assessment of the stability of the microscope then needs

to be conducted with the electromagnet in place. As shown in section 3.5.2,

the peizo-electric controller for the objective stage is sensitive to AC magnetic

fields generated within the building. We would need to ensure that generating

an electromagnet so close to the objective does not affect the stability of the

ODMR measurement. The second consideration is that the fast steering mirror

and the resonant scanner are also controlled by electromagnets, and so calibra-

tion measurements would be needed to ensure that the stability of the laser-spot

for imaging is not affected. Assuming that the stability of the microscope is not

affected by the electromagnet, one can then set about implementing an AC mag-
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netometry protocol such as that described in [162] to measure the strength and

frequency of an alternating magnetic field.

Once calibration measurements have been made and the ability to measure

the strength of a controlled magnetic field has been applied, then one could

move onto measuring the magnetic field generated by a live-neuron. Barry et al

reported detecting magnetic fields generated by a single firing axon in the range

of 100’s of pico-Tesla [34]. In this work the researchers are also using a lock-

in amplification technique for detection, but were using a bulk-diamond crystal

and a TIRF style excitation of the NV centres within the diamond. This gave

the researchers access to a large number of NV− centres to perform the sensing

measurements, increasing the sensitivity relative to a single NV centre by
√
N .

Another interesting observation of this work is that the researchers required many

repeat firings from the neuron in order to achieve this level of magnetic sensitivity

[34]. The work by Barry et al provides a solid foundation to build upon in the

development of a NV− based magnetometer for biological sensing. It is intended,

as we have the ability to perform multi-colour imaging in our microscope, to use

this measurement technique alongside complementary technology. Proteins, such

as GCamp, have been used to track the image neuronal firing, as the protein is

fluorescent when the concentration of calcium ions increases within the cell. The

calcium ion transport and concentration are a key component for neuronal firing

and are a good indication of neuronal activity [45].

7.4 STED Microscopy

One of the upgrades to the microscope that has yet to be implemented is the

incorporation of the depletion arm to allow for stimulated emission depletion

(STED) microscopy to be performed. This is a super-resolution imaging technique
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that has been well described previously [166, 167, 168] and has shown to work

well with nanodiamond probes [169].

The principle of STED microscopy is that two lasers are used during imaging.

The first is an excitation laser used to raise the energy level of the fluorescence

probe used for imaging. The second is the depletion laser. The depletion beam

has a phase mask applied to it (in our system from an SLM) which creates a

region of zero intensity in the centre of beam focal spot [49]. By co-aligning these

two beams and timing the pulse sequence correctly, the depletion beam can be

used to excite stimulated emission from the region of the sample in which both

lasers are incident on the sample [170]. This leaves the region of the sample

that is excited only by the excitation beam to emit via spontaneous emission and

therefore have a different emission wavelength to the region of the sample emitting

via stimulated emission [166]. By using a series of optical filters when recording

the fluorescence from the sample, one can remove the stimulated emission leaving

only emission from the minima of the depletion beam profile, with the limit of

resolution (∆x) being dependant on the following equation [167]:

∆x =
λ

2NA
√

(1 + I
Isat

)
(7.1)

In which, λ is the wavelength of the excitation laser, NA is the numerical

aperture of the objective, I is the applied depletion beam power and Isat is the

saturation power for the fluorophore under study, denoting when the laser power

is so large that the probability of spontaneous emission is reduced to 0.5 [167].

The addition of STED capability to our microscope system would allow us to

record non-computational super-resolution images of biological material to help

further biomedical research [168]. Due to their photostability and broad emission

spectra, fluorescent nanodiamonds make an ideal probe for STED microscopy, as
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the limits of image resolution are proportional to the square root of the applied

depletion beam laser power [171]. For any fluorophores which experience bleach-

ing STED microscopy becomes a difficult imaging technique to utilise as the laser

power involved from both the excitation and depletion beams can rapidly result

in bleaching [167].

One of the most interesting experiments that we would perform once the mi-

croscope has been upgraded would be to see if STED imaging results in sample

heating. In the case of our experimental set-up, the depletion laser used for STED

imaging is 775 nm laser at the far-red section of the visible spectra. During STED

imaging, the intensity at the focus of the microscopy can be as high as GW/cm2

[167]. It is difficult to see how having this much laser power passing into a sample

would not result in heating. Using the temperature sensing protocols that have

been discussed in depth within this thesis, one could utilise the NV− centre to

monitor any temperature changes that arise as a result of STED imaging. In

such an experiment, a base-line measurement should be recorded before the de-

pletion beam is applied. Following this, the depletion beam can be applied with

temperature measurements being made as the depletion beam power is increased

incrementally. The results of this measurement could be coupled with 3D scans

of the nanodiamond used for study to give a measurement of the practical resolu-

tion limit for and applied depletion power as well as the increase in temperature.

As the thermal conductivity of diamond is so high [48], there should not be a re-

quirement to wait for thermal equilibrium to set in as the laser power is increased.

A consideration when making these experiments is that the increase in the

applied power supplied to a nanodiamond under study by the depletion beam may

result in the ODMR contrast being completely lost, in which case it would not be

possible to measure any increase in temperature during STED microscopy [123].
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The adaptive optics enhanced microscope described here has three excitation

lasers. It would be fairly trivial to test if the addition of a secondary laser light

source on the sample with a power of the order of mW affects the ODMR contrast

from a nanodiamond sample. This would be a good test of feasibility before a

significant amount of time and effort is put into attempting to measure the sample

heating effects of STED microscopy.
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Sample Preparation

Throughout this research project I have been using commercially available nan-

odiamond colloidal mixtures for the measurements described in this work. In the

following two appendices, I will describe:

1. The process of dilution used to reduce the concentration of nanodiamond

in the mixture. This reduced the amount of diamond material used in

each experiment and made it significantly easier to identify single or small

clusters of nanodiamond when imaging.

2. The process of sample preparation used to prepare a coplanar waveguide

for imaging and ODMR experiments.

A.1 Colloidal Dilutions

1. Firstly, the dilution ratio of the dense, store-brought, colloidal mixture and

the distilled water was calculated. For this work, we typically used ratios

of 1:20, 1:50 or 1:100 ND colliodal:water.

2. The size of the diamonds wanted in the colloidal dilution is selected and the

appropriate vial of dense nanodiamond colloidal is placed in a water-bath
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sonicator and left to mix for 15 minutes.

3. After sonication, the dense colloidal was removed from the water bath and,

using a pipette, the required quantity of the dense ND mixture was removed

from the vial and placed into a 1.5mL cuvette. This was then mixed with

the quantity of distilled water required to make the desired dilution ratio.

4. The diluted ND colloidal sealed in the cuvette and placed back into the

water-bath sonicator for a further hour. This was to ensure good mixing

of the nanodiamonds within the dilution and to limit the agglomeration

between nanoparticles.

5. The diluted sample was then kept within the cuvette in the samples fridge

within the sample-preparation laboratory. When a dilution was required

for use, it would be sonicated for at least 15 minutes before use, to again

ensure good sample mixing and break up any nanoparticle aggregates that

may have occurred while the sample was not in use.

A.2 ODMR Sample Preparation

1. To prepare the waveguides for use, the SMA adpators needed to be soldered

onto the PCB board, with the central pin placed on the conductive channel

pad on the waveguide, and the two ground pins on the pad either side of the

central channel. It is noted here that the SMA adaptors were only soldered

to the top (patterned) side of the PCB and not underneath.

2. With the PCB prepared for microwave conduction, a 20mm × 20mm glass

coverslip was secured to the surface of the coplanar waveguides by small

amounts of nail-varnish applied to the corners of the coverslip, this was

then left to dry. The coverslip was positioned in the centre of the coplanar
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waveguide, with the centre of the coverslip over the hole in the waveguide

used for back-lighting the sample. This coverslip will be known as the

“base-plate coverslip” from here onwards.

3. The 40 µm copper wire was then secured to the coplanar waveguide using

silver paint (this was found to have good conduction of microwave power

through the copper wire) allowing for waveguides to be re-used. Soldering

the wire in place would have meant a new coplanar waveguide would have

been required for each new experiment. The copper wire was pulled tight

across the surface of the base-plate coverslip. The copper wire was secured

in position along the conducting portion of the waveguide using tape until

the silver paint applied had dried. The silver paint was applied directly

to the dielectric coating on the PCB. There was not any loss in microwave

power associated with applying the sliver paint to the dielectric, rather than

the copper of the conduction plate underneath.

4. A glass coverslip of 18mm in diameter was used for nanodiamond drop-

casting. The diluted nanodiamond mixture of choice is selected and, using a

pipette, 10µm-20µm of the dilution is applied to the surface of the coverslip.

The coverslip is then heated on a hot-plate at 50◦C until the diamond

colloidal has completely evaporated.

5. With the nanodiamonds now drop cast onto the surface of the glass cover-

slip, the immersion media is added to the nanodiamond coated surface of

the 18mm diameter coverslip. The immersion media used in this work was

most often either: A single drop of distilled water, a single drop of immer-

sion oil (refractive index = 1.35) or a single drop of prolong diamond.

6. The diamond coated coverslip would then be placed on top of the base-

plate coverslip, immersion media side down. Upon contact with the base-

199



Appendix A. Sample Preparation

plate coverslip, the immersion media will naturally spread between the two

coverslips and cover the total area of the diamond coated coverslip. If using

prolong diamond, the sample is then left for 24 hours in the dark so that

the prolong can set properly.

7. The nanodiamond coated coverslip is then fixed to the surface of the base-

plate coverslip using a small amount of epoxy resin glue. The resin was

applied using a cocktail stick. This allowed for good control of the ap-

plication of the resin of a small amount of resin around the edge of the

18mm coverslip. The sample was then left to dry before use in the confocal

microscope system.

8. We found it useful to check the quality of a sample using a low-cost wide-

field bright-field/fluorescence microscope. This allowed us to check for any

air-bubbles in the immersion media around the copper wire and to check we

were able to see nanodiamond fluorescence in close proximity to the wire as

well.
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